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Een brug tussen de wetenschap en de praktijk ontstaat door het
beantwoorden van elkaars vragen, niet door het overnemen van
elkaars gebruiken.

Hoofdstuk 1 van dit proefschrift.

Denk in problemen, niet in oplossingen. Voor procesverbetering is
het een valkuil om te snel in oplossingen te denken, en is het
belangrijk eerst een goede beschrijving en analyse te maken van de
problemen.

Hoofdstuk 2 van dit proefschrift.

Een klant die verwacht lang te moeten wachten, kan beter wachten
met afspreken.
Hoofdstuk 3 van dit proefschrift.

Een benaderingsformule voor de procesprestatie die alleen door
simulatie geévalueerd kan worden, mist haar doel.
Hoofdstuk 4 van dit proefschrift

Het meten van procesindicatoren is te zien als een proces, en dient
daarom ook als zodanig georganiseerd te worden.
Hoofdstuk 6 van dit proefschrift

o

10.

In het opleiden van professionals in het gebruik van methoden en
technieken voor procesverbetering moet men streven naar

realistische en situationele voorbeelden en oefeningen.
J. de Mast and B.P.H. Kemper (2009), “Principles of Exploratory Data
Analysis in Problem Solving: What Can We Learn from a Well-Known
Case?”, Quality Engineering 21(4): 366-375

De keuze tussen Lean, Six Sigma, de Theory of Constraints of een
andere methodiek dient gemaakt te worden op basis van de
problematiek die men wil aanpakken.

Verbeterprojecten moeten beginnen met het identificeren en
afbakenen van het proces dat verbeterd wordt. Projectleiders die
aangeven dat hun project geen proces betreft, zitten vaak in een

leerproces.
R.D. Snee (1990), “Statistical Thinking and Its Contribution to Total
Quality”, The American Statistician 44(2): 116-121

Het is productiever na te denken in welke opzichten patiénten en
zorgprocessen lijken op auto’s en de productie ervan, dan zich blind
te blijven staren op het onmiskenbare en belangrijke feit dat ze
verschillen.

Als projectleider of onderzoeker dien je jezelf voortdurend terug te
fluiten: vaar je op intuitie, grijp dan terug op de theorie; zijn velen
enthousiast, duik dan weer de diepte in; ben je compleet verdwaald,
werk dan rustig door; en bovenal, luister niet naar alle adviezen,
maar vraag er wel om en beschouw ze kritisch.
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Figure 2.1 Paradigmatic form of healthcare processes. The gure shows a macro process
(end-to-end patient trajectory) involving seven micro processes. The micro processes are often
preceded by a scheduling step and a queue, which act as a buffer transforming a (typically
Poisson) stream into a scheduled stream.

2.3.2 Modeling process !ow in the micro process

In our model, the main organizational building blocks for the micr o processes argasks
(linked in chronological sequence by routes), queuegwhere jobs, mostly patients, sit
idle for some time while no action is performed on them), and resourceshat are in-
volved in tasks. Resources could be staff (such as nurses and operates), physicians,
equipment (such as MRI scanners), and other facilities (such as rooms). Note that re-
sources can be allotted to more than one task. The metrics introduced in the previous
section can be applied to resources, tasks, and entire micro proceses. We differentiate
metrics by subscript indices, where resources are numbered I, Il , 111 , ...; tasks are
numbered 1, 2, 3, ...; and micro processesA, B, C, ....

In Figure 2.2, the workload WL, of the micro process A is the number of patients
per day scheduled for the micro process (note that we drop the distin ction between
nominal and effective workload if there is no rework). There wi |l often be a queue
where patients wait before they are scheduled, and there will be wa iting time (also
called "queue’ in the gure) until the scheduled time has arrived; both que ues are not
part of the micro process. Note in particular that patients waiting to b e scheduled
are not included in WL,, but WL, does include emergency workload and walk-ins.
Patients enter micro process A when they arrive at the hospital. Arrival times are
stochastically distributed around the scheduled times, and the rst step in the micro
process is again a queue (typically the waiting room).

The throughput T P, (at the right-hand side of the diagram) is the number of patients
per time unit that is actually treated. If the schedule is realistic, this number will typi-
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Figure 2.3 Axiological model for healthcare processes.
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Task 1: (Un)dress

Resource I:
Dressing room

TotT,:"5"h/d
. N3
Queue CT,:"19.7"'m/p
Scheduled . PCap,:"45.7"p/d
WT:"30.8"d AV,:"100%
FTR,:"100%
ECap,:"45.7"p/d
EUL:"39.4%

Appointment

Task 2: Scan"(FTR, ="100%)

Resource II: Resource IlI: Resource IV: Resource V:
Radiographer 1 Scan room Radiographer 2 CT scanner
TotT,:"5"h/d TotT,,:"5"h/d TotT,:"5"h/d TotT,:"5"h/d
N1 Nye'L Nyl Ny:"1
CT,:"2.7"mlp CT,:"13.7"m/p CT,:"6.9"m/p CT,:"4.6"'mlp
PCap,:"111"p/d PCap,,:"21.9"p/d PCap,,:"43.5"p/d || PCap,:"65.2"p/d
AV,:"86.7% AV,,:"100% AV,,:"93.3% AV,:"99.4%
ECap,:"96.2"p/d ECap,:"21.9"p/d || ECap,,:"40.6"p/d || ECap,:"64.8"p/d
EUt,:"20.1% EUt,:"88.1% EULt,,:"47.5% EUL,:"29.8%

h/d ="hours"per"day;"m/p ="minutes"per"patient;"p/d ="g@tients"per"day

Figure 2.4 The CT scan primary patient process in its current con guration with two input
streams: scheduled and emergency patients.

For the outpatient stream, the average waiting time between the appointm ent and the
actual visit is 30.8 days. The waiting time is partly determined by th e process's capac-
ity and the patient's exibility, and partly by the term and priority ad  vised by the spe-
cialist. Scheduled patients arrive at the radiology department's re ception desk. Upon
arrival they are registered and enter the waiting room (average wa iting time 7.1 min-
utes). When summoned, an outpatient enters a dressing room (“Task 1: (Un)dress”).
The dressing room is occupied during the whole process, a cycle time of 19.7 minutes
per patient on average. The 3 dressing rooms are 100% availableduring the morning
shift, resultingina P Cap of 45.7 patients per day. The undressed outpatient proceeds
to the second task (“Scan”), indicated by route 1 in Figure 2.4. After th e scan, an out-
patient returns to his dressing room (route 2). When the patient is dre ssed again, he or
she leaves the CT scan process (route 3). The emergency patients dar the process via
the dashed route in Figure 2.4, directly from their rooms in the emerg ency department
located next to the radiology department. After “Scan” they return to the emergency
department.

Task 2 is facilitated by a scan room and the task may consist of two sub-tasks per-
formed by diagnostic radiographers: a uid injection for some p atients (about 62%)
and a CT scan for all patients. Patients that need uid injection to inc rease visibility of
vital parts in the scan are injected by “Radiographer 1”. The expe cted uid injection
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Figure 2.5 The redesigned CT scan primary patient process with two input streams: scheduled
and emergency patients.
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Figure 3.1 The steady-state interarrival time as function of the weight for the loss due to idle
time; =1.

The optimal interarrival times x” for R )(x) and R )(x) exhibit different sensitiv-

ities with respect to the weight , as observed in Figure 3.1, where we have chosen
= 1 without loss of generality. For an  close to 0:2, both prescribe the same inter-

arrival time. For large values of  the interarrival times corresponding to R™ ) and
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Figure 3.2 Speed of convergence for the linear and quadratic schemes. The gure shows
the scheduled interarrival times as a function of the customer number, as well as their limiting
value; =1.

The schemesU and V analyzed in this example are based on the ordinary (i.e., =

1=2) linear and quadratic loss functions. The optimal interarrival tim es are determined
by using the algorithm proposed by Pegden and Rosenshine (1990). Based on our
ndings in the previous example, we expect the quadratic scheme V to be slightly

more defensive for = 1=2. As can be seen in Figure 3.2 the optimal values for x* are
increasing in the job number; that is, the rst jobs are scheduled " tighter' than the jobs

later on in the schedule (which is due to the fact that the rst customers ar e facing less
uncertainty).

From Table 3.1 we conclude that the transient scheme converges ratler fast to the sta-
tionary scheme. In our example, the relative difference between th e optimal interar-

rival of a job and the steady-state interarrival, which we denote he re by Dfx; ! x7g,
is smaller than 5% for jobs scheduled after the 4-th arrival. Therefore, the use of the
steady-state optimal interarrival times x; for all jobs reduces the expected waiting

time for the jobs early in the schedule (but at the expense of increasing the server's
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Figure 3.3 The optimal interarrival times for the sequential and simultaneous approach in case
of a quadratic loss function; =1.

We demonstrated the approach by three representative examples. In the rst we con-
sidered a system with a large number of customers, so that the system can be effec-
tively replaced by its steady-state version. In case of exponential service times there are
closed-form expressions for the steady-state schedule, whereasthe transient schedule
can be determined relatively easily relying on basic standard m athematical software;
we do so for (possibly weighted) linear and quadratic loss functio ns. The numeri-
cal output illustrates the impact of the choice of the loss function on the i nterarrival
times. In the second example we show how fast the transient schedul e converges to the
steady-state schedule. Numerical experiments indicate that simple heuristics perform
well. In the third example we compare our approach with the simultaneo us approach
that was described in the introduction.

In this chapter we developed an approach that sequentially minimiz es risks. We pre-
sented various applications and a comparison with a simultaneous ap proach. A next
step could concern both approaches in more detail for a D/G/1 system a nd various
loss functions. These issues, as well as the extension to more compéx queueing net-
works, such as tandem or parallel queues, are topics for future research.

3.8 Appendix

3.8.1 Waiting time

Proof of Proposition 3.2.1 Let A be thej-th customer's random interarrival time. By
the Spitzer-Baxter identities, see pp. 229-232 in Asmussen (2003)and Ch. 7 and Ch.
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Figure 4.2 Graph with BM bounds, simulated values, and approximated values for load %= 0:1.

In view of the tables presented above and illustrated in Figures 4.2 and 4.3, there is a
clear need for more accurate bounds and/or approximations. The ap proach followed
here is to identify, for any given value of the load % an elementary function ' (), such
that ' (scv) accurately approximates (scV): In this approach we parameterize the
service-time distribution by its mean and scv: The underlying idea is that in a single
M/G/1 queueing system the mean sojourn time solely depends on its rsttwo  mo-
ments, as it can be expressed as a function of its mean service time ad coef cient of
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Figure 4.3 Graph with BM bounds, simulated values, and approximated values for load %= 0:9.

variation through the Pollaczek-Khintchine formula (see for exam ple Tijms, 1986, Eq.
(2.55)). We expect the mean sojourn time of the parallel queueing system to exhibit (by
approximation) similar characteristics, thus justifying the appro ach followed. Having
a suitable function ' (') at our disposal, we can estimate ES by m ' (scv). The func-
tion ' () shown in Figures 4.2 and 4.3 refers to the one that will be proposed in the left
panel of Table 4.4.

(Approximate) insensitivity. In the approach described above, we assume thatES is
(approximately) insensitive, in that it depends on the rsttwo mo ments of the service-
time distribution only. We veri ed this property by comparing ES for two different
distributions of the service times with identical rst and second mo ments. Table 4.2
gives a representative illustration of our ndings. There we compa re the ratio (scv)
of the phase-type service-time distribution with the ratio  (scv) of the Weibull service-
time distribution.

In our approach we took phase-type distributions, in the way we expla ined above:
Erlang for scv smaller than 1 and balanced-means hyperexponential for scv larger
than 1. For values of scv up to 1, the corresponding Weibull distribution has a shape-
parameter larger than 1, meaning that all moments exist and that ev en the moment
generating function is nite for some positive arguments — we could the n call these
distributions “light tailed'. For larger values of the scv, however, the shape parameter
will lie between 0 and 1, and then the Weibull distribution could be cal led heavy-
tailed: although all moments exist, the moment generating function do es not (for any
positive argument). For instance for scv equal to 16 (256) the shape parameter of the
Weibull distribution has value 0:35 (0:20, respectively). It is noted that Weibull tails
are not as heavy as Pareto tails, but our ndings obviously provide support for our
operational claim of approximate insensitivity.

The table should be read as follows. The upper part is on %= 0:1, while the lower
part relates to %= 0:9. Then we provide, for a range of values of scv, the mean
sojourn time ES and the corresponding (scV) for the service times having a phase-
type distribution, as well as their counterparts ESy and the corresponding (ScV)w
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Figure 5.1 An OR-type diagram of a queuing system. Circles depict servers, horizontal stacks
represent queues, and arrows represent job routes.

as processing times, queue times, information ows, and queue disci plines (pull vs.
push), see Braglia et al. (2006).

The abovementioned types of diagrams for modeling process ow emerged and evolved
in and through practice. Prescriptions given in textbooks and train ing manuals are
pragmatic rather than precise, and tied to speci c applications ra ther than generic.
Moreover, the adoption of traditional quality engineering techniq ues from manufac-
turing in other elds, such as the service industries and healthcare, requires a clear,
consistent, generic and precise prescriptive framework for di agrams intended to model
process ow. It is the purpose of this chapter to present such a framew ork. We will
hardly go into the matter of which symbols to use — this remains a noness ential matter
of convention. Instead, we aim to specify a generic list of eleme nts of diagrams for
process ow, such as tasks, servers, routing, and more. Next, in Ch apter 6 we specify
metrics for each element that are relevant for understanding the p rocess ow.

Such an explicit framework has the potential to have substantial impa ct both on the
analysis techniques focused on in academia, and on the development of practical
guidelines. Our analysis shows that currently popular types of diag rams have severe
limitations, miss certain elements, or are based on implicit but ¢ onsequential premises.
A better articulated framework provides for more effective guideli nes for the practi-
tioner. And a uni ed and precise modeling language facilitates sc ienti c mathematical
studies of process ow.

Our approach comes down to a rational reconstruction of expositions given in litera-
ture and current practice. Critically verifying the consistency of these expositions, and
confronting the given prescriptions with real-life application s, we identify a number
of problematic issues with the traditional types of diagrams. In Sec tion 5.2 we give
an example and describe these problematic issues. Our solutions to these problems
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Figure 5.2 A back oflce process handling loan requests at a ba nk.

center, one can choose even more complex ones, such as the averagwaiting time of
jobs that wait at least twenty seconds.

5.2.2 Shortcomings of current owchart, VSM, or OR-type diagrams

The owchart, the VSM, and the OR-type of diagrams facilitate the study o f pro-
cess ow. Although, in essence, these diagrams have the same objective, they dif-
fer remarkably from each other in the inclusion of basic elements . For example, the
owchart and the VSM do not display servers explicitly, asin 'S erver 1' and "Server 2'
at the "Reception and evaluation' task in our example. Nor do these dia grams give in-
formation about which server executes what task and according to wh at schedule, as
we display explicitly in the “Action rule' of a server. The owcha rtand VSM only deal
with interchangeable servers and thus disregard differences am ong servers in authori-
ties, skills, and experience. These server speci ¢ characterstics are crucial information
for optimal resource allocation. These diagrams, therefore, are not suited for modeling
processes with multi-task employees.

The VSM does not explicitly inform us about the rejection rate due to co nditional rout-
ing and the distinction between a single-job ow and aggregate ow is not made ex-
plicitly. Another drawback of the VSM is the limited use of the differ ent queue han-
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Number of Total time Processing
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Figure 6.1 A model for process "ow metrics based on De Mast et al. (2011).







Project: [title] Date:
Q1-Q2/2009

Week number | Sorting TRT (hrs.) Operational Unit costs

volume costs (Euros) (Euros)
1 1453658 468 € 8110 € 0,0056
2 1760892 546 € 9462 € 0,0054
3 1825426 546 € 9462 € 0,0052
4 1698456 546 € 9462 € 0,0056
5 2002563 609 € 10554 € 0,0053
6 1958325 588 €10190 € 0,0052
7 1856954 546 € 9462 € 0,0051
8

Figure 6.2 An example of a measurement form for throughput, total resource time, and total
operational costs.

Other aggregate metrics that one may use are, cf. Hatry (1980) and pp. 201-202 in
Maskell (1991):

throughput-capacity ratio: the ratio of throughput to capacity over a peri od of
time indicates what part of the resources is used to process jobs.

workload-throughput ratio: the ratio of the workload to the throughputpe  rtime
period is an indication for the waiting time before entering a proc ess.
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Nurse: [name] Date: 4/2/2010
Start/stop shift: 9:00/11:00

Process step Start Stop Rework (Y/N)
Dismissal letter 4/2/2010 9:19 4/2/2010 9:40 N

Medicine card 4/2/2010 10:08 4/2/2010 10:14 N

Transport 4/2/2010 10:15 4/2/2010 10:16 Y

Transport 4/2/2010 10:19 4/2/2010 10:31 N

Dismissal letter 4/2/2010 10:34 4/2/2010 10:41 N

Medicine card 4/2/2010 10:42 4/2/2010 10:47 N

Transport 4/2/2010 10:48 4/2/2010 10:57 N

Figure 6.3 An example of a time-and-motion study in healthcare.

(column 4). Furthermore, the name of the nurse, the date of the shift, and th e length
of the shift are recorded at the top of the sheet.

From the time stamps in a time-and-motion study one can calculate the pro cessing
time of a process step by subtracting the start time from the stop time. One c an calcu-
late the availability from the ratio of the sum of processing times to the total resource
time (in this case the nurse was scheduled for the dismissal processfrom 9.00 till 11.00).
Below we give a detailed guidance on how to deter the metrics for proc ess ow im-
provement from time-and-motion study measurements:

Processing time: by subtracting start time from stop time.

Nonavailability: the total of the times in between a task's stop time and the next
task's start time, as a fraction of total resource time. Note that when ther e is
insuf cient work, time in between tasks may be idle time (time waiting  for a job)
instead of nonavailable time (time lost due to distractions or the reso urce being
down).

Rework: found from the processing times of activities labeled as r ework (column
4).

Another method frequently used in resource measurement designs is a w ork-sampling
study (Baines, 1995), and in healthcare (Urden and Roode, 1997) In work-sampling
one records in a tally table, on given time intervals, the type of acti vity the resource is
engaged in; see Figure 6.4. These time intervals can be chosen agdistant, for example
every 5 minutes, or random, so as to avoid interaction between obser vations and work
schedule (for example in case of consults with a xed length of 5 min utes). Consider
the nurse whose activities were measured in Figure 6.3. A work-sampl ing study with
time intervals of 5 minutes would have yielded the measurements in Fig ure 6.4.

From the data in the column “Checks” of Figure 6.4, we can calculate the time spent
on each activity. For example, at seven time intervals the nurse was performing the
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Nurse: [name] Date: 4/2/2010

Activity Checks Activity time Percentage of
total

Dismissal letter HH 11 35

Medicine card I 10

Transport HH I 35

Other HH 1IN 40

Total 24 120

Figure 6.4 An example of a work-sampling study in healthcare.

transport activity. We weight these intervals with the interval leng th of 5 minutes and
thus measure a total of 35 minutes spent on transport. Also, we can calcul ate the total
time covered by the study as 24 intervals (120 minutes). The availability is the ratio
of the sum of times spent on designated activities (in this case 80 minutes) to the total
time, that is about Av = 67%. From the time-and-motion study we would have found
an availability Av =61=120 =51%

Below we give a detailed guidance on how to derive metrics for proc ess ow improve-
ment from work-sampling studies:

Total resource time: can be derived from the multiplication of total num ber of
checks and the time interval length. This can also be done per activity, which
forms the start of an employee occupation study.

Processing time: provided that the throughput of each activity is rec orded, the
processing time per activity follows from the total resource time div ided by the
throughput.

Availability: from the ratio of total checks on designated activitie s to the total
number of checks.

Both time-and-motion and work-sampling studies have their advanta ges. The time-
and-motion study is accurate and offers the opportunity to observe the ac tivities in

great detail, while work-sampling takes less effort and the pos sibilities to execute more
measurements at the same time; see Finkler et al. (1993) for a comprison of both
methods.

Measurement system techniques: shadowing and self registr&oth for time-and-motion
and work-sampling studies one can collect data through shadowing . This is a tech-
nigue in which an employee follows the resource during a shiftora working day. The
employee that does the shadowing may use a measurement form with a p reprinted
tally table with activities (in case of work sampling), or a table wi th an activity column
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Client number: [client id] Arrival date | 1/4/2010
(dd/mmlyyyy):

Order number: [order id]

Process step | Start 1 Stop 1 Start 2 Stop 2 Comments

Arrival order 1/4/2010 14:07 3/6/2010 9:34

Take order 1/4/2010 14:19 1/4/2010 14:26 3/6/2010 10:08 3/6/2010 10:13

Register

order 1/4/2010 14:26 1/4/2010 14:35 3/6/2010 10:13 3/6/2010 10:15

Confirm

order 1/4/2010 14:35 | 1/4/2010 14:36 | 3/6/2010 10:15 | 3/6/2010 10:16

Prepare

order 23/6/2010 8:03 | 23/6/2010 11:31

Check order | 23/6/2010 11:31 | 23/6/2010 11:37

Clear order 23/6/2010 11:39 | 23/6/2010 11:42

Send out

order 23/6/2010 12:03 23/6/2010 12:14

Figure 6.5 An example of a traveler sheet in a service process.

begin and end of the transport activity. Thus, we see transportation a s a process step.
Below we give a detailed guidance on how to get metrics for process ow improve-
ment from traveler sheets measurements:

Throughput time: the difference between the arrival time (1/4/2010 14 :07 in Fig-
ure 6.5) from the last stopping time (23/6/2010 12:14).

Processing time: for each activity or process step one can calculde the processing
time by subtracting the start time from the stop time.

Rework: possible rework time is recorded for each activity as the differences
between Start 2 and Stop 2. One can sum these individual rework times to nd
the additional processing time due to rework, or compute a rework rate for each
rate from the ratio of the total number of rounds to the total number of jobs.

Waiting time: one calculates the waiting time by deducting the stop time of a
process step from the start time of the subsequent process step.

Measurement system techniques: track and trace, and actogtying. Other methods for
job measurements are very similar to the use of traveler sheets, but generate auto-
mated time stamps through track and trace or activity logging systems.

Techniques to track and trace products in the process, such as RFID, ae commonly
used in logistics and manufacturing industries (McElroy et al., 200 8). For example,
in warehousing in the clothing industry a product is registered on se veral locations
in the process. Typically, a product is scanned when entering an d leaving a storage
point, and when eventually entering and leaving the retailer. Thes e data can be used









Check sheet | [number] Inspection [name]
number: operator:

Date: 4/8/2009
Defect Frequency Sample size: 359
Incomplete copy 11 Throughput: 359
Installation error iy Workload: 359
Damage I
Other Wi
Total 22

Figure 6.7 An example of a defect check sheet for software updates.

sample size. Under the assumption that the types of defects are independent,
the overall FTR is then calculated through the multiplication of the FTR s per
defect type. Note that in case of multiplicative defects, one should n ot add up
frequencies to a total sum of defects (as done in Figure 6.7), since ths gure has
no meaning in the context of FTR on job level.

Workload and throughput: provided that these gures are included inth e mea-
surement form.

Another method is to measure complaints (in case of a delay) or reclaims (in case
of a defect) that the organization receives, possibly through the client contact center.
Again, one could rely on log data of all incoming complaints or re claims, or one could
have employees at the client contact center record complaints or reclaims during a
sampling period.

Consider for example an organization that offers cell phone re pair services and gives
a one-month guarantee on its services. To record measurements on canplaints and re-
claims of 2 weeks (approximately 250 repairs in the period from January 3 till January
15, 2011), employees measure all incoming complaints and reclams for 1 month and 2
weeks (since from then on claims from the initial 2 weeks do not fa Il under warranty
anymore). The measurement sheet in Figure 6.8 presents an examje of 9 complaints
or reclaims recorded by an employee. For each incoming case,the employee registers
date of arrival, the date of repair, whether it is a complaint or a r eclaim, and more
details about the complaint or reclaim.

From the data in Figure 6.8, we are able to derive complaint rates or reclaim rates. Be-
low we give a detailed guidance on how to derive metrics for proces s ow improve-
ment from a defect check sheet measurements:

First time right: related to reclaim, the defect ratio of a period fol lows from the
number of reclaims over the total throughput. This ratio excludes defec ts in
products bought by clients who do not send in reclaims.

Throughput time: for the subgroup of clients who complain about the del ivery,
one may get a throughput time of the delivery process (e.g. from the co mments).
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Employee [employee id] Relate to repairs 3-8/jan/2011
number: in period 10-15/jan/2011
Case Date Date Reclaim/Complaint | Comment
number Arrival repair

1 8-Jan-11 4-Jan-11 Complaint Delivery 2 days late
2 8-Jan-11 3-Jan-11 Complaint Delivery 1 day late
3 10-Jan-11 ?2? Complaint Call for status

4 11-Jan-11 10-Jan-11 Reclaim Display error

5 13-Jan-11 8-Jan-11 Complaint Delivery 1 day late
6 14-Jan-11 12-Jan-11 Reclaim OEM display

7 14-Jan-11 12-Jan-11 Reclaim OEM display

8 14-Jan-11 7-Jan-11 Complaint Delivery 4 days late
9 17-Jan-11 15-Jan-11 Complaint Delivery 1 day late

Figure 6.8 An example of a measurement sheet for reclaims and complaints in services.

Technique: Interviews for service qualitAn alternative method is to randomly select
a group of clients and interview them about the service quality regard ing delays or
defects. One may then use a similar sheet to record these data as for neasurement
done at a client contact center in Figure 6.8.

We end this section with Table 6.2 that presents an overview of the fo ur measurement
study designs as discussed above. For each design we list alterndive methods, and in-
dicate metrics for which the design is a suitable study design. The tab le also indicates
whether metrics are related to resource utilization or throughput time.

6.5 Measurement systems: additional elements

Besides the designs, methods and techniques mentioned in Section 64, a measurement
plan should also specify the measurement procedures, the sample sizes, possible train-
ing, and planning and organization. We illustrate these elements o f the measurement
system in the example below.

Example 1: A measurement plan for a sales order process
Consider an administrative department, whose employees proces s incoming orders.
The process steps on a high level are:

take the order;

register the order in production planning;

check and nalize the order.

Currently, the department faces high operational costs. The major ity of these costs
are personnel costs. From an initial observational study, includi ng brief interviews
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Metric easurement Measurement
study design system
Study Method Techniques Tools Training “Operational
definition
Availability Work-sampling Shadowing Tally table Paper form with 2-day trial and ~ The ratio of time Unit: per shift
registration: tally table, pen, feedback spent on Goal: maximize
availabilty/ clip-board, primary tasks to
nonavailability  interval timer total work time
per minute

@>

Sample size Planning RACI ‘|Dead|ine Data matrix
30 shifts on work 10 working days R: assistant 11/30/2010 project_sheet
days in September, 3 A: project leader Xls

shifts per work  C: manager

day I: manager

Figure 6.9 A complete measurement plan for the metric availability of employees in an admin-
istrative process, as discussed in Example 1.

one needs an interval timer that signals every 5 minutes.

Training: Nelson et al. (2004) assert that one should organize a training and pilot
measurements to ne tune the study's set-up. Also, employees at a nance or
control department may need to be informed or trained, since they a re often not
familiar with the metrics and de nitions used in a process ow impr  ovement
project.

Operational de nition: the de nition of the metric, and on what unit basis it is
measured (per shift) and the performance goal (maximize, that is , the larger the
better).

Sample size: the planned number of observations. Here, 30 shifts on work days
that are representative for the process in terms of order types and w orkload.

Planning: the actual measurements are scheduled on 10 working days in Septem-
ber.

RACI: roles and responsibilities are established using the RACI (responsible, ac-
countable, consulted and informed party) model. Since data collec tion in im-
provement projects is often a time consuming activity, one should co nsider hir-
ing temporary staff (student workers) to assist during the data colle ction period.

Deadline: the deadline for the measurement phase. Then the measurements
should be processed and structured in a data matrix.

Data matrix: raw data are processed into realizations of variable s; in this case, an
availability percentage per shift.
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