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Chapter 1

General introduction and overview

1.1 Introduction

The Dutch railway system is one of the most heavily utilized railway systems in the

world. The railway capacity has become scarce. When delays occur, these delays easily

expand throughout the railway network, disrupting it heavily. This demands a careful

approach to manage and reduce these delays. Moreover, it is expected that in the future

the demand for railway services will raise even further. This holds for both passenger and

freight sectors. Building more railway tracks is a very costly solution which in addition

takes long time before being implemented, instead, new methods need to be explored to

utilize the available capacity in a better way.

As pointed out by Vromans [128], due to interdependencies at the railway network the

large part of the delays are knock-on delays which are transmitted from one train onto

other. A large part of these delays originates at junctions where trains from di®erent

directions meet and intersect each other's paths. If handled correctly, train con°icts at

these junctions would have less impact on the network. This would contribute to a more

stable network where delay recovery is a fairly fast process and where unrecoverable delays

are less damaging.

Many approaches have already been introduced to tackle this train con°ict problem.

By far most of the approaches are combinatorial of nature. The problem is then formulated

as a mixed integer programming model or a Job shop model. One of the major drawbacks

of these approaches is that these do not re°ect the stochastic, unpredictable, nature of

the real world. Most of the operations (train running times, dwell times etc.) are subject

to stochastic disturbances. Moreover, when the proposed resolution is not met or an

unforeseen event occurs, the whole model must be recalculated. On the other hand the

few stochastic models found in the literature are mostly simulation based and lack a
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number of factors that in our view are important when constructing qualitatively good

con°ict resolution strategies.

In this dissertation we will examine the possibility of using another technique, based on

the theory of the Semi-Markovian Decision processes, to tackle the train con°ict problem.

We will refer to this approach as the SMD approach. The theory of the Semi-Markovian

Decision processes is a well established theory and has a broad range of applications in a

variety of stochastic and dynamic systems. The theory has however never been applied

in the ¯eld of dynamic con°ict resolutions at railways before. The focus of the thesis lays

more on the methodology of modelling, i.e. how can the railway situation be modelled

as a SMD model (i.e. model which is based on the SMD approach) so that it can be

used for dynamic con°ict resolutions, than on the mathematical technique. Moreover, the

emphasis will lay on the situation of a near future where much more trains are expected

to run, at least, within the busiest part of The Netherlands and where timetables play

a much smaller role than is the case nowadays. The central questions are whether it is

possible to model this new railway situation by means of the SMD model and whether the

approach gives promising results. And secondly, can the model be applied to a current

situation, where timetables play a much larger role, and if so, whether the technique is

promising when compared to the con°ict resolution method used nowadays by ProRail,

the Dutch railway infrastructure manager and tra±c controller.

In this ¯rst chapter of the thesis we will give the practical motivation for this research

and place it in a broader perspective. We will discuss the di®erent performance measures

that can be found in practice and we will look at the Dutch railway network. We will

then brie°y explain the current way of working at the Dutch railways; beginning from the

schedule generation until the construction of the con°ict resolution rules. Next we will

look at the available literature and will brie°y explain the theory that our approach is

based on. The chapter will be concluded with the outline of the remainder of the thesis.
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1.2 Practical motivation

Railways are often associated with timetables which are designed to separate trains from

each other in time and space. The idea behind the timetables is that less train con°icts

occur and that high-level service towards passengers is ensured. The practice is however

di®erent. Train delays do occur and, due to interdependencies within a railway network,

result in additional delays to other train services. As a consequence train operations

are more stochastic in nature when compared to the initial planning. Furthermore, the

demand for railway services (both public and freight) is expected to grow, which requires

an increase in capacity. This increase can be achieved either by building more railway

tracks or by utilizing the existing capacity in a better way. The former is a very costly as

well as short-sighted measure which drives the policy makers towards the second option.

In 2008, the Dutch government expressed its ambitions to intensify the railway trans-

port within the densely populated part of The Netherlands, called Randstad [88]. As

part of this plan, the Programme for High-frequency Railway Transport (PHS) [in Dutch:

Programma Hoogfrequent Spoorvervoer] has been initiated ([89], [90]). The objective of

this programme is to increase signi¯cantly the number of train services to facilitate the

growth in demand. This growth in demand is found in both the public transportation

and the railway freight sectors. Between 2008 and 2020 it is predicted that the passenger

demand will increase with 60% to 70% during the rush hours while the transported freight

volume is estimated to increase to 100 million tons in 2020 (compare to 28 million tons

in 2000 and 45 million tons in 2008) [90]. The PHS programme intends to increase the

number of trains within some parts of the Randstad to 6 Intercity trains and 6 regional

trains per hour, allowing for a timetable-free operation. The Dutch Ministry of Transport,

Public Works and Water Management has announced the project called OV SAAL [87],

to be the ¯rst project of the PHS programme. The preparations for this project have

already started, as announced in the management plan 2009 [99] of ProRail. The project

OV SAAL incorporates a track section between vital parts of The Netherlands: Schiphol

Airport, Amsterdam, Almere and Lelystad where already in 2012 a high frequency op-

eration is planned. Other track sections will then follow shortly1. The pilot study with

the code name ETMET, started on the 31st of august 2009 on the corridor Amsterdam

- Eindhoven ([33], [127], [92]). The study lasted one week, where in the peak hours, 6

1Three more corridors are to be part of the high-frequency operation before 2020: Utrecht - Arn-

hem/Nijmegen, Utrecht - Den Bosch and the Hague - Rotterdam.
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Intercity trains, up to 6 Regional trains and up to 2 freight trains2 have been running

hourly in each direction. The pilot study has shown very promising results ([91]) and an

even longer pilot study is scheduled for the last quarter of 2010. For the PHS programme

a budget of 200 million Euro has been reserved by the ministry, which is intended to be

spent before 2012. An additional investment of 4.5 billion Euro is planned for the period

2012 - 2020 [87]. Above this governmental expenditure, the Dutch Railways (NS) has

announced in 2009 to invest 700 to 800 million Euro in the project [94].

The idea behind the high-frequency transport is that the railway operation will be

similar to the Metro system where the trains run close to each other. The operation

is not entirely timetable-free since the trains are still scheduled to be separated in time

with more or less equal intervals in-between. But due to the high frequency one may

speak of a timetable-free operation. After all, due to a high number of trains dwelling

on stations, no connections between trains need to be de¯ned. This way less delays are

transmitted due to train connections. Moreover, the passengers do not need to consider

the departure times of trains since the average waiting times are low. Furthermore, it

is to be expected that this high frequency operation will lead to less bu®er space within

the system. Therefore, small delays will more often lead to train con°icts. As a direct

consequence, the train arrival times will be more random than is the case nowadays. This

change in railway operation will lead to a more dynamic railway service which increases

the need for new techniques that can solve train con°icts dynamically.

Even though our primary goal is to design a methodology for future purposes, it is

interesting to examine whether the method is applicable for the current situation where

timetables are designed but due to delays con°icts arise. In The Netherlands, train

dispatchers use the so-called TAD rules (In Dutch: Trein AfhandelingsDocument) to

solve con°icts between trains. The TAD rules are constructed o®-line and are referenced

to whenever a con°ict occurs. An example of the TAD rules can be found in Table 8.7 on

page 144. Unfortunately these rules are often unsatisfactory. First of all, the TAD rules

assume that only one train is delayed at the same time. Subsequently, not all con°ict

situations are covered by these rules. Secondly, the rules are static and can not handle

changing situations. The rules cover only the trains that occur within the timetable.

When an `unknown' train reaches the junction, the train dispatcher is at his own. An

example of such an `unknown' train could be some construction tra±c, shunting tra±c or

an empty locomotive. Further, it is unknown whether the TAD rules are close to optimal.

2On the section between Utrecht and Geldermalsen 6 Regional trains were running while on other

sections this number was 4. Moreover, 2 freight paths have been reserved. Not all of these paths have

been utilized during the pilot.
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The rules have never been compared to other rules.

A number of approaches that solve train con°icts, can be found within the litera-

ture, however all of them have their drawbacks so that new approaches are a welcomed

development.

These factors have inspired us to search for a di®erent approach that could solve train

con°icts in the timetable-free environment but which is also applicable for the environment

using timetables. In the latter case our goal is to study whether this approach can

outperform the TAD rules. We have chosen to describe and model these con°ict situations

in terms of a Semi-Markovian Decision (SMD) process. The theory of the SMD processes,

is well known and is a powerful tool when studying stochastic and dynamic environments.

To our knowledge though, this approach has never been used for the purposes of dynamic

con°ict resolution at railways.

1.3 The research in a broader perspective

As described above, this research examines the possibility of using the Semi-Markovian

Decision processes in order to solve railway con°icts. These con°icts can be the result

of either a railway system that is timetable free or a railway system with a disrupted

timetable.

At railways two kind of delays can be identi¯ed. First there areprimary delaysthat are

a direct consequence of a disturbance. The second category are thesecondary delayswhich

are knock-on delays caused by delays of earlier trains due to interdependencies within the

railway network. Vromans [128] identi¯es a number of disturbances which can cause

primary delays. These are disturbances caused by faulty assumptions in the planning

phase (e.g. overestimation of the capacities of rolling stock, usage of longer and heavier

trains during operation than has been previously planned, too short dwell times etc.),

infrastructure failures (e.g. malfunctioning switches or signals), rolling stock breakdowns

(e.g. malfunctioning engine or doors, leaks etc.), human factors (e.g. stochastic nature of

driver behaviour), accidents with other tra±c or suicides, vandalism, weather conditions.

Due to the unpredictable nature of these disturbances, they are di±cult to prevent.

There is plenty of research that tries to minimize the probability of such a disturbance

to evolve into a delay. For example, studying the boarding behaviour of passengers may

help to decrease the probability of the boarding time °uctuations to cause disturbances

(e.g. [132], [44]).

Then there are models that aim at cleverly distributing time supplements and bu®ers

within the timetable to reduce the probability of small disturbances evolving into de-
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lays. As an example for the work in this direction we refer the reader to [64], [66] and

[124]. These models however can not completely prevent delays from occurring. Larger

disturbances will still lead to delays.

Vromans [128] states that due to interdependencies at the railway network, the large

part of the delays are knock-on delays. Delayed trains run outside of their planned paths3

and will possibly interfere with the paths of other trains giving rise to train con°icts.

This research aims to resolve train con°icts and in this way to minimize knock-on

delays that are the result of such con°icts.

1.4 Performance measures

The performance of the railway companies is judged by various criteria. In The Nether-

lands, the NS (by far the largest Dutch passenger railway operating company) is judged

by the percentage of trains that are more than 3 minutes late4. Other countries use other

threshold values as the punctuality criterion.

But the punctuality criterion is not the only criterion that can be used to judge the

performance of railway companies. An alternative is to look at the percentage of the train

connections that are maintained, the total delay of the passenger trains, or the total delay

of the railway network as a whole. The above criteria are related to passenger experience,

while environmental aspects could also be taken into account. Energy consumption of the

trains is a good example of such criterion.

From the infrastructure point of view, other optimisation criteria can be considered.

An example for such a criterion is maximizing the throughput through some bottleneck

or minimizing the traverse time of the trains within some line segment.

In the research presented in this thesis the con°ict resolution strategy will aim at

resolving con°icts in such a manner as to optimise one or more of the above criteria.

3Scheduled trains are assigned to a certain path within the spacetime continuum. Two separated

paths are called con°ict-free since the trains that are assigned to them will never be in con°ict unless

they deviate from their paths.
4Starting from the year 2010 the trains are regarded as being late if their delay exceeds 5 minutes

[126].
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1.5 The railway network and decomposition

A railway network is usually a very complex web containing many hubs and intersections

where trains from di®erent directions meet. Figure 1.1 depicts the Dutch railway network.

Figure 1.1: The Dutch railway network

When zooming in on a certain hub, an even more complex area will be revealed.

Figure 1.2 depicts the situation in the neighbourhood of the Rotterdam Central station.

Modelling such an area in an exact way would result in a formulation with an enormous

complexity. Such a model tends to become computationally intractable. Instead, an ap-

proximation model is needed. A model that captures the essential parts of the con°icting

situations and comes up with good dynamic rules for local optimisation. A lot of con-

°icting situations, regardless of the `zoom' level essentially come down to the following:

trains from di®erent directions come together and compete for some railway segment. In

this thesis we will focus on models that describe these situations.
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Figure 1.2: The railway in the neighbourhood of the Rotterdam Central station

1.6 Scheduling and Rescheduling in The Netherlands

In this section we give background information about the scheduling and rescheduling as

it is being done in The Netherlands. The readers that are familiar with this practice or

not directly interested in this subject can skip this section.

The Dutch railway network consists of 2896 km of railway on which 387 stations are

located [100]. ProRail is a private organisation that is owned by the Dutch government

(the State of The Netherlands is the sole shareholder). ProRail acts as a railway infras-

tructure manager which is in charge of railway maintenance as well as investments in

railway network extensions. It is also a tra±c controller in addition to being an indepen-

dent organisation which allocates the railway capacity by granting concessions to di®erent

railway operators. Nederlandse Spoorwegen (NS) is the largest railway operator which

shares the available infrastructure with other public transport operators (Arriva, Syntus,

Veolia, Connexxion, etc.), a number of cargo operators and some international railway

players.

To regulate the railway operations, that together attribute to 145 million kilometres

each year [100], a timetable is designed and updated on a regular basis. Since designing

a qualitatively good timetable is a very di±cult and time consuming process, a decision

support system has been built under the name of DONS (Design Of Network Schedules)

([123], [95], [50], [51]). DONS is a timetable design system which helps constructing

periodic timetables that satisfy a whole range of di®erent constraints. In The Netherlands,

the timetable is periodic, repeating a basic schedule each hour. At rush hours additional

trains are inserted into the basic schedule to account for the higher demand.

DONS consists of a database part and a computation part. The DONS database forms

the core of the system that contains all the information about the infrastructure (both
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current and possible future projects), rolling stock and other relevant information. The

computation part then uses this information together with some user input to design a

timetable. The design is done in two steps. First a global schedule is generated which

is done by the CADANS module [107] of DONS. This module presents the timetabling

problem as a Periodic Event Scheduling Problem (PESP), ¯rst introduced by Sera¯ni

and Ukovich in 1989 [112]. The problem is solved by means of a constraint programming

based algorithm. The result is a set of arrival and departure times for all considered train

services on a global level. The schedule on a local level is constructed by the STATIONS

module ([139], [138] and [63]). This module takes the solution of the CADANS module

and tries to ¯nd a feasible platform assignment and train routing through each station

in the network. The result of the calculations is the so-called Basic One-hour Timetable

(BOT). Commonly, three BOTs are constructed, one for the o®-peak hour, one for the

morning peak hour and one for the evening peak hour.

These BOTs provide the basis for the timetables. The next step is to design a Weekly

timetable (24x7), which takes the BOTs as basis and alters them by considering tra±c

°uctuations during the week (less tra±c during the weekend and some additional tra±c

on Monday and Friday due to the weekend). From these Weekly timetables, the Daily

timetables are created which consider holidays, special events (football matches, concerts,

etc.), scheduled maintenance and other special occasions.

The quality of the timetable produced by DONS is measured by two approaches. The

¯rst approach is an analytical model based on the Max-Plus algebra ([46], [31]). The key

idea is that the timetable can be represented by a so-called timed event graph which is a

Petri net with the element `time' added to it. The Petri net is suitable since a timetable

can be seen as a combination of events which are strongly correlated; an event can not start

before one or more preceding events have been completed. The Max-Plus algebra is then

used to solve such graphs. This approach has been built into the tool called PETER ([114],

[42]). The goal is to measure the timetable robustness by introducing a disturbance and

analysing the rate at which the system reverts to the original timetable. This tool is very

useful to identify bottlenecks in the system and for forecasting delay propagations through

the network. This way, di®erent timetables can be compared. The second approach to

measure the quality of the timetables is by means of the simulation technique. The tool

SIMONE [85] has been developed to simulate the whole Dutch network and analyse the

e®ect of complicated disturbance scenarios on the whole network as well as the e®ects

of new infrastructure. The tool is also used to compare di®erent timetables. SIMONE

is connected to DONS so that di®erent timetables and infrastructures can be simulated.

FRISO [86] is another simulation tool which has much more detail of the infrastructure
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and the train movements than SIMONE and is used to evaluate timetables at a more

detailed level.

Another approach to test the quality of the timetable is to analyse real-life realisation

data. This approach is di®erent from the two described above, since it evaluates the train

operations after these have actually occurred. The tool that is used for this end is called

TNV prepare [39] which analyses train punctuality based on train detection data.

After the timetable has been calculated, it can not be made operational before a

number of closely related problems are solved. We will mention here the rolling stock

circulation problem, the crew planning problem and the shunting problem. For other

problems we refer to the overview paper of Huisman et al. [52]. A good paper describing

the rolling stock circulation problem, as it is being done by the NS, is written by Fioole et

al. [34]. The paper discusses the problem of assignment of rolling stock to the timetable

services when both arrival and departure times are known beforehand as well as the

expected number of passengers. The problem is formulated as a mixed integer problem

and is solved by CPLEX. On the other hand, crew planning is done by TURNI which is

based on a mathematical programming technique ([65], [1], [2], [122]). The term shunting

refers to the process of parking the rolling stock at a shunt yard. The corresponding

planning problem is referred to as a shunting problem. This problem is described by

Lentink et al. [73] and Schrijver et al. [108].

Above a very brief overview is given of the techniques that are used when designing

timetables in The Netherlands. Unfortunately, during the operation, delays can occur

which disturb the scheduled operation of trains and may lead to train con°icts. To resolve

these con°icts, the so-called TAD rules are generated. These rules are the result of a

negotiation process between di®erent railway operators and ProRail where each operator

tries to optimize the situation for its own trains. The set of TAD rules are presented as

a guidebook to each dispatcher. Whenever a con°ict occurs, the dispatcher looks up the

corresponding rule and applies it. More on TAD rules will be discussed in Chapter 8. An

interested reader can refer to Table 8.7 on page 144 where an example of these rules is

given.

In this section the way of working at the Dutch railways has been discussed. For the

tools and approaches used by other railway companies we refer to the technical overview

report of Barber et al. [10].



1.7 Literature overview

The dynamic con°ict resolution problem, studied in this research, falls within the larger

group of problems that carry the name of Railway scheduling problems. These problems

have been extensively studied in the literature and are known to be NP-hard [35]. Excel-

lent overviews are given by Assad [9], Cordeau [27], TÄornquist [118] and D'Ariano [28].

In her overview paper, TÄornquist has classi¯ed the relevant literature into three main

categories: Tactical scheduling, Operational scheduling and Rescheduling. The three cat-

egories have a lot in common but at the same time are very di®erent. The Tactical

scheduling is very popular in Europe and involves generation of a timetable long before

it is applied in practice. Such a timetable is usually referred to as a Master schedule.

The generation of this schedule often takes several months. Thus, the models do not have

strict computational time limits. The scope of these models is often very global involving

very large networks. The objective is usually to ¯nd a feasible timetable that respects

a variety of constraints such as meeting the passenger and freight demand, taking into

account the availability of the °eet of rolling stock material, personnel and the capacity

of the infrastructure. A qualitatively good, con°ict-free timetable is preferred here above

the computational speed of the underlying algorithms.

Operational scheduling is practised, among others, in North America and Australia

and has a much shorter time frame. The schedule is usually generated a couple of hours

to days prior to being put to operation. At this level more up-to-date information is

available. This way of working suits the accidental nature of operation of the freight

railway tra±c. The models in this ¯eld of scheduling thus have a certain computational

time limit but not as strict as is the case with the models of Rescheduling.

While the Tactical and Operational scheduling involved constructing the timetable

from scratch, Rescheduling is done when train con°icts arise due to perturbations. In this

case, the time for solving the con°ict is very limited and the objective of the model most

often involves minimisation of delays and/or restoring the initial timetable.

Since the purpose of this thesis is the on-line dynamic con°ict resolution, the ap-

proaches of direct interest are the approaches describing Rescheduling. However, for the

reasons of literature integrity and since the models of both Tactical and Operational

scheduling aim at solving problems related to some extend to the Rescheduling prob-

lem, we will list these approaches as well. The reader not directly interested in these

approaches is advised to continue to Section 1.7.3.
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1.7.1 Tactical scheduling

With the tactical scheduling, the emphasis lays more on the quality of the timetable rather

than on the computational speed of the underlying algorithm. The quality of the timetable

is often measured by its robustness and reliability. The robustness of the timetable refers

to its resistance level against stochastic disturbances while the term reliability refers to

the level of train punctuality when the timetable is applied.

One of the ¯rst pioneers in this ¯eld is Szpigel. In his paper [116] he solves train

con°icts on a single track line by means of a Mixed Integer program. The line has a

number of meets and overtakes where the train order needs to be established. A Branch

and Bound algorithm is used to solve the model. Szpigel applies this model to a line

section in Brazil with an objective to minimize the weighted travel time of the trains.

The Mixed Integer formulation is adopted by Jovanovic [57] as well. By minimizing the

costs of tardiness the dispatching problem is solved where trains are running on a track line

consisting of both single and double track segments. In this approach the binary variables

are used to indicate the location of meeting point while the arrival and departure times

are represented by continuous variables. Later, this approach has been used for the SCAN

system by Jovanovic and Harker ([58],[59]). SCAN stands for SCheduled ANalysis and

is a decision support system that combines combinatorial optimization and simulation to

help decision makers construct robust schedules.

Chiang et al. [24] describe a knowledge-based railway scheduling system which is op-

erational at the Taiwan Railway administration. The master scheduling plan is obtained

in two steps. In the ¯rst step a global schedule is obtained with an initial train diagram

by ignoring train con°icts. These con°icts are then solved by the local scheduler which is

advised by an embedded knowledge base.

Carey and Lockwood [22] propose a train dispatching model for a line consisting of

a number of stations and links based on a binary mixed integer problem formulation. It

supports tra±c in one direction only but the speeds of the trains may vary. The model

is solved by means of a heuristic approach which ¯rst schedules each train individually

and then reschedules these initial schedules so that these ¯t together. The uni-directional

tra±c assumption is relieved in the follow-up paper [17] where the author shows that the

approach is suitable for more general cases.

BrÄannlund et al. [13] estimate the value of running di®erent types of services at spec-

i¯ed times and use these estimates to obtain a schedule that maximizes the `pro¯t'. A

Lagrangian relaxation approach is used to solve the general integer program. The ap-

proach relaxes the track capacity constraints. A priority based heuristic is then used to

¯nd a feasible solution. Nou [93] extends the paper of BrÄannlund et al. and presents
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alternative approaches to generate feasible solutions.

Mackenzie [77] proposes two di®erent approaches to solve the train time-tabling prob-

lem for complex networks. The ¯rst approach is based on a formulation of a large binary-

programming problem which is solved by means of Lagrangian relaxation. The second

approach is heuristic in nature, which is based on a probabilistic search procedure. This

heuristic generates many alternative timetables then selects one which minimises the to-

tal delay. A comparable approach is proposed by Pudney and Wardop [101]. They too,

use a probabilistic search technique for generating timetables. By randomly perturbing

di®erent data, many hundreds of di®erent train schedules are generated. The algorithm

then selects the best schedule based on a total delay cost.

Caprara et al. ([15] and [16]) model the train scheduling problem as a linear integer

programming model and use graph theory to represent the problem. The nodes of the

graph represent the arrival and departure times. The model is solved by Lagrangian

relaxation and is applied to a real-world problem at the Italian railways.

Ingolitto et al. [55] present a constraint programming model and propose an algorithm

to reduce the search space. By assigning values to variables and verifying the constraints,

di®erent solutions are obtained, each from a di®erent subset of the search space. Then

the best one is chosen based on the least average traversal time. The proposed algorithm

is shown to be more e±cient than the algorithms that search for one single solution in

a whole search space. Constraint programming is also used by Salido et al. [106] and

Abril et al. [4]. The authors divide the problem into a number of semi-independent sub-

problems to reduce the huge number of variables and constraints of the original problem.

The performance of sub-models is compared to that of the centralized original model. The

authors conclude that the decentralised model is more e±cient and has a better behaviour

than the latter one.

Zhou and Zhong [136] use a multi-objective train scheduling problem and apply it

to a real-world problem where di®erent types of trains with di®erent speeds are running

on a double-track railway network. The objective is twofold: to minimize the scheduled

waiting times of the high-speed trains and to minimize the total travel time of all trains.

A branch and bound technique is then used to solve the model. In their follow-up paper

[137] the problem is generalized.

Oliveira [97] maps the single-track railway scheduling problem into a job shop schedul-

ing problem and introduces some real-world constraints by means of the constraint pro-

gramming. The objective is to minimize the total delay.

Sera¯ni and Ukovich [112] introduce the Periodic Event Scheduling Problem which

can be used to construct periodic timetables. Schrijver and Steenbeek [107] introduce an
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approach that generates feasible periodic timetables for the Dutch railway network. Odijk

[95] uses a cutting plane algorithm based on the approach of Schrijver and Steenbeek and

applies it to a real-life situation of a modest, but yet non-trivial size. The algorithm turns

out to perform very well. A number of papers show how the Periodic Event Scheduling

Problem can be extended including the paper of Liebchen and MÄohring [76] and Liebchen

[75] and the paper of Kroon and Peeters [67].

Goverde et al. [40] introduce the max-plus algebra as a mathematical model to generate

periodic timetables. The authors show that essential dynamic characteristics of the system

can be quanti¯ed including the minimal cycle time and critical circuits. This approach

can also be used to predict the propagation of the delays over the railway network. In

the subsequent paper (Goverde and Hansen [39]) the authors analyse the Dutch railway

operations and introduce the tool TNV-Prepare which ¯lters and prepares train data

from log-¯les for the sake of the detailed statistical analysis. Another model to evaluate

timetables stability is proposed by Delorme et al. [32]. The model is based on a formulation

of a multi-objective combinatorial optimization set packing problem and is solved by

computing a shortest path on a graph. The approach has been tested in France on

the Pierre¯tte-Gonesse junction and showed that signi¯cant gain in robustness of the

timetable can be obtained.

1.7.2 Operational scheduling

Operational scheduling is usually done a couple of hours to days from the moment the

schedule should be put to operation. As a result, in comparison to Tactical scheduling,

more up-to-date information is available and the algorithms have relatively strict time

limits.

Kraft [62] develops a dispatching rule which provides departure times, velocities of

trains in sections of the line and their stop times at the meeting and passing points. A

branch and bound procedure is used to ¯nd such a rule with an objective to minimize the

weighted sum of delays.

Kraay et al. [61] introduce a mathematical model which generates a schedule that lists

the arrival and departure times of the trains together with the speed that these trains

should run with to minimize the fuel consumption as well as the train delays. The problem

is formulated as a non-linear mixed integer program and solved by means of a branch and

bound technique. Another non-linear mixed integer program is proposed by Higgins et

al. [48] which incorporates lower and upper bounds on train speeds for each train on each

segment. The objective is to minimize the total train tardiness together with the fuel



1.7. LITERATURE OVERVIEW 15

consumption.

Cai et al. [14] describe a heuristic algorithm that can be applied to a single track

system and that is in use at a major Asian railway system. The approach generates

feasible timetables in a short amount of time. It can incorporate additional constraints

and can be used in situations where a new train needs to be added to an existing timetable.

A number of approaches attempt to solve con°icts by doing both: setting the train or-

der and re-routing of trains. Among these approaches is the model of Carey and Carville

[18]. The authors address the train platforming problem which assigns trains to time slots

and to platforms within complex stations. An algorithm with di®erent search strategies

ensures that a feasible schedule is found within a reasonable time. In a parallel paper [19]

the authors test the reliability and robustness of the schedule by disturbing the arrival,

departure and dwell times in a simulation study. In [20] they extend the scheduling algo-

rithm to a network of complex stations with single or multiple one-way lines in between.

Ghoseiri et al. [36] present a multi-objective optimization model for the passenger

train-scheduling problem on a railway network consisting of single and multiple tracks.

The objective of the model is lowering the fuel consumption together with the minimiza-

tion of the total passenger travel time.

Semet and Schoenauer ([110], [111]) seek to reconstruct the original timetable after

being perturbed. In doing so, the authors try to minimize the accumulated delays by

adapting arrival and departure times and by reallocating the resources (tracks, routing

nodes). This is done by an algorithm that is based on a semi-greedy heuristic. The algo-

rithm gradually reconstructs the original timetable by inserting one train after another.

By comparing the results of the algorithm to the results of the optimal solution obtained

from the integer programming solver (CPLEX), the authors conclude that the approach

is promising.

Isaai [56] presents a hybrid approach involving a simulated annealing and a constraint-

based heuristic to generate a con°ict-free timetable e±ciently. First, a fairly good solution

is found with the heuristic. Then the algorithm is used to improve the solution quality.

This way, the exhaustive search is avoided and the possibility is reduced of being trapped

in a local optimum. The approach has been tested with real-life data from the Iranian

railway network.
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1.7.3 Rescheduling

Very little literature exists on Rescheduling. The issue has been addressed only recently

due to the complex nature of the problem and the very limited available computational

time. The di®erent approaches that are described in the literature minimize delay prop-

agation by setting the train order at crossing points.

Among these approaches is the model proposed by Adenso-Diaz et al. [5]. The authors

describe the on-line con°ict resolution problem as a mixed integer programming model

and state that solving this problem by means of the Branch and Bound technique is

very time consuming. Instead, the authors propose a heuristic approach that intelligently

reduces the search space by elimination of certain branches that are considered to be

inferior. The approach is implemented at the Spanish national railway company where

the tool preselects the best resolution rules and presents them to a train dispatcher.

TÄornquist and Persson [120] propose a two level procedure to resolve train con°icts.

The relaxation of the mixed integer linear problem is presented where a train that occupies

a block is referred to as an event. Ordered vectors link these events to trains and blocks

so that a chronological event list is stored at each block and at each train. The upper level

of the formulation determines the order of the trains on each block while the lower level

allocates start and end times for di®erent events. The lower level is solved by means of

a Linear Programming model while two heuristics are presented to solve the upper level.

These are Tabu Search and Simulated Annealing. In a subsequent paper [119] the authors

extend the approach to the n-tracked networks and examine four strategies to solve the

model on a South tra±c district in Sweden. They conclude that the choice of time horizon

has an obvious e®ect on problem size, that is, the longer time horizon, the more events

and trains are included and thus the more di±cult it will be to ¯nd a con°ict resolution

solution in a reasonable time frame. Allowing both re-routing and changing of train order

to resolve a con°ict turns out to demand too much time. Instead, the authors suggest an

approximation strategy, which in most cases does well with respect to computational time

and solution quality. This strategy limits the number of train `swaps' (train order changes

with respect to the original order) which speeds up the solution procedure signi¯cantly.

Rodriguez [103] presents a constraint programming model for real-time train schedul-

ing at junctions. The model solves train con°icts by means of rerouteing and rescheduling.

A branch and bound procedure is used to solve the model. Di®erent constraints bound

the search space so that the con°ict resolution can take place in real-time. The model

has been tested on a problem set taken from a real case study on the Pierre¯tte-Gonesse

node located in North of Paris. In his subsequent paper [104] the approach is extended

to situations were the tra±c runs in two directions.
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Araya et al. [8] formulate the on-line scheduling problem as a 0-1 mixed integer pro-

gramming problem which is solved in two steps. First a sub-optimal solution is obtained

by a heuristic approach. The branch and bound approach is then used to ¯nd the opti-

mal solution. A number of experiments show the e±ciency of the approach in terms of

computational time.

Another approach is to formulate the train con°ict problem as a Job-Shop problem.

Here, the trains are jobs and the tracks are machines. The problem is then to ¯nd

the best assignment of the trains to the tracks so that the overall delay (or some other

optimization function) is minimized. Mascis and Pacciarelli [78] introduce blocking and

no-wait constraints to the Job-Shop scheduling problem and use an `Alternative graph' to

solve it. Within the Alternative graph the nodes represent operations (the occupation of a

certain train on a certain block section) and the arcs represent relations between the nodes.

A relation can be either of typeprecedence relationindicating that an operation can not

start before the other or of typealternative relation. The latter consists of two con°icting

arcs. A solution is then feasible when only one arc is chosen from each alternative relation.

Blocking and no-wait constraints ¯t perfectly in the railway scheduling. With a blocking

constraint a job, that has completed its processing time on a machine, remains on it until

the next machine becomes available for processing. Thus the train is blocked when the

next track is occupied. Moreover, by introducing the no-wait constraint, no time is lost

between two subsequent operations, thus, when a train leaves one track, it simultaneously

enters the next one. Introducing these two constraints makes the problem computationally

more di±cult than the case with unlimited bu®ers. The authors show that the existing

solution procedures are unlikely to produce feasible and qualitatively good solutions for

the blocking and no-wait job-shop problem. D'Ariano et al. [30] use this idea to solve train

con°icts within the perturbed timetable by minimizing the deviation from the original

timetable. The authors develop a truncated version of the branch and bound algorithm

to ¯nd near optimal solutions within short time limits. The approach has been tested

on a heavily congested area of the Dutch railway network and showed promising results.

The approach has been implemented in the decision support system ROMA [29].

Alternatively, the ideas of Mascis and Pacciarelli are adapted within the COMBINE

project ([98], [38]) and COMBINE 2 project [37]. The two projects aim at automation of

tra±c management and have lead to the development of the tra±c management system

(TMS) that resolves train con°icts in real-time. This system [80] consists of two modules.

The ¯rst is called the Con°ict Detection and Resolution module where the con°icts are

solved by means of the alternative graph. The second module (Speed Pro¯le Generator)

takes the order of trains that are the result of the ¯rst module and generates feasible
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speed pro¯les which are optimized with respect to energy consumption.

Yet another approach has been given by Ho et al. [49]. By means of dynamic program-

ming a complex problem of ¯nding the best order of trains to move through the junction

is decomposed into smaller sub-problems. When a con°ict occurs, the algorithm is called

and the trains in the con°ict area are taken into account. Onlyi trains from the n trains

that are found within the area are being considered. The idea behind this, is that con-

sidering all n trains is regarded to be redundant. Given the arrival distribution function,

a new arrival is expected to take place afteri trains have managed to cross the junction.

New arrivals change the situation and make previous con°ict resolution sub-optimal.

Vernazza and Zunino [125] propose a decentralized approach to resolve train con°icts

within a network. This way, the approach overcomes the di±culties found in the central-

ized approaches with respect to limited computational times. The approach is based on

a resource allocation technique where priority rules are applied to local control decisions.

The idea of distributed decision making has also been analysed by Lee and Gosh [72].

The authors describe a decentralized algorithm called RYNSORD and test its stability

through di®erent perturbation scenarios. The algorithm appears to be strongly stable

with respect to perturbations on input tra±c rate but unstable when permanent failures

occur on track segment and communication links.

Lamma et al. [68] propose a decentralized approach where local modules produce

dispatcher rules that obey a set of constraints. Some techniques are used to reduce the

search space of the sub-problems. The prototype model is tested on small and average-

sized stations and show a potential of the approach. The subsequent paper [69] enhances

the model by removing some limitations.

Chiu et al. ([26], [25]) formulate the train rescheduling problem as a constraint satis-

faction problem. The train rescheduling algorithm is based on a constraint propagation

approach which minimizes both the passenger delay and the number station visit modi-

¯cations. In order to make the approach applicable for real-time purposes two heuristics

are presented to speed up the solution procedure. The authors verify the feasibility of the

approach by testing it on a real-life data.

Above a literature overview of the deterministic rescheduling models is presented.

The presented models formulate the problem as Mixed integer programming models, Job-

Shop problems, a Dynamic programming formulation, some decentralized approaches and

constraint satisfaction problems. The models require large computational times so that

heuristic methods are used to obtain solutions within reasonable time frames. These

heuristics however do not guarantee the optimality of the solution. Moreover the solution

is only feasible within the current context. If the situation changes or the proposed sched-



1.7. LITERATURE OVERVIEW 19

ule is not met the whole model needs to be recalculated. In the next section stochastic

approaches are discussed. These approaches attempt to model uncertainties which are

found in the real world (think of the running times, dwell times and other operations

which are often stochastic).

1.7.4 Stochastic approaches

Little literature describes stochastic approaches for railway scheduling even though the

incorporation of stochastic elements can lead to more robust schedules. In the real life, the

running times and dwell times are often subject to perturbations. Moreover, a temporary

unavailability of some resource due to maintenance or failure often leads to additional

delays.

The very few stochastic models that can be found in the literature are designed to

enhance the quality of the timetable while virtually no stochastic models can be found that

aim to solve train con°icts in real time. A good overview of the ¯rst type of stochastic

models is done by Hansen [43]. The author states that the timetables are based on

deterministic running, dwell and headway times and that the amount of time supplements

and margins found in the timetable is mainly based on rules of thumb and only seldomly

derived from statistical analysis. On the other hand, from an empirical analysis conducted

on train detection data at di®erent Dutch railway stations it follows that the mean speed

of trains approaching a station is 10 to 20 % lower than the designed speed. Moreover,

the scheduled dwell times are also often exceeded. Absence of these stochastic elements

undermines the quality of the timetable. Two types of delays can be identi¯ed: the

scheduled waiting times and the non-scheduled waiting times. The ¯rst results from the

di®erence between the assumptions made during the planning and the actual conditions

during operation (e.g. overestimation of the possibilities of train characteristics or are the

result of rounding the arrival and departure times to meet the timetable). On the other

hand, the non-scheduled waiting times emerge from unforeseen events during operation.

The scheduled waiting times can be used as an indicator for the quality of the timetable.

In 1974, SchwanhÄausser [109] uses the mean queue length as an estimation of the quality

of a timetable and develops a stochastic approach based on a M/D/1 model to estimate

the mean length of the queue. Later, Wakob [129] and Hertel [47] enhanced this model

by relaxing the assumption that the arrivals follow a Poisson process.

Wendler [130] extends the model to a three-train model of type G/G/1 and uses this

model to estimate the available time lags between the headway times. The obtained

model is used to model independent random requests for infrastructure capacity that
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are placed by di®erent train operators and measure the scheduled waiting time that is

the result of the di®erent train assignments. In another paper [131], Wendler presents an

approach predicting the scheduled waiting time by means of a M/SM/1/1 queuing model

and uses this model to predict the quality measure for di®erent bottlenecks. The Semi-

Markovian service times arise from the fact that di®erent train types require di®erent

headway times (the minimal safety time required between two subsequent trains) while

the in¯nite waiting area implies that trains cannot be lost and will be served even when

heavily delayed.

Analysis of the total waiting times is also done by means of simulation tools. Among

these tools are RailSys [10], OpenTrack [10], SIMONE [85], STRESI and FRISO [86]

where the e®ect of primary delays can be studied within a detailed railway environment.

The ¯rst three tools are macro simulation tools which model huge networks. Di®erent type

of delays are introduced by means of dwell time, arrival and departure time disturbances.

The con°icts are solved either by FCFS principle or by means of deterministic rules.

FRISO is a micro-simulation tool which has a very high detail of railway infrastructure,

signalling system and train dynamics. As a con°ict resolution mechanism, FRISO uses

FCFS, deterministic rules or can be connected to some external con°ict resolution system.

Another tool called ANKE is developed at RWTH Aachen [121] which makes estimations

for the scheduled and unscheduled waiting times.

A probabilistic model is given by Yuan and Hansen [135] which models running times,

arrival and departure times as well as dwell times as stochastic variables. The Stieltjes

convolution of individual independent distributions is then used to solve the model. The

model has been validated by comparing the di®erent values to the track occupation and

release data recorded at The Hague HS station.

Another approach is based on a Periodic Event Scheduling Problem which has been

developed by Vromans [128]. The author introduces exogenous disturbances and monitors

the propagation of the resulting delay. The linear programming model then minimises the

mean arrival delay over all runs by optimally allocating time supplements along the line.

The approach is applied to the line section Haarlem-Maastricht where the author states

that the punctuality can be risen signi¯cantly by allocating time supplements di®erently.

Huisman and Boucherie [53] present a queueing model that captures both scheduled

and unscheduled train movements and investigates the delays that emerge from the fast

trains catching up with the slow ones on a single track line. A system of linear di®erential

equations is used to obtain running time distributions for each train service. In another

paper, Huisman et al. [54] look at the situation where the timetables are not yet known

and propose a solvable queueing network model to obtain closed form expressions for
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mean delays. This way, new network designs and capacity expansions can be evaluated

for which no timetables exist yet.

Carey and Kwiecinski [21] develop a simple stochastic model to approximate the knock-

on delays that arise on n-track lines as a result of fast trains catching up with the slower

ones. The model is tested by a stochastic simulation where interactions between trains

are modelled. The authors state that the found relation can be used to enhance train

planning models and increase the quality of the timetables that often ignore knock-on

delays.

Another model estimating the knock-on delays is proposed by Yuan [133]. The ana-

lytical probability model predicts the train punctuality at stations by taking into account

dwell times, stochastic interdependencies between train movements, speed °uctuations

and the dynamic delay propagation.

Stochastic approaches for the purposes of the real-time Rescheduling are rare. Among

these, is the approach proposed by Sahin [105]. Sahin has analysed dispatchers' decision

processes while resolving a train con°ict and has identi¯ed four factors that the dispatch-

ers consider prior to deciding which con°icting train to stop. He then constructed a

heuristic algorithm for a single-track line that detects the trains involved in the con°ict

and applies a look-ahead method to ¯nd out the best resolution. The method stops each

train sequentially and calculates the consequences. At scheduled points, the expected

arrival time of every train is calculated by considering their potential con°icts and asso-

ciated average delays. The algorithm then selects the train order which minimizes the

sum of the deviation from the expected arrival times. Furthermore, the author presents

a multi-attribute choice algorithm that should help dispatchers determine the dynamic

priorities.

Cheng [23] models the train tra±c rescheduling problem as a resource-constrained

problem. The focus of the paper is solely the crossover con°ict situations where trains

cross each others paths only for a short amount of time and continue their movement in

di®erent directions. The paper discusses an innovative simulation approach which is faster

in detecting con°ict situations than is the case with plain event-driven simulation. The

approach, which the author refers to as a Hybrid simulation approach is a combination

of the network-based simulation and the event-driven simulation. Train tra±c behaviour

is expressed by the weighted directed network where arrival and departure events are

represented as nodes and di®erent constraints as arcs. Resource con°icts are represented

by disjunctive arcs, i.e. two nodes connected with two arcs pointing in di®erent direction.

The presented algorithm solves the con°icts by selecting one of these arcs so that the

total train delay is minimized.
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A di®erent approach is proposed by Medanic and Dorfman ([81],[82],[83]). The authors

use dynamic systems to dynamically reschedule trains. The problem is formulated as a

discrete-event dynamic system where the events are the arrival times of trains at the

so-called meet and pass nodes where trains can overtake each other. The con°icts are

solved in two stages: First in train optimization stage, one determines optimal pacing

velocities for each train in each section with respect to energy consumption. Then in the

scheduling stage, the average pacing velocities computed in the ¯rst stage are used to ¯nd

the best train order. This decomposition method preserves the minimal energy costs while

determining a feasible time-e±cient schedule. The train order is determined by a set of

rules which give the train the right of way if it is the ¯rst one to reach the next meet and

pass node. The same holds for the bi-directional situations where the con°icting trains

are located at two di®erent nodes and want to run towards each other. In this case, the

fastest train will get the right of way. In their subsequent paper [84], the authors extend

the model by introducing double tracks to the network and allowing for train priorities.

A con°ict involving a priority train will be solved by giving this train the right of way.

The authors state that the presented approach is less sensible to perturbations than the

approaches based on mixed integer programming where the whole solution needs to be

recalculated when the trains do not keep up with the previously recalculated schedule. Li

et al. [74] have improved the model of Medanic and Dofrman by introducing an improved

simulation method and making use of more global information. This global information

should lead to less con°icts later on. The idea is that given the current position of all

the trains moving on the route of the train, the current con°ict should be resolved as to

minimize the possibility of future con°icts.

1.7.5 Other related models

Railway scheduling problems have many similarities to problems encountered in airline

scheduling (Wendler [131]). Wendler observes that the time needed for trains to cross a

junction can be modelled as semi-Markovian service times. The term `semi' refers here

to the fact that slow trains need more time to cross the junction than fast trains. The

same principle can be found in airlines when modelling the landing of an aircraft. Due

to turbulence, the landing aircrafts must be separated in time. The size of the aircraft

in°uences the magnitude of the turbulence and thus the minimum separation times.

Excelent overviews of approaches addressing airline scheduling problems can be found

in papers of Odoni [96] and Beasley et al. [11]. Other interesting contributions are made

by [113],[70],[12],[79],[115],[3] and [60].
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1.7.6 Final remarks

Above an extensive literature study has been given. Both o®-line scheduling (Tactical

and Operational scheduling) and on-line scheduling (i.e. Rescheduling) models have been

discussed. Most of the models are deterministic and only a few are stochastic in nature.

The deterministic models do not account for the uncertainties that are present in reality

and treat various operations (e.g. running times, dwell times etc.) as being deterministic.

Goverde et al. [41] has analysed the realization data at the Eindhoven station in The

Netherlands and concluded that the time prolongations of di®erent railway processes

¯t well to exponential distributions. The same conclusion is drawn by Yuan [134] who

analysed another Dutch station: The Hague HS. Moreover, the deterministic models make

use of the rolling horizon and do not take into account the trains that fall outside the

scope even though current decisions may have direct impact on these trains (e.g. stopping

a train in favour of tra±c from another direction has consequences to trains behind it).

Another drawback of deterministic models is that the con°ict is resolved by generating a

feasible schedule. When however due to some perturbation or other unforeseen event the

schedule can not be met, the whole schedule should be recalculated.

On the other hand, stochastic models that are found in the literature are mostly meant

for improvement of timetable quality and not for dynamic Rescheduling. The very few

stochastic Rescheduling models have only limited optimization capacities. The resolution

methods are often a set of basic rules which consider only a few factors that in°uence the

optimal strategy. One of the factors that we miss in all of the approaches is the fact that

the con°ict resolution has a direct consequence to the trains that are running behind the

con°icting trains and will be a®ected indirectly by the decisions taken. In dense networks

as the network of The Netherlands, stopping a train on a heavily used track will have a

huge impact on the situation later on. In our view, the usage intensity of the tracks is

an underestimated factor and we therefore want to look into new techniques where such

a factor is an integrated and implicit part of the model.

In this thesis we examine the possibility of using the technique of semi-Markovian

decision processes for dynamic con°ict resolution. In this approach the stochastic elements

are combined with the dynamic programming idea of solving a complex problem in stages.

The SMD-algorithm takes future arrivals into account by means of stochastic arrival

information. Moreover, the trains that have already passed the con°ict site are included

in the state space. These trains in°uence the future decisions in the sense that when a

slow train is directly behind the con°ict site, sending a fast train ¯rst has only a limited

advantage. To our knowledge, this approach has never been used for railway con°icts

before.
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We will show that this approach is powerful enough to incorporate important elements

that shape up the optimal decision strategy while keeping the model small enough for

practical applications.

1.8 The Semi-Markovian Decision technique

As stated, the purpose of this thesis is to examine the possibility of using the so-called

Semi-Markovian Decision-technique (in short SMD) to tackle train con°ict problems.

In this section we will explain the SMD-technique, outline its basics and present some

terminology that will be used in later chapters. For a more extensive discussion of this

theory we refer to text books such as Puterman [102] and Tijms [117].

Semi-Markovian Decision processes are used to analyse dynamic systems, where present

decisions can a®ect future situations and future decisions. The situation at railways is

exactly that. The system is constantly in motion and since the trains can overtake each

other at a limited number of places only, the train order, which is the result of the decisions

made at a certain point in time, a®ects the system for a long time.

1.8.1 Introduction to SMD

The Semi-Markovian Decision process is a mathematical technique which is suitable for

situations where decisions need to be taken within a dynamic system. The decision (or

action) to be taken depends on a situation (i.e. state) the system is currently in. When

a decision is taken, the system changes from one state into another. The time needed for

this change is stochastic and depends on the current state and the selected action. During

this time, a number of uncertain events can take place resulting in a range of possible

new states, each occurring with a certain probability. Thus, the system evolves from one

state into another as a result of the selected action and the sequence of stochastic events.

The time between two decisions will be called a slot. Each decision involves (expected)

direct costs which depend on the decision, the state at the start of the slot and on the

length of the slot (sometimes, the models are formulated in terms of rewards instead of

the costs which in essence are negative costs). The objective of the model is to minimize

the costs over a ¯nite horizon or in case of an in¯nite horizon, minimize the average costs

per time unit. An alternative model, not discussed here, is to discount future costs and

to minimize the total expected discounted costs.

The SMD model description requires the speci¯cation of the following components:

States, decisions, transitions and costs. In what follows we will discuss each component
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in more detail.

States Markovian systems are characterized by being memoryless. That is, having

knowledge about previously visited states does not provide additional information and

does not change the way the system evolves from state to state, nor does it in°uence

the process of decision making. Thus, it is enough to describe the state by the current

situation only.

In the problem description that we will be using in this thesis, the natural state

description will be a vector. Let variablesx1, x2 up to xn together de¯ne the current

state then the state of the system is represented by the vectorx = ( x1; ¢ ¢ ¢; xn ) where

eachx i 2 X i .

All states together form thestate spacewhich in this case is de¯ned byX =
Q n

i =1 X i .

It is an in¯nitely countable space which is often truncated to obtain a ¯nite one for

computational purposes.

Decisions Each time slot a decisiona is taken. This decision takes place at the be-

ginning of the slot. An alternative, which will not be discussed here, is to take decisions

at the end of the slot. Let A be the set of possible decisions thena 2 A . States may

have a constrained decision space, leading to a state dependent decision spaceA(x) where

A(x) ½ A. Some model settings allow for multiple decisions to be taken simultaneously.

In such systems, the decisions will be multi-dimensional.

Transitions Each decision takes some time to complete. The transition time depends

on the state at the beginning of the slot and on the selected decision and has a mean

¿(x; a). During this time, one or more (stochastic) events can occur which result in a

number of possible future statesx0, each with probability pa
xx 0.

Direct costs If decision a is taken in state x and results in new statex0, then direct

costsc(x; a;x0) are incurred per time unit. The total costs of such a transition is thus

equal to c(x; a;x0) multiplied by the length of transition time ¿(x; a). As state x can

lead to di®erent statesx0, usually the expected direct costsC(x; a) are computed. These

expected costs depend on the state at the beginning of the slotx, the selected actiona

and on the transition probabilities pa
xx 0:

C(x; a) =
X

x 0

c(x; a;x0) ¢¿(x; a) ¢pa
xx 0
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1.8.2 Solving the SMD model

To solve the Semi-Markovian decision model, one needs to transform it to a standard

Markovian Decision Problem (MDP) for which good numerical solution techniques exist.

The di®erence between the two is that the latter model has ¯xed slot lengths. As a result

both costs and transition probabilities are no longer slot length dependent.

To transform the model, de¯ne the minimal slot length variable¿ to be minx ;a ¿(x; a)

and resize the costs and transition probabilities by multiplying both by the factor ¿
¿(x ;a) .

Since¿ is equal to the minimal value of¿(x; a), many of the original transitions require

more than ¿ time units. For this reason, some arti¯cial transition probability mass is

added for the transition from statex to x equal to pa
xx = 1 ¡ ¿

¿(x ;a) .

Now, the MDP can be solved by one of the three solution techniques: Value iteration

(or Successive approximation), Policy iteration and Linear Programming. In this thesis

we will use the Value iteration technique to solve the models. The choice for this solution

technique has been a®ected by the fact that the computational complexity of the Value

iteration algorithm is O(jAj ¢ jX j 2) while that of the policy iteration is O(jX j 3). In the

models that we will be constructing, thejAj is very limited in comparison to the jX j .

Moreover, the lack of convincing results of the linear programming technique, found in

the literature, has drove our decision towards the Value iteration technique. Thus in

the remainder of this section we will con¯ne ourselves to the discussion about the Value

iteration technique. Moreover, we will discuss here only the aperiodic case with in¯nite

horizon. For the reader interested in periodic solutions, ¯nite horizons, Policy iteration

or Linear Programming solution techniques we refer to Tijms [117] and Puterman [102].

Let Vn (x) be the value function which represents the total expected costs over the n

slots when starting in statex. The Value iteration algorithm runs as follows:
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Value iteration algorithm

Step 1 Set n = 0; V0(x) = 0 8x 2 X and

de¯ne ² to be a very small number compared toC(x; a)

Step 2 n = n + 1; compute for all 8x 2 X :

Vn+1 (x) = min a2A (x )

Ã
¿

¿(x; a)
C(x; a) +

¿
¿(x; a)

X

x 0

p(x; a;x0)Vn (x0) + (1.8.1)

(1 ¡
¿

¿(x; a)
)Vn (x)

!

and store a minimizing actiona where¼(x) = a

Step 3 Compute bounds:

Un+1 = maxx [Vn+1 (x) ¡ Vn (x)] and

Ln+1 = min x [Vn+1 (x) ¡ Vn (x)]

Step 4 stop if span(Vn+1 ¡ Vn ) = Un+1 ¡ Ln+1 < ²

else go back to step 2.

The algorithm starts by setting n = 0 and V0(x) = 0 for all x 2 X . Then by

incrementingn, the recursive function (1.8.2) is computed for eachx 2 X . The minimizing

action a is then stored in vector¼(x) = a for each statex. The algorithm stops if the

span(Vn+1 ¡ Vn ) is smaller than some pre-speci¯ed small number².

When the algorithm stops then¼ is a nearly optimal stationary policy, i.e. the one

that minimizes the long-run average costsg¼ which are approximated by L n +1 + Un +1

2 and

are ² close to the optimal average costsg¤, i.e. g¼ ¡ g¤ < ² .

Each iteration of the value iteration algorithm has a computational complexity of

O(jAj ¢ jX j 2). This is due to the fact that at each stepjX j states are considered where

a maximum of jAj decisions are evaluated. Each state-action pair (x; a) may lead to at

most jX j future states.
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1.8.3 SMD as an application for railways

In our research on dynamic delay management at railways, we translate the railway sit-

uation into the SMD model. The model we use, focuses on dynamic con°ict resolution

and thus will try to resolve the con°icts and optimize the situation with respect to some

kind of objective function.

A typical con°ict situation can be described as a junction consisting of two parts. The

¯rst part is a set of tracks where the trains arrive at. These tracks will be referred to as

arrival tracks. The second part consists of the track that the trains move to after crossing

the junction and will be referred to asdestination track. Throughout the thesis we will

examine the models where the second part consists of exactly one single track. We will

show that this model can already be applied to a variety of cases. In the last chapter we

will discuss how the model can be extended to cases where the second part consists of

more tracks.

Each track of the junction has a certain length and is divided into smaller blocks where

only one train can run at the same time. We will refer to a junction as being a system.

The state of the system will be described by the position of the trains and their types.

Also their speed and direction of movement is part of the description. The decision is

then fairy simple and will give the right of way to a train from one of the arrival tracks.

By far the most challenging part is the modelling of transitions. This part is not

straightforward and various choices need to be made. After the decision has taken place,

a number of changes occur. First of all, if the decision gives some train the right to cross

the junction, then the train will need some time to approach the junction, cross it and

clear it for the following train. In the meantime, the junction is blocked for the rest of

the tra±c. This time period is the slot time, mentioned in the previous section. At the

end of this slot time, the trains on the destination track have changed their position, the

train with permission has crossed the junction, the speeds of the trains on the rest of the

arrival tracks are likely to be a®ected (due to the blocked junction) and new arrivals have

entered the arrival tracks. Trains on the destination track run with di®erent speeds but

can not overtake each other. Therefore their speed depends on the speed of the preceding

trains and the distance towards them. Moreover, there is a minimal safety interval that

the trains should obey. All these factors will lead to a fairly complex transition structure

which depends on the state at the beginning of the slot, the selected decision and on the

length of the slot.

Another modelling aspect concerns the arrival process of trains. The primary goal

of the model is to capture railway systems where no timetables are used. Such systems

are likely to be implemented in the future. The SMD model will thus not hold any



1.9. MAIN GOALS 29

information about timetables and will assume train arrivals to follow a Poisson process.

This assumption is a simpli¯cation of the railway situation but does approximate it to

some extent. Moreover, the approximation tends to ¯t better when the number of trains

increases. Also the model allows for di®erent arrival processes that can be modelled

as a Phase type process which is a less chaotic arrival process and may be a better

approximation than the Poisson process.

While the assumption that the arrivals are chaotic does not hold for the present day

situation where timetables are a common practice, we would still like to test the approach

within such an environment and compare its performance to the TAD rules which are

used by ProRail nowadays. Due to the delays within the railway network, the arrivals are

stochastic to some extent. Moreover, since our model captures a number of important

factors which in°uence a dynamic con°ict resolution strategy we expect the model to

perform quite well in practice.

1.9 Main goals

Throughout the previous sections the goals of the thesis have already been mentioned. In

this section we would like to summarize them. The main goal of the thesis is to examine the

possibility of using the Semi-Markovian decision technique for dynamic con°ict resolutions

at railways. As pointed out by Vromans [128], due to interdependencies at the railway

network the large part of delays are knock-on delays which are transmitted from one train

onto other. This occurs primarily at the junctions and at the track sections behind these

junctions when a fast train catches up with a slower one. The goal of our research is to

optimize the situation at junctions and taking into consideration the tracks behind them.

Currently the timetables are widely used in the railway world. Unfortunately these

timetables are not always met which sometimes leads to perturbed timetables. In addi-

tion, there is a tendency, at least in The Netherlands, to increase the number of trains

substantially and move towards a timetable free environment. The idea of our research

is to construct a model that is applicable for both timetable and timetable-free environ-

ments.

The second goal is to examine whether the technique is promising when compared to

the so-called TAD rules, the con°ict resolution method used by ProRail nowadays. For

this, we will look whether the SMD rules yield better results in terms of train punctuality

than the TAD rules and whether the rules themselves are as clear and easy to comprehend

as the TAD rules. The latter is important as the rules are applied by train dispatchers

that need to understand the rules they use.
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1.10 Thesis outline

In this chapter we have introduced the main goals of the thesis and have placed the

research in a broader context. We gave the practical motivation and brie°y explained the

current way of working at Dutch railways. A literature study has been conducted and the

standard Semi-Markovian Decision (SMD) theory explained.

The purpose of the next chapter (Chapter 2) will be to address a number of model

preliminaries. The goal of the thesis is to optimize the situation around junctions. Thus

in Chapter 2 we will be talking about the elements which are common to di®erent type of

junctions and will discuss the ways in which these elements can be modelled. A number

of modelling choices will be explained and some concepts, which are used throughout the

thesis, will be outlined.

In Chapter 3 we will show in detail how a simple junction can be modelled with

the SMD technique. At this type of junction, trains from di®erent directions meet and

share the same infrastructure from that point onwards for some time. It then needs to be

decided which train to give the right of way. This type of junctions is the most common at

the railways. Each element of the model (states, decisions, costs etc.) will be thoroughly

explained. Special attention will be given to the element Transitions, which is by far the

most challenging part to model. Also the state space reduction technique and the model

complexity will be reviewed.

In Chapter 4 the model of the previous chapter will be solved for di®erent scenarios

in order to study the structure of the solution and examine its performance. The solution

of the model is a con°ict resolution strategy, which we will call the SMD strategy. By

means of the simulation technique the performance of the SMD strategy is compared to

that of a number of other strategies. We will examine the di®erences and explain why

the SMD strategy performs well.

Then in Chapter 5 we will show how the model can be extended by introducing

bidirectional tra±c. The major di®erence arises from the fact that some track segments,

when occupied, are blocked for the tra±c coming from the opposite direction. We will

show that this requires only slight changes to the existing model and will then compare

the performance of the bidirectional model to that of other strategies.

The models addressed earlier are intuitive but have a drawback of having a large state

space. A smaller state space leads to compact models which are easier to compute. As

a result, more complex situations can be analysed. Another reason for looking for model

enhancements is that the model of the previous chapters does not fully support the so-

called Headway concept which states that the trains need to be separated in time by a
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certain interval. The model of Chapters 3 - 5 respects this concept at the beginning and

the end of each track but can violate it halfway through the tracks. In Chapter 6 we will

therefore introduce a more compact way of modelling to correct the ine±ciency of the

earlier model. Furthermore, the new model will always be consistent with the Headway

concept.

In the previous chapters only isolated junctions were examined. As the railway network

is a collection of junctions where interdependencies arise, we will examine in Chapter 7

di®erent network settings and we will show how the network can be divided into a number

of sub-areas. For this, the concept of the junction scope will be introduced and we will

show how the SMD model can be constructed for each of the sub-areas. By means of

simulation, the performance of the local SMD strategies is studied and the results viewed

at the level of the network. The performance of the strategy is compared to that of other

strategies.

Up to this point, only theoretical junctions have been considered. In Chapter 8,

we shift our attention to a real-life situation. The ¯rst aim of the chapter is to examine

whether the complexity of the real-life situation can be modelled with the SMD approach.

The second purpose is to examine whether the SMD approach, which has been primarily

designed for a timetable-free situation, performs well within the timetable environment.

In cooperation with ProRail a test case has been selected which involves a complex line

segment where delays frequently arise and innovative techniques are needed to handle train

con°icts. In this chapter we will show how to tailor the SMD-approach to model these

complex railway hubs and we will compare the results of the decisions of our approach to

those of other strategies. A strategy of a particular interest is the so-called TAD-strategy.

This is the con°ict resolution strategy which is currently being used by ProRail. Thus the

questions to be answered are whether the SMD strategy can be used within a situation

where timetables are used and whether the model can be used as an e®ective substitute

of the TAD strategy.

The dissertation will be concluded with an epilogue, highlighting the possibilities and

the limitations of our approach and addressing some possible future research areas.





Chapter 2

Model preliminaries

In this chapter we will introduce some model preliminaries that will be useful for the

remainder of the thesis. Also, some important modelling choices that are of in°uence on

the remainder of the thesis are the subject of this chapter. As we have pointed out in

the previous chapter, the goal of the research is optimizing the situation at junctions. In

order to model railway junctions correctly we ¯rst need to understand what the typical

junction looks like. This will be done in Section 2.1. Afterwards we will introduce the

SMD-railway framework which will form the basis for the models of subsequent chapters.

Here, some important ideas are presented and some concepts are outlined.

2.1 A typical junction

At a typical junction several railway routes converge. This implies a physical connection

between the tracks of these routes. Trains that run on these converging routes share at

least a small portion of the track with trains from other routes. We will call the tracks,

from which the trains arrive at the junction, arrival tracks and the track which is shared

with trains from other routes the destination track. Sometimes the destination track is

used in both directions. In that case the track is called abi-directional destination track.

In the real world signals are found towards the end of every arrival track. These signals

regulate the train tra±c through the junction and ensure that only one train can cross

the junction at a time. This way collisions are prevented. Thus, at most one signal at

a time can show green, the rest of the signals at the same junction will show red. The

notion of signals is part of the safety system currently being used. It is possible that in

the future these signals will be replaced by other safety measures. In our model we will

use a so-calledspeed indicatorthat can be regarded as the signal color but in our model

provides us with more detailed information: the train speed on a track. More on this will
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be presented in Section 2.2.

In reality, the railway tracks are divided into smaller pieces, which are calledblocks.

Within each block only one train is allowed to be at the same time. The length, the

position and the number of the blocks are de¯ned by the safety system being used. Current

safety systems use so-called¯xed blockswhich are physically separated by signals or other

hardware units. The block length is set in such a manner as to be sure that all trains

have enough time to come to a stand still at the end of the block if this is necessary.

In the future, new safety systems are likely to be implemented. These systems allow for

a better usage of the available capacity. One such system is the so-calledMoving block

safety system(e.g. [98], [38]). This system does not make use of signals, which are actually

inherent to the current safety system, but instead keeps track of the position of every train

on the railways. Each train reserves some space in front of itself. This reserved space

moves along with the train. Hence the name: Moving block safety system.

When a train crosses the junction, the signal changes to red for all other arrival tracks.

The trains on these tracks will need to adjust their speeds or even come to a stand still

while waiting for the junction to be cleared. When a train gets the green signal, the train

has to accelerate to its desired speed again. Thus trains get delayed by the amount of

time they wait for the signal to turn green and by the amount of time they lose when

accelerating to their desired speeds again. This acceleration time depends on the speed

the train decelerated to, the type of the train, the number of carriages and, particularly

in case of freight trains, the type of the locomotive and the mass of the train.

As trains can not stop immediately, the trains should claim the junction beforehand.

Thus the junction is blocked for other trains for the time the claiming train needs to get

to the junction, cross it and clear the junction.

Trains can overtake each other only at a limited number of locations. So when a

train order is set at the junction and the trains run behind each other, the trains will

move in that order for quite some time. If a train catches up with its predecessor on

the destination track, the train has to adjust its speed to that of the predecessor and to

respect the minimal distance of one block. This continues until a double track is reached

where trains may overtake each other, or until the predecessor train branches o® into

another direction.

2.2 The SMD railway framework

To facilitate our research on dynamic delay management at railways, a framework will

be built which is based on the Semi-Markovian decision technique. This framework will
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be used in later chapters to construct SMD models which meet characteristics of speci¯c

railway junctions. In this section we will introduce this framework and will describe the

di®erent aspects of it.

As stated, a junction will be divided into two parts, the arrival tracks and the des-

tination track. We will begin by addressing the arrival tracks in Section 2.2.1. We will

explain how these tracks are modelled. Then, in Section 2.2.2 we will explain the arrival

process which is used to model train arrivals to the arrival tracks. Next in Section 2.2.3

we will explain how the trains cross the arrival track to enter the destination track and

why we can jump in time to the next decision moment. During this time jump the state

on the destination track changes. To re°ect this change we will ¯rst explain the di®erent

alternatives to model the destination track (Section 2.2.4) and will explain their advan-

tages and disadvantages. Then we will explain how the destination track is discretized

and divided into a number of blocks. In Section 2.2.5 we will sum up the di®erent func-

tions of these blocks and will explain in Section 2.2.7 how the movement of trains on the

destination track is modelled. In Section 2.2.6 we will discuss how the headway, which

is the minimal safety time between trains, is incorporated into the model. Finally the

concept of Externality costs is explained in Section 2.2.8.

2.2.1 Arrival track

The arrival tracks are the tracks where the trains enter the junction. The trains enter the

arrival track and thus enter the scope of the model whenever they approach the junction

and the request is sent to the train dispatcher to claim the junction. In practice, this

request can be granted or dismissed by a train dispatcher depending on the speci¯ed rules

being used.

The arrival tracks will be modelled as queues, i.e. the positions of the trains on the

track will not be part of the state description. Only the number of trains in front of the

junction, their order in the queue and their type are registered. This way the state space

(the size of the problem) remains manageable while the most relevant information about

the trains is still available.

The signals, that in real life are found at the end of the arrival tracks, are not part of

the model. Instead, the speed indicators are used. The speed indicator is a code which

provides us with the information about the speeds of the trains on that track. In the

most basic case the code has only two values, 0 and 1 with:

² 1 meaning that the trains on that track are running according to their speed pro¯le

and do not experience any hindrance from trains of other directions.
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² 0 meaning that the trains on that track are standing still in order to let one or more

trains from other directions cross the junction ¯rst.

The speed indicator can be extended by other values indicating that the trains on that

track are experiencing some hindrance and thus are running slowly. In fact, the number

of speed indicator values is free to specify, but of course, this number does in°uence the

size of the state space and by this the complexity of the problem to be solved. In real life

the speed indicator values can be related to the color of the signal being it green, yellow,

red or some blinking variations that indicate that the train may proceed but with some

limited speed.

2.2.2 The arrival process of trains

Nowadays, using timetables is the common practice at railways. Trains are scheduled

very accurately so that if there would be no disturbances at all, there would be no delays

and no con°icts. However, most trains are not exactly on schedule and this results in

fairly frequent con°icts. It is expected that the tra±c intensity will be increased in the

future. In an already dense network as that of The Netherlands, preserving the timetables

may become unsustainable. In Section 1.2 we have discussed the ambitions of the Dutch

government to head in the direction of the timetable-free operation and mentioned the

pilot study which has already been conducted where on a busy corridor the number of

trains has been raised to study the feasibility of such a concept.

As has been stated in Section 1.2, the operation will not entirely be timetable-free since

the trains will likely be scheduled to be separated in time with more or less equal intervals

in-between. But due to the high frequency and delays one may speak of a timetable-free

operation. As a direct consequence of the new situation, the train arrival times will be

more random than is the case nowadays.

In our approach we will assume train arrivals to follow a Poisson process, however

the actual process will be slightly less random due to the incorporation of the minimal

allowable time between two subsequent trains. The assumption of Poisson arrivals is an

approximation for the timetable-free case sketched above but due to the high frequency

of operation and the delays, we believe that this approximation will be quite well. Nev-

ertheless, it is possible to incorporate a less chaotic random process into the model by

using the phase type arrival process. We will discuss the required changes to the model

in Chapter 9 but for now we will stick to the Poisson process.

The arrival process, that we use in our research, is the one that we call theHP -process.

This process combines the idea that, by regulation, the trains are separated in time from
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each other with the idea of Poisson arrivals. This way, theHP -process will be a better

model for the actual arrival process than the standard Poisson process. The process is

constructed in the following way.

Let random variable I be Poisson distributed with meaņ , and let it represent the

number of train arrivals within a given time interval ¿. Then, the probability of exactly

i arrivals within time interval ¿ is denoted by

P¿[I = i ] = P¸ (i ) =
¸ i

i !
e¡ ¸ (2.2.1)

Let N represent the maximum number of arrivals that can occur within the time in-

terval ¿) when the minimal headway between trains is considered. Then we can construct

the truncated Poisson distribution as being

PN
¸ (i ) =

¸ i

i !
e¡ ¸ 8i < N (2.2.2)

and for i = N we have

PN
¸ (i ) = 1 ¡

N ¡ 1X

j =0

P¸ (j ) (2.2.3)

The mean of the truncated Poisson process is di®erent from that of the original Poisson

process. Nevertheless, we wish our arrivalHP process to match the original Poisson arrival

rate ¸ . Therefore a correction is required. Let¹ represent the mean of the truncated

Poisson process, that is

¹ =
NX

j =0

jP N
¸ (j ) (2.2.4)

then we can de¯ne theHP -process as:

¹P¸ (i ) =
¸
¹

PN
¸ (i ) 80 < i · N (2.2.5)

and

¹P¸ (0) = 1 ¡
NX

i =1

¹P¸ (i ) (2.2.6)
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Note that theoretically Equation (2.2.6) could result in a negative¹P¸ (0). The reason

for this is the value of¹ being too low when compared to the value of¸ . The latter is the

case whenN is chosen too low. For practical instances this is however not the case; In

the model, ¸ depends on the time interval¿(x; a) (see next Section) and given this time

interval the maximum number of arrivalsN is de¯ned asd¿(x ;a)
h e1 whereh is the minimal

headway due to regulation. This de¯nition ofN not only makes sense but turns out to

result in a legitimate HP -process (the one where all probabilities are between 0 and 1). If

for any reason, for some speci¯c problem instance, the above de¯nition ofN does violate

the legitimacy of the HP -process, then the value ofN should be increased.

In practice h can be dependent on the pair of trains, e.g. two passenger trains may

have a di®erent safety gap than two freight trains. In this case we seth to be the smallest

headway.

2.2.3 Time jumps and train movement on arrival tracks

There are di®erent train types that arrive at the arrival tracks. Every train type has its

own characteristics. Some are fast, some are slow, some have large masses making the

train a slow accelerator. These train types approach and cross the junction with di®erent

speeds. When a certain train approaches the junction and receives permission to cross

it (i.e. the decision is taken to let this train cross the junction),the train will need some

time to cross the junction and clear it for other trains. During this time, the junction is

blocked for other trains. In the mean time, no decision can take place, the time can then

be advanced to the next decision moment. We will call this advance in time thetime

jump, and will denote it by ¿(x; a). This time depends on statex and on decisiona. The

time jump re°ects the following events:

² The approach time of the train: The stretch of time between the moment the train

arrives at the arrival track and the time it reaches the crossing. This time interval

depends on the speed of the train and, in case of accelerating, on its acceleration

rate.

² The junction clearance time: the time the train needs to clear the junction and

make it available for other trains. This is typically the time needed for the rear

of the train to clear the junction which again depends on the train speed and its

acceleration.

1The notation d¿(x ;a )
h e indicates that ¿(x ;a )

h is rounded up to the ¯rst integer value.
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² Headway time: The safety margin between two subsequent trains, which may de-

pend on their train type.

² Time that is needed for the ¯rst block on the destination track to be cleared by the

predecessor train. Since only one train can occupy a block simultaneously, the ¯rst

block of the destination track needs to be made available.

Note, that the immediate consequence of these events is that the time jump is at least

equal to the value of the headway and there is also some relation between the minimum

value of the time jump and the time the last train on the destination track needs to make

some space for the next train.

If there are no trains to cross the junction, then the time jump in the model is taken

to be the headway time. Alternatively, the time can be advanced up to the moment of

the next arrival. The latter is however not suitable for practical reasons. The former

modelling choice limits the number of possible di®erent values of time jumps which in its

turn limits the number of states signi¯cantly.

2.2.4 Destination track

A con°ict occurs whenever two or more trains want to claim the same infrastructure at

more or less the same time. Thus, there is a certain track that these trains share. We call

this track the destination track.

There are some choices to be made when considering the modelling of this track, but

let us ¯rst recall why it is so important to take this track into consideration in the ¯rst

place. The reason for this, is the fact that trains a®ect each other not only while crossing

the junction but also after that, on the track these trains share together. Thus, the length

of the track should represent the length of the railway segment where the trains can hinder

each other. Note, that when the trains only cross each others' path at the junction and

do not share any infrastructure after that, this can be modelled as a destination track of

length zero. Moreover, the trains on the track can also a®ect the trains that are yet to

enter the track and thus may in°uence the con°ict resolution strategy.

Thus, somehow, we need to keep track of the trains that have entered the destination

track and memorize their location and speed. From this data, the amount of hindrance

can be computed whenever needed. However, both speed and location of the trains are

continuous in nature and can not be modelled directly. Instead, some other approaches

need to be searched for. In reality, the speed of the trains depends for the largest part on

the train type and the amount of delay the train experiences. Long distance trains run

faster than local trains and delayed trains usually run faster (or at least are prepared to
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run faster) than trains that are on time. If we would construct a number of train categories

(e.g. Intercity train being on time, Intercity train being slightly delayed, Intercity train

being heavily delayed, Freight train being on time etc.) then it will be enough to keep

track of the location of such train category in order to have all the needed information to

be able to compute the hindrance at any given time. Alternatively, we can state within

our model that all trains always run with maximum allowable speed eliminating the need

of incorporation of the level of delay the trains experience. Then the speed that the trains

run with on the destination track depends solely on the type of the train. The advantage

of this approach is that it requires less variables and thus will lead to a more compact

state space. A disadvantage of course is that the resulting model will be less accurate

when comparing it to the real world. Either way, this choice does not a®ect the model

since in both cases, the continuous speed that a train runs with, is substituted by the

type (or the category) of that train which will be an integer variable that can easily be

incorporated within the model.

Modelling the location of the trains on the destination track is a much more challenging

issue. When thinking of the way to model this, two approaches come to mind:

One might choose to keep track of the time the trains enter the destination track.

This, together with the type of these trains should give enough information to be able to

calculate at any given time instance the amount of hindrance these trains may cause to

other trains. To model this, one might think of using relative times where the `entrance

time' of the trains to the track are relative to the time when the decision must be made

about the next train that may enter the track. Although, at the ¯rst glance, these relative

times seem to be continuous in nature and thus unsuitable to model, this approach is still

feasible. The reason for this, is the fact that the trains may enter the destination track

only if this does not violate the headway (the minimal time between trains) and thus

only at a number of prescribed decision moments. This limits the number of possible

relative entrance times making it a ¯nite set. So with some skilful modelling choices

this approach can be used, however, this leads to a large state space since per train on

the arrival track one needs to keep track of its type, the rank (order number on the

track) and the time it entered the track. So the state will be characterized by the vector

x = ( x(tmin ; 1); x(tmin +1 ; 2); ¢ ¢ ¢; x(tmax ; r )) where t stands for entrance time,r for the

rank and where thex(t; r ) gives the train type.

A di®erent approach is to divide the destination track into a number of blocks of equal

length. Then the block number where the train is located is directly correlated with the

distance, the train has travelled on the track. This results in a much more compact state

space where the state is characterized by vectorx = ( x(1); ¢ ¢ ¢; x(K )) where K is the
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number of blocks at the destination track andx(i ) the type of train that occupies blocki .

If block i is empty then x(i ) is zero. A drawback of this modelling choice is however that

the transitions become more complicated. Particularly when the length of the block does

not correspond to the distance the train crosses given its speed and the time jump. An

even bigger challenge is to incorporate the headway in such a description. The headway

is the minimal time that the trains should keep between each other while the destination

track is characterized by blocks of a certain length which do not relate to the headway.

In this thesis we will use the latter approach to model the destination track. We will

demonstrate the resulting model in Chapters 3, 4 and 5. Then in Chapter 6 we will show

how the modelling of the destination track can be improved. In the improved model the

headway will be incorporated into the destination track in a very natural way resolving

the con°ict between the headway and the block length of the original model.

2.2.5 Function of blocks in discretized destination track

As stated above, the destination track has a certain length and is divided into a number

of blocks. On each block only one train can be found simultaneously. In our model, the

blocks have the following functions:

² The blocks provide us with information about how far the trains have travelled on

the destination track.

² Current decisions are in°uenced by past decisions through the information that

blocks provide: The type of the train, found on a certain block, together with the

position of the block on the destination track in°uence the train that enters the

destination track next.

² The blocks separate trains from each other in space since only one train can be on

a block at the same time.

The length of the destination track can be regarded as the area where the trains can

hinder each other. Past the end of it, the trains either move in separate directions or

enter some railway hub with high capacity. Either way, we regard the railway capacity

behind the destination track to be su±ciently large.

2.2.6 Headway time and block length on the destination track

We have mentioned that the headway (the minimal time between two subsequent trains)

is taken into consideration upon the arrival of trains at the arrival tracks and upon the
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crossing of the junction i.e. departure from the arrival track and arrival at the destination

track. The ¯rst is achieved by incorporating the headway into theHP arrival process while

the fact that the minimal time jump is equal to the headway time, ensures that the trains

can not enter the destination track without respecting the headway time. But what about

the headway at the destination track? We have mentioned that the destination track is

divided into a number of blocks of equal length, but how can we incorporate the concept

of headway into the discretized destination track? On the destination track, the trains

are not allowed to occupy the same block at the same time but two adjacent trains may

violate the headway when the length of the block is shorter than the distance the trains

move within the headway time. Of course we can set the length of the blocks such as to

ensure that for all types the headway is always respected. But such large blocks will lead

to unnecessary large distances between other train types. It is di±cult to combine the

concept of headway and the block length together. Instead we will accept the violation of

the headway rule within the track but will enforce the rule upon the departure from the

track i.e. no train is allowed to depart from the track before the headway rule is respected.

In Chapter 6 we will examine another way to model the destination track where the

con°ict between the headway concept and the blocks on the destination track is resolved

in a natural way. However, the model of Chapter 6 is rather abstract, since the speed

and position of multiple trains on the destination track is modelled by one single variable.

From this perspective, it is wiser to begin by explaining a more intuitive model where the

movement and the speed of the trains are modelled in a more detailed way but where,

as has been said earlier, the headway is respected at the entrance to and departure from

each track and may be violated on the destination track.

So, we have some freedom to choose the length of the blocks on the destination track.

The choice that we will make is the one that will simplify the transition process. The

length of each block will represent the distance the slowest train on the destination track

travels in exactly the headway time. Since the time jump is at least equal to the value of

the headway time, the obtained block length ensures that the trains on the destination

track will move at least one block forward, no matter the value of the time jump.

Note that this choice can lead to the situation that the sum of the block lengths does

not equal the original length of the destination track. We will solve this by extending

the length of the destination track but take the original length into consideration when

computing the amount of hindrance the trains have on each other. This will be explained

later.
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2.2.7 Train movement on the destination track

In this section we will discuss the train movements in this discretized environment. De¯n-

ing these movements (transitions) has to be done very carefully. The following questions

should be kept in mind while modelling these transitions. How can the movement of

trains with di®erent speeds be re°ected within such an environment? How to model the

transitions of trains that run at exactly the same speed? How can we ensure that fast

trains will not be able to overtake the slow ones on the destination track?

On the destination track the trains are constantly in motion. Giving some time interval

¿, the position of the trains on the track changes according to their speed pro¯le. Recall

that the track is divided into blocks. Such a block has a certain length. Given the speed

of a train and the time interval ¿, the train moves a number of blocks forward. If the

train moves a non-integer number of blocksz, then a translation is needed. In the model

the number of blocks the train moves will be eitherbzc or dze, with mean z (bzc is equal

to z rounded down,dze is z rounded up).

Further the movement of the trains will be `coupled'. This means that the movement

probabilities of one train will be coupled to the movement probabilities of other trains.

The function of the coupling is twofold. First of all, it will insure that the trains that move

with the same speed will stay at the same distance from each other. And second, through

the coupling, the slower trains will never catch up with the faster trains. Moreover, if the

fast train catches up with the slower train, its speed will be lowered so that it will stay

directly behind the slower train since overtaking is not possible on the destination track.

Formally, the coupling of the train movements is realized as follows. Let us number

the trains on the destination track from the end of the track down to the beginning of the

track. I.e. the ¯rst train is the train which has travelled the furthest while the last train is

the last train to enter the track. Let further x i be the block number where thei -th train

is currently located andsi to denote the type of that train. Then given the transition

time ¿, and if it is not slowed down, this train will move to the blockskL (¿; i; si ) and

kH (¿; i; si ) = kL (¿; i; si )+1 with probabilities pL (¿; i; si ) and pH (¿; i; si ) respectively (with

L for low and H for high). These blocks and probabilities follow from the train speeds

and the length of the blocks in the way we discussed before.

Let u be a number between 0 and 1; think ofu as being a realization of a uniformly

distributed random variable U on (0; 1]. If the train does not have to slow down, then for

(sample value)u the i -th train will then move to block kdesired
i where

kdesired
i =

(
kL (¿; i; si ) if u · pL (¿; i; si )

kH (¿; i; si ) otherwise
(2.2.7)
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So, as a result of this way of coupling (viau), trains of the same type will (intend to)

move exactly the same number of blocks forward.

Next, given u the actual movement of the trains will be as follows. Letki be the new

block number of train i . Since the ¯rst train can not be hindered by its predecessors, the

following holds:

k1 = kdesired
1 (2.2.8)

The subsequent trains may be hindered by their predecessors. As only one train

is allowed to occupy a block, the trains need to stay at least one block behind their

predecessors and thus the following holds:

ki = min (kdesired
i ; ki ¡ 1 + 1) 8i > 1 (2.2.9)

Note that although the movements are formulated for realizationsu, the movements

are constant on a (very small) number of intervals, which immediately leads to the prob-

abilities for the combined movement of the trains on the destination track. The e®ect of

this is illustrated in Figure 2.1.

Figure 2.1: Coupling: a) + b) illustrates coupling for identical trains, c) + d) shows a fast

passenger train (P) being delayed by a slow freight train (F)

2.2.8 Externality costs

With the description of the model so far, the state space would be countable since there

is no limitation with respect to the number of trains on an arrival track. However, for

computational purposes, one wants this number to be ¯nite. Therefore, the length of the

arrival queue has to be limited. This practice however has one drawback; if the capacity of
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the track is reached, new arrivals are rejected. The question is, how to handle the arriving

trains that can not be `accepted'? Since the objective of our model is to minimize the

stay time of the trains, the stay times of rejected trains should somehow be incorporated.

Otherwise, it could be `pro¯table' to deliberately block trains from some direction to

prevent trains from arriving into the model. To prevent this behaviour from occurring,

we introduce the so-calledexternality coststhat will represent the stay times of the rejected

trains. The concept of the externality costs can not be implemented in an exact way for

the complicated model we are dealing with here. Instead, we will approximate our con°ict

situation with a queueing system. Since the rejected train has the lowest priority, we may

view our problem as an M/G/1 queueing system where the server is the junction and the

jobs in the queue represent the trains of all arrival tracks waiting in front of the server.

For the concept of externality costs see Haviv and Ritov [45]. Externality costs are the

costs that a new arrival in°icts on the system as a whole if he would enter. An exact

analysis in our situation is not possible, therefore we approximate the con°ict junction as

an M jGj1 system. For a rejected arrival the externality costs, or costs the arrival would

have added to the system if he would have been accepted, are approximated as follows.

Let w be an estimate for the total amount of time needed by all trains in the system

upon arrival to pass the junction. Letbbe an estimate for the amount of time the rejected

train would have needed and let½be an estimate for the load of the junction, i.e. the time

needed by all arriving trains to pass relative to the total time. Let furtheru be the time

the rejected train would have needed on the destination track, if it would not be delayed

there. Then the externality costs are taken to be

cext =
w

1 ¡ ½
+

b
1 ¡ ½

+ u : (2.2.10)

Of course, in our case, the service timeb of a train is not unique and does depend on

the speed indicator of the track it arrives at. The evolution of the speed indicators over

time depends however on the optimal strategy which is not known yet. To get around

this, we will solve the SMD model iteratively, improving at each step the value of the

estimates. This is implemented as follows. In a ¯rst step, the estimatesw, b and ½

are computed based on the assumption that on the arrival track trains are never slowed

down thus never incur the acceleration time loss. In a second step the results from the

¯rst optimization are used to add the acceleration time loss. (One could add one more

iteration, but this turned out to be of no use.)





Chapter 3

Detailed modelling of the Fork R

junction

Let us now formulate the SMD model for the most common junction, the so-called ForkR

junction. At this junction, trains arrive from R di®erent directions and come together to

share from that point onwards the same infrastructure.

Figure 3.1: Fork2 junction with a fast Intercity train (P) and a slow freight train (F) approach-

ing

We will begin by describing the state space. Then in Section 3.2 the decisions will

be outlined. In Section 3.3 the decision moments are discussed. Next the transitions,

the most extensive part of the model will be explained. This will be done in Section

3.4. We will continue by de¯ning the costs in Section 3.5. The discussion about how to

reduce the state space will be conducted in Section 3.6. In Section 3.7 we will address the

computational complexity of the SMD model and we will conclude the chapter by showing

how the model can easily be extended to support some more complicated junctions where

some train types leave the destination track earlier than others.
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3.1 States

The state description is the most fundamental part of the model. The formulation of the

state should incorporate all important elements while remaining compact. The size of the

state space directly in°uences the computational complexity of the model.

In Chapter 2 we have spoken about the elements of the junction. We have learned that

a typical junction consists of two types of tracks: arrival tracks and a destination track.

The trains approach the junction via the arrival tracks and move towards the destination

track after crossing the junction. The junction consists then ofR arrival tracks, numbered

1 up to R and of one destination track numbered 0. There areS di®erent train types

denoted bys 2 f 1; ¢ ¢ ¢; Sg.

In order to optimize the fork junction one needs to know the location of every train

that is within the scope of the junction. The type of these trains is also important. Fast

trains have another impact on the junction than slow trains. Further, the current speeds

of these trains and some information about the current track situation are needed. We

introduce two variables that together will provide us with this information.

To begin with, the variable x will provide us with the positions and the types of all

trains in the system. This variable is an array of smaller arraysx0, x1, ¢ ¢ ¢, xR , each

denoting the situation on a single track. These track-related variables have the following

structure xr = ( xr 1; xr 2; ¢ ¢ ¢; xrN r ). The variable xr is thus an Nr dimensional array. The

de¯nition of this variable depends on the type of the track it represents. This is because

the arrival tracks are modelled as queues while the destination track is not.

When xr represents the destination track (i.e.r = 0), each entry refers to the block

position of that track. The dimension of the array is the number of blocks the destination

track is divided into. If a certain block is empty, the corresponding entry will be zero,

otherwise the entry is equal to the type of the train that occupies that block. Thus the

entry xri can have values in the range off 0; ¢ ¢ ¢; Sg and denotes the type of the train that

occupies blocki of the destination track r .

If the variable xr refers to an arrival track (i.e. r > 0) then the de¯nition is slightly

di®erent. The dimensionNr varies and is equal to the number of trains on that track.

Every element refers to the position of the train in the queue of the arrival trackr

(e.g. xr 1 = s1, xr 2 = s2 means that on arrival track r a train of type s1 is followed by

train of type s2). In this case entry xri can only have values in the range off 1; ¢ ¢ ¢; Sg.

If there are no trains on the track thenxr = () is an empty vector.

Now, we know the position and the type of every train in the system, we still need

another variable for providing us with the train speed information. We introduce variable
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y to this end. The variable y is an array of (y1; ¢ ¢ ¢; yR) where every elementyr marks

the degree by which the trains on that track are hindered by the train that is crossing the

junction. A non negative integer value indicates this degree of hindrance; the lower the

value, the more hindrance. The idea behind this is that the trains move according to their

speed pro¯le unless they are hindered by other trains in which case they move slower. The

more hindrance the train experiences from other train the slower the train will move. In

the most extreme case the train will get to a complete stand still and will have to wait

until the train that caused hindrance has left. The state space is the combination of the

variablesx and y.

Example:

Consider the Fork2 junction as depicted. A passenger train

(P) is located at arrival track 1 while two freight trains (F)

are located at arrival track 2. The destination track is di-

vided into 3 blocks of 4 kilometre each. Block 1 is occu-

pied by a passenger train (P) while the other two blocks are

empty. Next, consider that upon a con°ict, a train is either

stopped or may proceed, there is nothing in between. In this example, the tra±c on arrival track 1 is

stopped (the track is labelled red (R)), while the tra±c on arrival track 2 is not hindered (the track is

labelled green (G)).

The state of the example is denoted byx0 = ( P; 0; 0); x1 = ( P); x2 = ( F; F ); y1 = R; y2 = G.

3.2 Decisions

Let us spend some time on the kind of decisions that the model should optimize. The

model should be able to solve the train con°icts and come up with an optimal train order

which optimizes some criteria. Thus, in case of a ForkR junction where trains from R

di®erent directions come together, the decision should be to give one of these trains the

right of way ¯rst. Then, when this train has crossed and cleared the junction, it has to

be decided which of the trains is to be `served' next.

We introduce the variablea (a stands for action) for this purpose. When the variable

has a positive value, the train of trackr = a may proceed. If all arrival tracks are empty,

then there is no train that can cross the junction, thena is equal to 0. The valid range

of the values for the decisiona is thus f 0; ¢ ¢ ¢; Rg.
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3.3 Decision moments

After a decision is made to give a certain train the right of way, the junction becomes

blocked for other trains. The train, that has received the permission, will then cross the

junction. Meanwhile, no other decisions can take place. The time that the train needs to

approach the junction, cross it and clear it for other trains depends on the train type and

the current speed of the train. Let us denote this time by the variable¿(x; y; a), which

clearly depends on the current state (x; y) and the decisiona being taken.

If in state (x; y) decision a is taken, the junction is blocked for the next¿(x; y; a)

time units. The state of the system will not be reviewed in the mean time, therefore,

the system jumps¿(x; y; a) time units forward. The values of¿(x; y; a) are deterministic

given the combination (x; y; a) but vary per (x; y; a).

3.4 Transitions

By transition we mean the state change between the time instance when the system is

viewed and the next review point in time. The transition from the current state (x; y) to

a new state is the result of a decisiona being taken and the corresponding time advance

of ¿(x; y; a) time units. This transition involves many changes. We will describe these

changes one by one. In global lines, we can say that a transition consists of the following

phases:

1. The destination track phase: Trains on the destination trackr = 0 change their

position.

2. The junction crossing phase: The train that received permission to cross the junc-

tion, crosses it and enters the destination track. The speed indicators of the arrival

tracks are updated.

3. The new arrivals phase: new trains arrive at the arrival tracks.

The order in which the phases are executed, is the order presented above. First, the

trains on the destination track move forward which frees the ¯rst position on the track.

This position is then used by the train that crosses the junction which in turn creates

extra space at the arrival tracks where new trains can enter.

If the decision isa = 0, i.e. no train crosses the junction, then the time advances with

headwayh time units. Note that in this case the junction crossing phase is still part of

the transition since the speed indicators are to be updated.
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3.4.1 The destination track phase

The destination track phase is essentially the phase that takes care of the train movements

on the destination trackr = 0 without new arrivals to this track taking place. Recall that

x0 denotes the situation at the destination track, and is de¯ned asx0 = ( x01; x02; ¢ ¢ ¢; x0n ),

wherex0i for i 2 f 1; ¢ ¢ ¢; ng is the train type that is found on block i of the destination

track. If the block is empty then the correspondingx0i is zero. Since all blocks have the

same length, the train on blocki has already travelled (i ¡ 1) ¢l kilometres wherel is the

length of the block of the destination track. Figure 3.2 gives the graphical representation

of the array.

Figure 3.2: Graphical representation of x0

When the time advances, the position of the trains changes. The movement of each

train depends on the speed of the train, the length of the block and the speed and the

position of the predecessor trains. Through the concept of `coupling' it is enforced that no

overtakings take place and that the trains with equal speeds, remain at the same distance

from each other. Moreover, the coupling ensures that no more than one train at a time

can be found at a block. The concept of the `coupling' has been explained in Section

2.2.7.

3.4.2 The junction crossing phase

De¯nition By the junction crossing we mean the movement of trains from an arrival

track (i.e. r > 0) to the destination track r = 0. This movement depends on the decision

taken. Decisiona can take values betweenf 0; 1; ¢ ¢ ¢; Rg with the restriction that a = r

with r > 0 is possible only if trackr is not empty (Nr > 0). When a is positive, the train

is moved from trackr = a to track r = 0. The train type that is moved to track r = 0 is

then xa1 and the amount of hindrance the train experienced on that track isya.

We can identify three elements that together form the junction crossing phase:

1. Train leaves the arrival track

2. Train enters the destination track

3. Update of the speed indicators at the arrival tracks

Note that if a = 0 then no train crosses the junction. The junction crossing phase

reduces to only one action, that is updating the speed indicators of the arrival tracks.
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Train leaves the arrival track The essence of this phase is simple: the ¯rst train of

the queuea leaves the queue. All other trains in that queue move one position towards

the front of it.

Figure 3.3: The crossing of the junction by the train xa1

Train enters the destination track The train, that receives permission to cross the

junction, will need ¿(x; y; a) time units to arrive at the destination track. Within this time

interval the train has approached the junction, crossed it and cleared it for other trains.

During this time the trains, that were already on the destination track, have moved. This

transition has already been explained in Section 3.4.1. The only change to the destination

track that still needs to be done is putting the train that has crossed the junction on the

¯rst block of the destination track. The value of x0
01 is thus set toxa1.

Update of the speed indicators Recall that the y-part de¯nes the state of the arrival

track. It de¯nes the degree of hindrance the trains on the arrival track su®er from the

train that crosses the junction. Let us ¯rst consider the easiest case whereYr 's have only

two possible values: 1 indicating that the trains on trackr are not hindered and are

moving with their planned speed and 0 indicating that the trains on trackr are standing

still.

After decision a is made, the trains on trackr = a will get moving. The value ofya

is set to 1. The trains at other arrival tracks will have to stop and wait until their turn

comes to cross the junction. The value ofyr for r 6= a is set to 0. The arrival tracks that

do not have any trains on them are per de¯nition not hindered. The value ofyr for those

tracks is then 1. In short:

yr =

8
><

>:

1 if r = a

1 if (r 6= a) and (Nr = 0)

0 if (r 6= a) and (Nr > 0)

(3.4.1)

Now, let us think of an extension to this model. Suppose that there aren di®erent

values of hindrance. Ifyr = n then the trains on track r are not hindered. If yr = n ¡ 1

then the trains are slightly di®erent. Ifyr = 0 then the trains are maximally hindered and
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as a result are standing still. If two identical trains are approaching the junction from two

di®erent directions and trainA receives permission to cross it, trainB will need to lower

its speed a bit. With this new speed the train su®ers only a limited hindrance. Train

A crosses the junction and trainB can accelerate again to its desired speed. If however,

in the meantime, train C enters the track and receives permission to cross the junction

before train B crosses it, the hindrance of trainB increases as it needs to adjust its speed

again. This situation is depicted in the following ¯gure:

Figure 3.4: The evolution of the speed indicator variabley (assuming that n ¸ 2)

Of course, this can be extended even more since the amount of hindrance on trainB

by giving permission to train A can depend on the train types of the trainsA and B.

In this case the speed indicatory0
r will be equal to yr ¡ dAB wheredAB is the amount of

hindrance that train B su®ers when trainA may go ¯rst. Formally, the speed indicator

is calculated as follows:

y0
r =

8
>>>><

>>>>:

n if r = a

n if ( r 6= a) and Nr = 0

yr ¡ dxa1 ;x r 1 if ( r 6= a) and (Nr > 0) and (Na > 0)

yr ¡ d0;x r 1 if ( r 6= a) and (Nr > 0) and (Na = 0)

(3.4.2)

Example (continued):

Consider again the example on page 49. Given the values of the speed indicators, used in the example,

and the fact that there are only two values possible (hindered, and not hindered) one can deduce that

at the earlier stage the two passenger trains must have been in con°ict with each other. Otherwise, the

current state of the speed indicators could not have been reached.
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3.4.3 The arrival process

Between the moment the decision has been taken, and the next decision can take place,

new trains can arrive at the arrival tracks. The arrival process follows theHP -process

which has been explained in Section 2.2.2.

The HP -process de¯nes the probabilities of the arrival of a certain number of trains

to a certain track. To calculate the probability of an arrival of a certain combination of

trains to that track when in total n trains have arrived on that track, we use binomial

probabilities conditioned on the probability ofn arrivals. Next we combine these proba-

bilities with the arrival probabilities of other tracks. This way, the arrival probabilities to

the junction as a whole are derived.

We want to stipulate that the arrival process is the last process of the transitions,

i.e. the decision has already taken place, the trains on the destination track have already

moved to their new positions and the train that has received the permission to cross the

junction is already on block 1 of the destination track.

3.4.4 Summary of the transitions

In the previous sections the transition process has been explained that takes place when-

ever a decisiona is taken. In this section we will summarize this process. In Figure 3.5

the °owchart of the transition process is given. The process starts when decisiona is

made. At this time, the value of the time jump¿(x; y; a) can be determined (process 1.1

in the ¯gure) after which the destination track phase begins. During this phase, trains on

the destination track r = 0 move according to their speeds. This results in a number of

possible new statesx0(i )
0 with corresponding probabilitiesp(i )

d (x; y; a). Next, it is checked

whether the decision involvesa > 0. If a is indeed non-zero, then the ¯rst train of track

r = a crosses the junction and enters the destination track (process 1.3). On the other

hand, if a = 0, no train makes the transition to the destination track and process 1.3 is

omitted. The junction crossing phase ends with an update of the speed indicators (process

1.4). Finally, new trains arrive at the arrival tracks.

As a consequence the current state (x; y) through decisiona leads to a number of pos-

sible new states (x0; y0). We will denote these transition probabilities byp((x; y); a; (x0; y0))

which are basically a combination of the destination track probabilities (pd) and the arrival

probabilities.
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Figure 3.5: Flowchart of the transition process

3.5 Costs

Choosing the best decision for a given state requires choosing among alternatives based

on some criteria. In Section 1.4 we already discussed a number of criteria that could be

used for this purpose. While it is possible to incorporate all kinds of criteria into the SMD

model, in this thesis we will focus on minimizing the total traverse time of the trains. The

idea is that minimizing the traverse time of the trains will both optimize the capacity of

the junction and indirectly minimize the total train delays. From now on, we will speak

of traverse time (or the stay time of trains) as being the costs that need to be minimized.

We will introduce three cost components that together form the total costs. These are

the arrival track costs, the destination track costsand the train rejection costs.

Arrival track costs The ¯rst cost component relates to the time, trains need to ap-

proach the crossing. These costs re°ect the stretch of time beginning at the time instant

the train enters the arrival track and ending at the instant the train has crossed the

junction.

According to this de¯nition, every time a decision is taken, the trains at the arrival
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tracks are counted. This number is then multiplied by the length of the time jump. Let

ca(x; y; a) be the arrival track costs, then we can express these costs as

ca(x; y; a) = ¿(x; y; a) ¢
RX

r =1

Nr (3.5.1)

Destination track costs The destination track costs are the costs that represent the

stay time of the trains on the destination track. For this end, one could use the same

tactics we used for the calculation of the arrival track costs, i.e. counting all the trains on

the destination track every time a decision is made and multiplying it by the time jump,

but doing so will lead to an overestimation of the stay time of the trains. In the most

extreme case, some decision is taken which involves a time jump of¿(x; y; a) time units

while there is a train at the end of the track, which according to its position and speed

will leave the model in a fraction of¿(x; y; a). In this case, counting the number of trains

at the destination track of the state (x; y) will result in the overestimation.

In order to get around this, we will calculate the stay times di®erently. Each time a

decision is taken to let some train cross the junction, its total stay time on the destination

track is calculated at once. This stay time can be computed since the position and the

speeds of the trains on that track together with the position and the speed of the train

that is crossing the junction are known.

Let us denote the destination track costs bycd(x; y; a) and let us number the blocks on

the destination track by 1, 2,¢ ¢ ¢, N whereN is the number of blocks at the destination

track. Block 1 being the closest to the junction and blockN the furthest. Let further x i

be the i -th train on the track where x1 is the train furthest to the track and xM the last

train that has entered the track. Moreover, denote the time that trainx i departs from

block b by T(x i ; b), then the following is true: (1) based on the speed of the trainx i and

the length of the blocks, the train needsTblock(x i ) time units to cross one block and thus

T(x i ; b+ 1) ¡ T(x i ; b) ¸ Tblock(x i ) 8i; b (3.5.2)

and (2) since by regulation, the trains must be separated in time from each other, two

subsequent trains need to respect the headwayh when departing from a block, thus

T(x i +1 ; b) ¡ T(x i ; b) ¸ h 8i; b (3.5.3)
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Then, the train x¤ that is to enter the destination track, may not leave the destination

track sooner than (1) the time it needs to cross the destination track (T(x¤; N )) and (2)

this time should respect the minimal headway to its predecessor (T(xM ; N )+ h) and thus:

cd(x; y; a) = max(T(x¤; N ); T(xM ; N ) + h) (3.5.4)

Costs of rejecting a train In Section 2.2.8 the idea behind the train rejection costs

have already been explained. In this section we will show what these costs look like.

The service timebs of the trains of type s is equal to the time the train of that type

needs to approach the junction, cross it and clear it for other trains. The waiting timew

for the rejected train will then be approximated with the following expression:

w =
SX

s=1

Qsbs + ½R+ w
SX

s=1

¸ sbs (3.5.5)

whereQs is the number of trains of types in the queue,bs is the service time of train

of type s, R is the residual service time and½is the load of the junction. The above

expression can be rewritten to:

w =
P S

s=1 Qsbs + ½R
1 ¡ ½

(3.5.6)

The total stay time of the rejected train of types is then equal tow + bs
1¡ ½+ us where

us is the time the train needs to cross the destination track.

As has been explained is Section 2.2.8 the values ofbs in Equation 3.5.6 and½are

calculated iteratively. But within an iteration, these values are set.

Total costs The total costs of choosing decisiona when in state (x; y) are then equal

to the sum of the arrival track costs, the destination track costs and the train rejection

costs

c(x; y; a) = ca(x; y; a) + cd(x; y; a) + cr (x; y; a) (3.5.7)

3.6 State space reduction

To reduce the size of the problem it is interesting to examine the di®erent states. It

turns out that not all states of the destination track are that important. Some states are
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essentially equivalent. Recall that the costs the trains on the destination track incur are

calculated at the moment the trains enter the destination track. Thus, the only purpose of

keeping these trains on the destination track is because these trains may cause hindrance

to the trains that will enter the track in the future. In some cases however, the trains on

the destination track have travelled su±ciently far as to not form a hindrance any more.

These trains may safely be removed from the destination track without a®ecting the

optimal strategy. As a result the destination track will have much fewer states especially

when long destination tracks are considered.

To ¯nd the `redundant' trains we need to calculate for each train the time it needs to

reach the end of the track. If this time is not e®ected by its predecessor trains then we

can safely remove all preceding trains. Moreover, the remaining trains may be removed

as well if these will not be able to a®ect any possible train that can enter the track in

the immediate future, that is, if the trains will not hinder even the fastest train that can

enter the track already after the minimal headway time units.

This is calculated in the following way, let us number the blocks on the destination

track by 1, 2, ¢ ¢ ¢, N where N is the number of blocks at the destination track. Block

1 being the closest to the junction and blockN the furthest. Let further x i be the i -th

train on the track where x1 is the train furthest to the track and xM the last train that

has entered the track. Moreover, denote byTdesire (x i ; b) the time that train x i desires to

depart from block b, based on its speed and the length of the blocks. If we denote by

Tblock(x i ) the time that train x i needs to cross one block depending on its speed and the

length of the block then

Tdesire (x i ; b+ 1) ¡ Tdesire (x i ; b) ¸ Tblock(x i ) (3.6.1)

Now, let Tcan(x i ; b) be the time that the train can depart from blockbwhen respecting

the departure time of the predecessor trains, i.e.

Tcan(x i ; b) = max(Tdesire (x i ; b); Tcan(x i ¡ 1; b) + h) (3.6.2)

Then the trains x i +1 up to xM may be safely removed from the state if the following

holds

Tdesire (x i ; N ) = Tcan(x i ; N ) 8i (3.6.3)

Furthermore, all trains, i.e. x1; x2; ¢ ¢ ¢; xM , may be safely removed from the state if
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Tdesire (x¤; N ) ¸ Tcan(x1; N ) (3.6.4)

where x¤ is the fastest train that can enter the destination track. Note, that in this

equation the termh is emitted, this is due to the fact that the next arrival can take place

no sooner than afterh time units. Thus, the term eliminates.

3.7 Computational complexity

The computational complexity is determined by the number of states, the number of

transitions per state, the number of possible decisions and the convergence rate of the

iteration process. The number of states is de¯ned by the total number of tracksR, the

capacity of these tracks, the number of train typesS and the number of speed indicators

per arrival track y.

The destination track is divided into nr number of blocks. Each block can be occupied

either by a train of some type or the block can be empty. So the total number of possible

states of the destination track before reduction is equal to (S + 1) n r . The arrival tracks

are modelled as queues. Each track thus can be either empty, or occupied by a certain

number of trains. If an arrival track r has a capacity for a maximum ofnr trains (so the

track is a queue with capacitynr ) and the track is used bySr di®erent train types then

the total number of states at this queue is 1+Sr + Sr
2 + ¢ ¢ ¢+ Sn r = Sr

n r +1 ¡ 1
Sr ¡ 1 . In addition,

every arrival track can be in one ofy states of the speed indicator which accounts for

another yR possible states.

The number of transitions is state and action dependent. This number is the result of

the train movement on the destination track and the number of possible new arrivals. If all

the trains on the destination track move an integer number of blocks forward then there is

only one possible new state of the destination track. However, often the trains will move a

non-integer number of blocks forward. In this case, each movement is modelled by means

of probabilities. The train either moves above average (rounded up) number of blocks

forward or the train moves below average (rounded down) number of blocks forward.

Since, di®erent train types can be found on the destination track simultaneously, this can

lead to 2S number of transitions. Due to coupling, however, this number is substantially

lower. The bigger contribution to the number of transitions form the new arrivals. Recall

that these arrivals follow theHP -process and depend on the time jump¿(x; a).
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Example (continued):

Consider again the example on page 49. In the example two types of trains arrive at the junction from

two arrival tracks. Both arrival tracks have a capacity of 2. The number of possible states on each arrival

track is Sr
n r +1 ¡ 1
Sr ¡ 1 = 7. The number of possible states at the destination track is (S + 1) n r = 3 3, but as

has been said in Section 3.6, this number can be brought back. Since only two possible values of the

speed indicator are considered per track, the number of possible speed indicators is 22 which brings the

total number of states to 72 ¢33 ¢22 = 5292.

3.8 Trains with di®erent destinations

Now we have explained the model let us consider an important extension which will be

very useful in practice. Suppose thatn train types enter the destination track after

crossing the junction but one of these types does not travel all the way until the end of

the destination track but will leave the destination track at some point to continue its

journey to another destination. This situation is depicted in the following Figure 3.6.

Figure 3.6: IC train leaves the destination track halfway block 2, while the FR train will reach

the end of the destination track halfway block 5

To support this kind of situations only a little adjustment needs to be done.

² The destination track costs of the train should be calculated only for the distance the

train crosses on the destination track and not over the full length of the destination

track.

² The train will leave the model when crossing blocki where

i = ddistance the train travels on the destination track
length block e.

² When calculating the destination track costs, the trains that are already at the

destination track are only taken into account until the last block of their route on

the track and not until the last block of the destination track.
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Regarding the second adjustment, the following remark should be made: even if the

train exits the destination track halfway through the block, the arrival time of that train

at that block is still used when computing the time the next train can enter that block.

Note, that the very same principle can be used when the sum of the length of the

blocks exceeds the total length of the destination track. Then all trains exit the last block

prematurely at the distance that corresponds with the end of the destination track.





Chapter 4

Results of the Fork R model

In the previous chapter we have constructed the SMD model for the ForkR junction. The

goal of this chapter is to examine the performance of the SMD strategy (the strategy of

the SMD model) and compare it to a number of heuristics. Also, the structure of the SMD

strategy itself will be studied in order to comprehend the decisions that the SMD comes

up with. To this end we will focus on the most basic case, namely a Fork2 junction where

trains from two directions come together. Moreover, we will consider only two types of

trains: a fast and light passenger train (P) and a slow and heavy freight train (F).

We begin by de¯ning the basic scenario (Section 4.1) and study its optimal strategy

in Section 4.3. Then we compare the performance of the strategy with that of some

simple heuristics. This is done through a simulation study. In Section 4.4 we discuss our

choice for using the simulation technique to this end and in Section 4.5 we introduce the

heuristics that are used for comparison. The remaining part of the chapter is devoted

to the robustness analysis of the SMD model. In this part we test the performance of

the SMD strategy within settings which are di®erent from the basic scenario and analyse

their e®ect on the performance of the SMD model. Finally the conclusions are presented.
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4.1 Basic scenario

Let us de¯ne the basic scenario. In this scenario the junction consists of two arrival tracks.

To limit the number of states, each arrival track will have a capacity of two trains. The

length of the destination track will be 12 kilometres long.

There will be two types of trains: the fast passenger train (P) and the slow freight

train (F). The characteristics of these trains are given in Table 4.1:

Characteristics P F

Speed (km/hr) 120 80

Approach time (sec) 180 270

Acceleration time loss (sec) 25 75

Arrival rate (per hour) 8 4

Table 4.1: Characteristics of the trains in the basic scenario

There are on average 8 passenger train arrivals per hour (4 on track 1 and 4 on track

2) and 4 freight train arrivals per hour (2 on track 1 and 2 on track 2) which makes it

a fairly busy junction. Note that in reality, the number of train types is higher (one can

think of Intercity trains, Inter-regional trains, local trains, freight trains, etc.). In this

Chapter, we are interested in examining the structure of the resolution rules produced by

the SMD model, and would want to keep things simple. At a ¯rst glance, 4 freight trains

per hour seems to be an overestimation of the reality. One or two freight trains per hour

would have been a more realistic case. However, the model with 10 passenger trains and 2

freight trains per hour would lead to an underestimation of the number of con°icts found

in reality. Fast passenger trains are not only slowed down by the freight trains but are

also hindered by slower passenger trains. This way, the model with 4 freight trains per

hour, in our view, seems a better representation of the reality and thus more suitable for

the de¯nition of the basic scenario. Anyway, in Section 4.7.4 we will be examining the

in°uence of the di®erent ratio's of the passenger and freight trains on the performance of

the SMD model.

The passenger trains move at a speed of 120 km/hr which approximately corresponds

to the speed of the Intercity trains running in The Netherlands1. The speed of the freight

trains is more di±cult to estimate. In reality this speed depends on a lot of factors

1In The Netherlands the maximum speed is 130 or 140 km/hour but due to accelerations, decelerations

and local speed limitations the average speed of the Intercity trains measured over the length of some

track section is usually lower.



4.1. BASIC SCENARIO 65

including the type of locomotive, the length of the train, the mass of the train and that

of its load etc. In the basic scenario the freight trains will be running with 80 km/hour.

The approach time is de¯ned as the time a train needs to cross the junction and clear

it for the other trains, from the moment it has entered the arrival track and when it is not

slowed down by other trains. The passenger trains have an approach time of 3 minutes,

which given the speed of the train, corresponds to a distance of 6 kilometres, i.e. the

passenger trains enter the scope of the model and thus enter the arrival track when at

a distance of 6 kilometres from the junction2. If not slowed down, the train crosses this

distance and clears the junction in 3 minutes. A freight train needs 270 seconds to cross

the same distance.

Since the destination track is 12 km long, a passenger train will spend an additional

360 seconds within the system before exiting it while a freight train needs 540 seconds to

cross the destination track.

If the junction is blocked, a train will have to stop. To keep things simple there will

be nothing in between: A train is either running (speed indicator = 1) or stopped (speed

indicator = 0). In case of a passenger train, the loss in time when stopped is 25 seconds.

That is, from the moment the train starts with acceleration, the train loses 25 seconds

when compared to the case where the train has not been stopped. The concept of the

acceleration time lossis explained in Figure 4.1. Of course, the total delay of the train

will be higher since the train needs to wait for a certain time until the junction is available

before starting with acceleration. Since the mass of a freight train is substantially higher

than that of a passenger train, a freight train is assumed to have a higher acceleration

time loss. Here, the value of 75 seconds is used.

From the above de¯nition of the Acceleration time loss, one might think that in the

model an assumption is made that the trains always accomplish their acceleration process

before reaching the end of the arrival track and thus the trains on the destination track

will not be a®ected by the low speed of the train. At a ¯rst glance this might sound

like a simpli¯cation which does not re°ect the reality in the way it should have been but

actually this aspect is fully covered by the concept of the acceleration time loss. The

trains that will enter the destination track after the accelerating train will be delayed by

the amount of time corresponding with the acceleration time loss, it then does not matter

whether the trains have su®ered from this delay at an arrival track or at the destination

track. This is thus a much more compact way to model the e®ect of the acceleration of

a train on the trains behind it than somehow incorporating the speed of the trains and

2Actually the distance is slightly smaller. To be precise, the train enters the model when at the

distance of 6 kilometres minus the length of the train.
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(a) The speed-distance diagram (b) The time-distance diagram

Figure 4.1: Illustrating the concept of Acceleration time loss. Consider two trains with equal

characteristics. Train A moves at its maximal speed, train B accelerates from

speed 0. After 10 units of distance, the trains have the same speed but train B

has lost 25 seconds due to acceleration. In this example, train B experiences an

Acceleration time loss of 25 seconds.

their acceleration rate within the state description of the destination track.

The minimal time between trains, the headway timewill be three minutes, i.e. the

trains will enter the arrival tracks and the departure track as well as leave the model

with at least three minutes of time in between. In The Netherlands this value is usually

between 3 and 4 minutes and depends on the pair of trains. Again, for simpli¯cation

reasons, we will use a constant value of 3 minutes.

As has been previously explained in Section 2.2.6, the length of the blocks on the

destination track corresponds to the distance that the slowest train can pass within the

headway time. Since the headway time is 3 minutes and the slowest train runs with 80

km/hour, the block length is set to 4 km long. The destination track is thus divided into

three blocks of 4 km long. Note that, as discussed in Section 3.8, when the total length

of the blocks exceeds the total length of the destination track then the trains will leave

the destination track somewhere halfway through the last block.

4.2 Relevant states at the destination track

Before continuing to the next section to study the structure of the SMD strategy, let us

examine the possible states at the destination track. As said earlier, the destination track

consists of three blocks and every block can either be empty, occupied by a passenger

train or occupied by a freight train. There are thus in total 27 possible states at the

destination track. However, in accordance to section `State space reduction' (see Section
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3.6) the majority of these states can be simpli¯ed to a number of `relevant' states. The

idea behind state simpli¯cation was the fact that when some trains are too far to hinder

trains behind them, then it is safe to remove them from the state description. This

practice will result in a compact set of only relevant states. In our case we can reduce the

27 original states to get a set of only 5 relevant states. Table 4.2 shows these states. The

states are ordered by the amount of hinder caused to the next arriving train. The ¯rst

state does not cause any hinder while the last state causes the maximal hinder.

State of X 0 State description

- - - destination track is empty

- P F freight train is followed by a passenger train

P P F freight train is followed by two passenger trains

P F - freight train is followed by a passenger train

F - - freight train is at the ¯rst block

Table 4.2: Relevant states at the destination track of the basic scenario

4.3 SMD strategy for the basic scenario

Solving the model for the basic scenario gives us the SMD strategy for every possible

state. Looking closely at this strategy, we ¯nd that it is always bene¯cial to give one of

the trains the right of way if at least one arrival track is occupied. In other words, the

decisiona = 0, i.e. no train will cross the junction, will only be taken if both arrival queues

are empty. Having said this, we can look at the so-called SMD decision matrix given in

Table 4.3. The matrix describes the SMD decisions in a very compact way by aggregating

over the possible states on the destination track. The value in the matrix can be either

an integer value, which indicates that the decision to be made is independent of the state

at the destination track, or a combination of two integer numbers between brackets. The

latter case indicates that the SMD decision depends on the state at the destination track.

The ¯rst number gives then the number of times that decision is in favour of arrival track

1; the second number indicates the number of times that the optimal decision prescribes

that a train from arrival track 2 may proceed. As has been explained in the previous

section, there are 5 relevant states at the destination track. So the sum of these two digits

will be 5.

At the ¯rst glance one may think that y1 = 1 and y2 = 1 should never occur since

having this situation would lead to train crashes but this is actually not true. This state
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basically states that (some of the) trains have just entered the scope of the junction while

the others are still moving. The decision needs to be taken which arrival track to block

and which to keep moving. On the other hand the situationy1 = 0 and y2 = 0 does not

occur since there is no decision within the matrix that prescribes to stop the tra±c from

both (all) arrival tracks.

x1

x2 y1 y2 - P P P F P F P F F F
- 0 0 0 1 1 1 1 1 1
- 1 0 0 1 1 1 1 1 1
- 0 1 0 1 1 1 1 1 1
- 1 1 0 1 1 1 1 1 1
P 0 0 2 1 1 (1,4) 2 2 2
P 1 0 2 1 1 1 1 1 1
P 0 1 2 2 2 2 2 2 2
P 1 1 2 1 1 (2,3) 1 1 1
P P 0 0 2 2 1 2 2 2 2
P P 1 0 2 1 1 (1,4) (3,2) 1 (3,2)
P P 0 1 2 2 2 2 2 2 2
P P 1 1 2 2 1 2 (1,4) (3,2) (1,4)
F P 0 0 2 (4,1) 1 1 2 2 2
F P 1 0 2 1 1 1 1 1 1
F P 0 1 2 2 (4,1) 2 2 2 2
F P 1 1 2 (3,2) 1 1 (3,2) 1 1
F 0 0 2 1 1 1 1 1 1
F 1 0 2 1 1 1 1 1 1
F 0 1 2 2 (2,3) 2 2 2 2
F 1 1 2 2 (4,1) (2,3) 1 1 1
P F 0 0 2 1 1 1 2 1 2
P F 1 0 2 1 1 1 1 1 1
P F 0 1 2 2 2 2 2 2 2
P F 1 1 2 2 (2,3) 2 2 1 2
F F 0 0 2 1 1 1 2 1 1
F F 1 0 2 1 1 1 1 1 1
F F 0 1 2 2 (2,3) 2 2 2 2
F F 1 1 2 2 (4,1) 2 2 1 1

Table 4.3: SMD decision matrix of the basic scenario. For each combination of (x1; x2; y1; y2)
a decision is given. 1 indicates that a train from arrival track 1 receives permission
to cross the junction. 2 indicating that a train from arrival track 2 may proceed.
Values between brackets indicate that the decision depends on the situation on the
destination track ( x0). e.g. (1; 4) indicates that for 1 of the 5 possible values ofx0,
the decision is to give a train from arrival track 1 the right of way, in other cases,
a train from arrival track 2 may proceed.
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Since the problem is symmetric (the two arriving tracks have the same capacity and

same load, i.e.̧ 1 = ¸ 2), the matrix is symmetric as well, i.e. mirrored states have mirrored

decisions. For example, the best decision forx1 =(P P), i.e. two passenger trains approach

from arrival track 1, x2 =(P) and y = (1 ; 1) is 1 while the best decision for the mirrored

state x1 =(P), x2 =(P P) and y = (1 ; 1) is 2. In both cases the best decision prescribes

that the two passenger trains get priority above the single passenger train.

Next, in the situation where trains on only one track are moving while the trains on

the other track are standing still (situations y = (1 ; 0) or y = (0 ; 1), the moving trains

will almost always get the priority above the trains from the other track. An exception to

this rule is the situation where two passenger trains are standing still on an arrival track

while the destination track is empty or the trains on it are too far to hinder. Then, in a

number of cases it will be decided to stop the tra±c from the other arrival track and give

the two passenger trains the right of way.

The SMD rules become more complicated when on both tracks the trains are moving.

Then the best decision depends on the type of trains on the arrival tracks and on the

situation on the destination track. In these cases, a freight train is more likely to be

prioritised above a passenger train to minimize the acceleration time loss. However, when

there are no freight trains on the destination track or these are too far to hinder, a

passenger train may get priority above the freight train and enter the destination track

¯rst.

4.4 Simulation technique

In order to compare the performance of the SMD strategy to that of other strategies a

simulation tool has been built. An advantage of using simulation is that it provides the

possibility of modelling strategies like the FCFS strategy which can not be modelled with

other techniques like Markov Chains or Queueing theory. Moreover, the simulation does

not su®er from queue length limitations and can easily provide us with a lot of useful

statistics.

The simulation tool has been built with the programming language Delphi. The choice

for building an own simulation tool rather than using commercially available simulation

tools, has been motivated by the freedom and customisation possibilities that one gets

from building own tools. Moreover, the available commercial tools do not have o®-the-

shelf built-in solutions for all the requirements and needs that we needed for this research.

Extending the possibilities of these tools requires extensive knowledge of the tool, pro-

gramming language that the tool uses and the knowledge of the available components,



70 CHAPTER 4. RESULTS OF THE FORK R MODEL

that the software o®ers. Acquiring this knowledge takes some time and in our view does

not weigh to the freedom one gets from building own tools.

The simulation model, which has been built, resembles that of the SMD in a lot of as-

pects. The states, the transitions, the arrival process, the costs have the same mechanism

except for the fact that the time is now incrementing and at each stage one alternative is

chosen, i.e. while within the SMD model di®erent future states are considered, given the

transition process, within the simulation environment only one future state is considered,

based on a realisation of an uniformly distributed random variable.

In order to obtain statistically signi¯cant results, we will use the Batch Means tech-

nique [71] to cut a long simulation run into 500 sub-runs of 1100 trains each. To make

the results of the sub-runs independent, the results of the ¯rst 100 trains of each sub-run

are omitted.

Moreover, every strategy is simulated separately. By means of the common random

numbers technique [71] the input for every strategy is exactly the same, i.e. the same

trains arrive at exactly the same moments. This way, all the di®erences in the strat-

egy performances are attributed to the strategies themselves and not to the stochastic

in°uences of the simulation process.

4.5 The heuristics

The performance of the SMD strategy will be compared to the performance of a number

of other strategies. The following strategies are considered:

FCFS First come First served strategy is a very natural strategy and the one which is

often used in practice. The train that arrives at the junction ¯rst, may cross it ¯rst.

P-F This strategy prioritizes passenger trains (P) above freight trains (F). That is, when-

ever a passenger train and a freight train are found at the two arrival tracks, then

the passenger train will always get the right of way. If two trains of the same type

are found, then the strategy will choose the one that is running above the one that

is stopped. Finally, If both are running then the trains are treated according to

FCFS.

By prioritising the passenger trains above the freight trains, the strategy will send

the passenger trains to the destination track before sending the freight trains. This

will minimize the amount of delay the passenger trains will have on the destination

track as a result of `getting stuck' behind a freight train.
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F-P This strategy prioritizes freight trains (F) above passenger trains (P) in the same

way as it has been explained for the P-F strategy. This strategy makes sense, since

by giving priority to the freight train, the strategy tries to avoid delaying the trains

with the highest acceleration time loss and thus aims at clearing the junction as

quickly as possible.

Follow Also known as Exhaustive Control. This strategy processes trains from one ar-

rival track until all trains from that track are processed. Only then the attention

is moved to other tracks. A new track is chosen according to the FCFS principle.

This strategy optimizes the throughput at the junction by minimizing the number

of times the decision switches tracks.

In later chapters also some other strategies will be considered. These strategies are

not applicable here.

We realize that it would be very interesting to compare the performance of the SMD

strategy to that of the models from literature. Due to time limitations this comparison

was not possible. The reason is that it would take an enormous amount of time to build

software that solves these models and then incorporates it to the simulation software.

4.6 Results of the basic scenario

The criterion that we will use throughout this chapter is the amount of delay the trains

get under a certain strategy. The delay is de¯ned as the di®erence between the time

that the train spends in the system and the time it needs to cross both arrival track and

destination track if not stopped at the arrival track and not delayed at the destination

track. Thus, this delay is measured at the end of the destination track. Sometimes also

the punctuality of the trains will be given. A train is regarded as being punctual when

its delay at the end of the destination track is less than 3 minutes.

By simulating the junction and comparing the performance of the SMD strategy to

that of simple heuristics we get the results listed in the Tables 4.4 and 4.5.

In Table 4.4 the delays per train type are given. The values in the columnmean are

the delays averaged over the train types, i.e. each value represents the average delay a

train, regardless of its type, will have at the end of the destination track. Table 4.5 lists

the punctuality of train types as well as the mean punctuality.

Let us consider the strategies one by one; The FCFS strategy performs very poorly,

the average delay of a train is the highest of all strategies. Only 54% of the trains were
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Discipline P F Mean

SMD 235 138 203

FCFS 293 220 269

P-F 211 312 245

F-P 297 93 229

Follow 234 150 206

Table 4.4: Mean delays in seconds of the basic scenario

Discipline P F Mean

SMD 71.3 80.6 74.4

FCFS 52.6 56.4 53.9

P-F 68.0 47.8 61.3

F-P 51.6 79.8 61.0

Follow 72.7 76.1 73.8

Table 4.5: Punctuality percentage of train types of the basic scenario where the train is punc-

tual if its delay is less than 3 minutes

punctual at the end of the destination track. In comparison, the SMD strategy reduces

the average delay by almost 25%. Both passenger trains and freight trains are well o®

when the SMD strategy is used and the overall punctuality increases to nearly 75%.

Furthermore, we see that always giving priority to the fast passenger trains turns out

to be unwise since the decrease in delay for the passenger trains is not steep enough

to compensate the sharp increase in the delays of the freight trains. The decrease of

the delays of the passenger trains is not substantial because stopping the freight train

in favour of the passenger train turns out to be very disadvantageous for the passenger

trains behind the freight trains. As a result, the punctuality of the passenger trains is

even slightly lower compared to when SMD is used while the punctuality of the freight

trains is dramatically low.

Next there is the F-P strategy. This strategy has a quite nice performance since the

freight trains keep running. The delays of the passenger trains are the highest of all

strategies but the overall average delay is relatively low. The delays of the freight trains

are not zero since there is a probability that two freight trains are on both arrival tracks

at the same time. Then no matter the decision, one of the trains will get delayed. Also,

the freight train might be delayed due to its predecessor which is standing still to let
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trains from other directions go ¯rst. Interesting to see is that the overall punctuality of

the F-P strategy is slightly lower than that of the P-F strategy (61.0 vs 61.3) while the

average delays are lower too (229 vs. 245). This is because there are fewer trains that

are punctual when strategy F-P is used while the trains that are not punctual have on

average higher delays than when strategy P-F is used.

The Follow strategy does very well and has comparable results with the SMD strat-

egy. The explanation for this is the fact that the two very often take the same decision.

The essence of the Follow strategy is to process all the trains from one direction before

changing to another direction. Doing so will keep the trains moving as much as possible

which reduces the junction load. In most cases the SMD strategy does exactly that. A

close examination of the decisions learns us that the SMD-strategy di®ers from the Follow

strategy only when one of the following cases occur:

² When both arrival tracks are empty, there is a possibility that new arrivals occur on

both tracks within the same time jump interval (Figure 4.2(a)). Simulation statistics

show that in 9.5% of all time jumps, the state changes from two empty arrival tracks

to both arrival tracks being non empty. When this happens, the Follow strategy

will choose the track according to the FCFS principle while SMD will use its own

strategy.

² Another di®erence between the Follow strategy and SMD occurs when there are 2

passenger trains on one track and either, 1 freight, 2 freight or a passenger train

followed by a freight train on the other track (Figures 4.2(b), 4.2(c) and 4.2(d)). In

these situations, when the two passenger trains face a red signal, it will be decided

to give the two passenger trains the right of way when there is no freight train on

the ¯rst block of the destination track. Within the simulation, this occurs in only

0.5% of the cases.

In other words, in at least 90% of the situations the Follow strategy is 'optimal' and

identical to the SMD strategy which explains why the di®erences between the two being

small.
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(a) The ¯rst train to enter the model, will be

given permission to cross the junction when Fol-

low strategy is used, while the SMD strategy

uses its own rules depending on state.

(b) SMD strategy gives the right of way to the

blocked passenger trains while Follow strategy

processes the moving freight train.

(c) SMD strategy gives the right of way to the

blocked passenger trains while Follow strategy

processes the moving freight trains.

(d) SMD strategy gives the right of way to the

blocked passenger trains while Follow strategy

processes the moving trains.

Figure 4.2: States where the Follow strategy di®ers from the SMD strategy

4.7 Variations of the basic scenario

In the previous section we have examined the performance of the SMD strategy for the

basic scenario. We concluded that the strategy performs quite well. In this section we will

investigate whether this performance changes when tested within di®erent model settings.

The cases that we will study are the in°uence of the acceleration loss of the freight train

(Section 4.7.1), the impact of the utilisation rate of the junction (Section 4.7.2) and the

e®ect of the shorter headway time (Section 4.7.3). Also the e®ect a di®erent mix of

passenger and freight trains can have on the strategy is studied (Section 4.7.4). Another

interesting question is whether the SMD strategy can cope with train priorities (Section
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4.7.5). A number of other factors are then shortly mentioned in Section 4.7.6. For each

of the above instances, the SMD strategy is obtained and compared to the heuristics.

4.7.1 Freight train acceleration

In the basic scenario the acceleration time loss of the freight trains was three times higher

than that of the passenger trains. Since in practice a variety of factors (cargo weight,

type of locomotive, number of wagons etc.) can in°uence the acceleration time loss, we

would like to investigate whether other ratio value will a®ect the performance of the SMD

model. In this section we will examine the case where the ratio is 2:1 and 4:1 respectively

(2:1 indicates that the acceleration time loss of a freight train is twice as high than that

of a passenger train). The results are presented in Table 4.6 and Figure 4.3.

Acc.time loss of FCFS SMD P-FR FR-P Follow

F train in sec

50 246 195 219 226 200

75 269 203 245 229 206

100 297 206 274 232 212

Table 4.6: In°uence of the acceleration time loss of the freight train on the mean delay

Figure 4.3 shows that the performance of the SMD strategy does not vary much. The

reason for this is that the SMD strategy stops freight trains only occasionally. Thus, the

change in the value of the acceleration time loss of the freight train does not in°uence

the results much. The same holds for the performance of the Follow strategy and that

of the F-P strategy which are also more or less `stable'. In both cases the freight trains

are rarely stopped. It is interesting to follow the performance of the P-F strategy. This

strategy performs better than the F-P strategy when the freight trains are light. This

is because stopping the freight trains becomes relatively `cheap'. The performance drops

substantially though when the freight trains become heavier. Also the FCFS strategy

stops the freight trains relatively often and thus su®ers too from the higher value of the

acceleration time loss.
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Figure 4.3: In°uence of the acceleration time loss of the freight train on the mean delay

4.7.2 System load

Next we will look at the system load which is expressed in terms of the number of trains

arriving at the junction per hour. Figure 4.4 depicts the mean delays at di®erent system

loads. Due to scaling, the di®erences are not clear when the load is low. This is why

Figure 4.5 is more suitable to base conclusions on. The latter ¯gure depicts the relative

deviation of the mean delay of the strategies to that of the SMD strategy (e.g. a value of

120% indicates that a strategy gives mean delays that are 20% higher than that of the

SMD strategy).

When there are very few trains arriving per hour then there are almost no con°icts.

But even when only 0.1 trains arrive per hour, con°icts can still occur. Figure 4.5 shows

that in such event, the mean delays for F-P strategy are almost 20% higher than for

the SMD strategy. The best strategy turns out to be to prioritize passenger trains above

freight trains which is done by both SMD and the P-F strategy. Since both FCFS and the

Follow strategies give the ¯rst arrival the right of way, their performance will be between

that of the P-F and the F-P strategy. However, due to the very low number of arriving

trains, the absolute di®erence between these two strategies is negligible.

When the system load increases then the di®erences between the strategies increase

(Figure 4.4), the best strategy then becomes the one which keeps the trains moving as

much as possible. Thus the performance of the SMD and the Follow strategies converge



4.7. VARIATIONS OF THE BASIC SCENARIO 77

Figure 4.4: In°uence of the system load on the mean delay

Figure 4.5: Relative performance of di®erent strategies at increasing system load

towards each other (Figure 4.4) while the other strategies, which tend to stop trains more

often, result in increasing delays.
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4.7.3 Shorter headway

In the previous sections, the headway, the safety margin between trains was three minutes.

These three minutes re°ect the current situation pretty well. It is thinkable, though, that

due to technological advances, this margin can be lowered in the future. In this section

we will study the performance of the SMD strategy when the headway is reduced to two

minutes.

Shorter headway implies shorter block lengths, since the trains may now run closer

to each other. In accordance with the calculations made in Section 4.1, the block length

on the destination track is shortened from 4 km to 223 km. The total number of blocks

then has to be increased to 5. The trains however will leave the destination track after

crossing exactly 4.5 blocks (12 km).

Since the trains run closer to each other, the approach time (the time the trains need

to approach the junction) is also shortened. This way the junction is blocked for a shorter

time period. The new characteristics of the trains are shown in the following table:

Characteristics P F

Speed (km/hr) 120 80

Approach time (sec.) 120 180

Acceleration time loss (sec.) 25 75

Arrival rate (per hour) 8 4

Table 4.7: Characteristics of the trains when headway is shortened

The absolute and relative results are shown in Figures 4.6 and 4.7 respectively.

When comparing these results to Figures 4.4 and 4.5 of the last section, one can

see that apart from the scaling the ¯gures are almost identical. Indeed, the strategies

behave in the same way and the di®erence in performance is comparable too. The scaling

is di®erent since the capacity of the junction is increased. More trains can cross the

junction within the same time. Either way, the SMD model can cope with the smaller

headway and shows a good performance.
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Figure 4.6: In°uence of the system load on the mean delay when headway is 2 minutes

Figure 4.7: Relative performance of di®erent strategies at increasing system load when head-

way is 2 minutes

4.7.4 The passenger-freight train ratio

Another interesting aspect to look at, is the ratio of passenger trains to freight trains. In

the previous sections this ratio was 8:4, with on average 8 passenger trains and 4 freight
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trains arriving per hour. In this section we will vary this ratio in order to see how the

performance of the SMD strategy changes.

Figure 4.8: Performance of di®erent strategies at di®erent P:F ratio

If there are almost no freight trains, then almost all trains arriving at the junction are

of the same kind. Then, the best strategy is to keep as much as possible trains moving.

The SMD strategy then resembles the Follow strategy. Nevertheless, since passenger

trains are fast accelerators, strategies like FCFS are also performing relatively well. This

situation changes when more freight trains are introduced. The worst strategies are then

the P-F and the FCFS strategies. The latter strategy stops too many trains decreasing

the junction capacity while the P-F strategy is short-sighted: It gives the passenger trains

the right of way but blocks the freight trains together with all the trains behind them

resulting in overall bad performance. The SMD strategy, however, performs well in all

cases.

4.7.5 Train type priorities

Up to this moment the priority of passenger trains was equal to the priority of freight

trains. The SMD model o®ers possibility to prioritize one train type over the other. This

can be achieved by introducing weights in the objective function, i.e. multiplying the time

a train of type s spends in the system by some factorUs. This way, some train types will

be more expensive to delay than others. In order to implement this, the cost function is

changed. As has been said earlier, the cost function is the sum of the arrival track costs,

the destination track costs and the train rejection costs. LetU be the vector of the train

type priorities. Then the approaching costs can be rewritten as

ca(x; y; a) = ¿(x; y; a) ¢
RX

r =1

N rX

i =1

Ux ri (4.7.1)

The destination track costscd(x; y; a) can simply be multiplied by Us when s is the
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train type that may cross the junction to enter the destination track (xa1) or 0 if no train

makes the transition.

Also the train rejection costs need to be altered. In Section 3.5 we have mentioned

that the total stay time of the rejected train of type s is equal toW + bs + ds whereW is

the time the rejected train will spend on the arrival tracks before being selected to cross

the junction, bs is the time the train needs to approach the junction andds is the time the

train needs to cross the destination track. These costs are now multiplied byUs resulting

in Us ¢(W + bs + ds).

We will denote by SMD-P the SMD strategy that gives two times more priority to

passenger trains (i.e.UP = 2, UF = 1). The SMD-F strategy is the SMD strategy that

gives two times more priority to freight trains (i.e. UP = 1, UF = 2).

Table 4.8 shows the results of the SMD-P strategy in comparison to other strategies.

The last row within the table (row `mean') denotes the weighted delays of the trains and

are calculated in the following way:

mean =
delayP ¢UP ¢NP + delayF ¢UF ¢NF

UP ¢NP + UF ¢NF
(4.7.2)

whereNP is the number of passenger trains andNF the number of freight trains.

Delay SMD-P FCFS P-F F-P Follow

P 195 293 211 297 234

F 233 220 312 93 150

Mean 203 278 231 256 217

Table 4.8: Performance of SMD-P strategy compared to other strategies

From the table one can see that the SMD-P strategy does very well when looking at

the delays of the passenger trains. These trains have the lowest delay with the SMD-P

strategy. Even under the P-F strategy, the delays of the passenger trains are not that

low. Both strategies prioritise passenger trains above freight trains, but while the P-F

strategy will always give passenger train the right of way, the SMD-P strategy will do

that only when it is `optimal' to do so. As a result, the freight trains will be stopped

less frequently which results in a better utilisation of the junction and thus less delays at

the arrival tracks. Since the freight trains are stopped less, the passenger trains that run

behind them are also delayed less.
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Even though the passenger trains are prioritised with the SMD-P strategy, the delays

of the freight trains are not that high. As a result, when looking at the delays of all

trains (the mean delays) the SMD-P strategy does very well. The Follow strategy does

not do well when looking at the delays of the passenger trains. The strategy does not

protect priority trains. The mean delay of this strategy is still quite good although the

di®erence with the SMD-P strategy is enlarged. The same can be seen in Table 4.9 where

the results are shown for the situation where freight trains have twice as much priority as

the passenger trains.

Delay SMD-F FCFS P-F F-P Follow

P 279 293 211 297 234

F 79 220 312 93 150

Mean 179 257 262 195 192

Table 4.9: Performance of SMD-F strategy compared to other strategies

4.7.6 Other robustness tests

Besides the robustness tests presented above, a number of other tests were conducted to

¯nd out whether the SMD model is sensitive to certain factors which can lead to a drop

in its performance. Among these tests is the test involving the length of the destination

track. The longer the destination track the more in°uence a freight train will have on the

trains running behind it on the destination track. This is precisely what is observed. As a

consequence, the SMD strategy will give the passenger trains more often the right of way.

In all the cases the performance of the SMD strategy was superior to other strategies.

Moreover, the di®erence in performance between the Follow strategy and that of the SMD

strategy grows when the length of the destination track increases. The reason for this is

that the order of the trains, that enter the destination track, plays a bigger role when

the destination track is longer. The SMD strategy takes this into consideration while the

Follow strategy does not.

Also the in°uence of the speed di®erences between the train types has been studied.

The larger the di®erence, the more important the order of the trains on the destination

track becomes and the more appealing the SMD strategy will be.

Finally, the in°uence of the track load has been analysed. If one track is busier than

other tracks, i.e. more trains arrive on a certain track in comparison to other tracks, then

the SMD model will prefer trains from the busier track above other trains. Stopping a
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train from a busier track will more likely a®ect the trains that will arrive later than is the

case with trains from other directions.

4.8 Conclusions

In this chapter we have applied the SMD strategy to the Fork2 junction. We have com-

pared the performance of the SMD strategy with that of the simple heuristics. In the

basic scenario, we have chosen some characteristics of the tracks and trains and looked

at the performance of the strategies. The SMD strategy turned out to perform very well,

outperforming all other strategies. By changing one of the characteristics of the basic

scenario at a time, we have tested the robustness of the performance of the SMD strategy.

In all cases, the SMD strategy proved to be superior to others.

The FCFS strategy has performed very poorly throughout all tests which has been

conducted in this chapter. While the P-F and the F-P strategies do perform better than

the FCFS, these strategies are no match for the SMD.

The performance of the Follow strategy is in most cases only a fraction lower than

that of the SMD strategy. The reason for this is that in most cases the decisions made

by both strategies are identical. Only in a small portion of situations, the SMD strategy

makes a di®erent decision. This small portion of decisions, however, leads to the overall

superiority of the SMD strategy. It is however not di±cult to think of the situations where

the performance of the Follow strategy will be poor. One may imagine that for example

increasing the number of arrival tracks and spreading out the trains through these tracks

will lead to the Follow strategy with performance close to that of the FCFS strategy. The

reason for this is that the probability of two trains arriving behind each other on the same

arrival track will be low and thus more switches between the tracks will be made on the

basis of FCFS principle.

As a ¯nal remark we would like to point out that the estimation of the externality

costs has an in°uence on the quality of the SMD strategy. The performance of the SMD

strategy can be even further enhanced by looking critically at these costs, however, as

this is not the subject of this research project we will leave these costs as is. We conclude

that the SMD strategy seems to perform very well within the Fork2 environment.





Chapter 5

Modelling a Bidirectional junction

In the previous chapters we have discussed the Semi-Markovian Decision approach and

explained how a ForkR junction can be modelled within the SMD setting. In this chapter

we will explain how the model can be extended to facilitate bidirectional tra±c. We will

refer to the junction involving the bidirectional tra±c as a Bidirectional junction.

Figure 5.1: Bidirectional junction where the central part is used in both directions

The Bidirectional junction typically consists of a number of arrival tracks, a destination

track and a number of sink tracks. The Bidirectional junction di®ers from the Fork

junction in that the destination track is used by trains in both directions. When a train

is on the bidirectional destination track, the track is blocked for the trains in the opposite

direction. The situation is illustrated in Figure 5.1.

To model this kind of junction the state space, as introduced in Chapter 3, is extended

with a new variablez. This new variable denotes the direction in which the bidirectional

track is being used. The inclusion of this new variable in°uences the transitions and the

costs.

We will start by discussing the physical di®erences of the two types of junctions. This

will be done in Section 5.1. Then in Section 5.2 we will address all the changes that should

be applied to the model in order to facilitate the bidirectional tra±c. In Section 5.3 the
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performance of the model will be compared to that of other strategies. The chapter will

be closed with conclusions.

5.1 Physical di®erences

At ¯rst glance there are two major di®erences when comparing the Bidirectional junction

with the Fork junction, namely, the bidirectional characteristics of the destination track

and the presence of a new type of tracks, the sink tracks. While the ¯rst di®erence does

result in a number of changes to the model, the second di®erence does not.

Modelling sink tracks does not have an added value to the model and will only increase

the state space. Instead, we will let the trains disappear from the model as soon as they

reach the end of the destination track. Depending on the direction of movement this can

be either the right or the left end of the destination track (see Figure 5.2).

Figure 5.2: The bidirectional junction where the sink tracks are omitted

Looking closely at this junction, one sees the resemblance with the ForkR junction

introduced in Chapter 3. In fact, we can model the bidirectional junction as the ForkR
junction by adding new features to the existing ForkR model. Figure 5.3 depicts the

bidirectional junction modelled as Fork2 junction with two types of tra±c. The LR tra±c

stands for tra±c that will use the bidirectional destination track in the direction left-to-

right whilst the RL tra±c uses it in the direction right to left. Of course, in the ForkR
representation of the bidirectional junction, all trains will be travelling from left to right

but it will be prohibited to allow LR tra±c and RL tra±c to use the destination track at

the same time.

Figure 5.4 pictures the situation with more than 2 arrival tracks. In the ¯gure, two

arrival tracks are used by LR tra±c and other two by RL tra±c.
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Figure 5.3: The bidirectional junction with two arrival tracks modeled as Fork 2 junction

Figure 5.4: The bidirectional junction, with two arrival tracks at every edge of the bidirectional

track, modeled as Fork4 junction

5.2 Model changes

As stated, the bidirectional junction will be modelled as a Fork junction. The bidirectional

characteristic of the destination track involves a number of changes to the original ForkR

model. These changes will be addressed here.

The changes to the model can be divided into the changes to the state space, the de-

cisions and the changes to the transitions. We will discuss these model elements together

with the unchanged ones in Sections 5.2.1 - 5.2.5. Furthermore, the bidirectional charac-

teristic of the destination track in°uences the state space reduction technique introduced

in Section 3.6. The discussion about this will be held in Section 5.2.6.
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5.2.1 States

In Chapter 3, the state space was characterized by a combination ofx and y variables.

The variable x provided the positions and the types of all trains in the system while

variable y denoted the train speeds.

In this chapter the state will be extended with a new variablez that indicates the

direction in which the trains at the bidirectional track, if any, are moving. The variable

z can have one of the following three values:

² 0 indicates that the bidirectional track is empty and thus is not being used in any

direction.

² 1 indicates that the bidirectional track is being used in the direction left to right.

² 2 indicates that the bidirectional track is being used in the direction right to left.

Note, that in the light of keeping the state space as compact as possible, the value

z = 0 can be omitted since the same information can be obtained from the vectorx0

(i.e. if vector x0 is a vector of zero's thenz must be 0 and thus the current value ofz can

be ignored). However, in order to simplify the discussion in this chapter we will make use

of all three values ofz.

The state space is now a combination of three variables and is denoted by (x; y; z).

5.2.2 Decisions

Unlike the case with the ForkR-junctions, the decision now depends on the state of the

destination track. If the destination track is occupied, then it is being used in a certain

direction. In that case, the trains from the opposite direction may not enter the destination

track.

Let A be the set of all possible decisions, that isA = f 0; 1; ¢ ¢ ¢; Rg where R is the

number of arrival tracks thenA LR ½ A is a subset ofA which contains only the decisions

that are valid when the destination track is used in the directionLR . Subsequently,

A RL ½ A is a subset with valid decisions when the direction of movement isRL . Note,

that both subsets include the decisiona = 0 since it is always valid to deny all trains

from entering the destination track. Figure 5.5 depicts all possible scenarios and the

corresponding decisions.

If the destination track is empty, then z = 0 and the decisiona is not bounded by the

tra±c on the destination track (Branch B in Figure 5.5). However, if there is at least one

train running on the destination track, then the track is being used in directionz. Now,
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Figure 5.5: Chart with possible decisions depending on the state of the bidirectional destina-

tion track

the trains from the opposite direction may not enter the destination track. So ifz = 1

then the decisiona is restricted by subsetA LR . Alternatively, if z = 2 then a is restricted

by a 2 A RL .

5.2.3 Time advance

As it was the case for ForkR junction, after the decision is made, the time is advanced with

¿(x; y; a) time units. This time is called the Jump Time and re°ects multiple processes

as is indicated in Section 2.2.3. And again, if the decision isa = 0, i.e. no train crosses

the junction, then the time advances with headwayh time units.

5.2.4 Transitions

In Chapter 3 we have introduced three phases for transitions:

1. The Destination track phase: Trains on the destination trackr = 0 change their

position.

2. The Junction crossing phase: The train that receives permission to cross the junc-

tion, crosses it and enters the destination track. Also the speed indicators of the

arrival tracks are updated.

3. The New arrivals phase: New trains arrive at the arrival tracks.
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The introduction of the new variablez changes only the junction crossing phase. The

other two phases remain unchanged.

The junction crossing phase changes since the train that enters the destination track

de¯nes the direction of movement on the destination track. The value ofz is completely

determined by the arrival track from which the train originated. If no train enters the

destination track then the z value is left unchanged. There are no changes to the way

the speed indicators of the arrival tracks react to the decision being made. The speed

indicators act according to the procedure described in Chapter 3.

The destination track phase is not changed, since the movement of the trains on the

destination track is not altered. The trains still move from the ¯rst block to the last and

the movement is coupled in the same manner as it has been discussed before (see Section

2.2.7).

5.2.5 Costs

Our goal is again to minimize the total traverse time of the trains. As has been explained

previously in Section 3.5 there are three cost components that together form the total

costs: The arrival track costs, the destination track costs and the train rejection costs.

The equations for these three components do not need to be changed and can be used

here as well.

5.2.6 State space reduction

The state space reduction for the ForkR junction, which has been discussed in Section 3.6,

involved omitting trains which have travelled a certain distance on the destination track.

The idea behind it was the fact that the trains which do not hinder trains behind them

can be omitted from the model without loss of information. The procedure involved a two

step approach. In the ¯rst step the trains were omitted from the destination track if these

do not hinder the trains running behind them at the destination track. In the second step

the remaining trains were examined. If these trains can not hinder even the fastest train

that may enter the destination track in the near future (that is after the minimal time

jump interval ¿), then these remaining trains may be omitted from the model as well.

As a result of the above state space reduction procedure, the state on the destination

track could be simpli¯ed to the state that the destination track becomes empty. This

practice will clearly lead to a loss of information in case of bidirectional case. Therefore,

the procedure of the state space reduction has to be changed: The idea is that the last

train on the track should never be omitted. Moreover, if the train is hindered by its
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predecessors, then these predecessors should remain part of the model as well. Therefore

the second step in the above procedure must not be carried out. In mathematical terms

the Equation 3.6.4 located on page 57 should be omitted.

5.3 Results

In order to study the structure of the SMD strategy and examine its performance, we will

keep things simple and consider the case of the bidirectional junction with only 2 arrival

tracks.

In Sections 5.3.2 and 5.3.3 the basic scenario will be de¯ned and the structure of the

corresponding SMD strategy will be studied.

In Section 5.3.4 the performance of the SMD strategy will be compared to that of

other strategies. To this end, we will use simulation again. The strategies that are

used for comparison have been introdued and de¯ned in Section 4.5. However, since the

destination track can now be blocked for trains in a certain direction, in Section 5.3.1 the

de¯nition of these strategies will need to be updated.

Next, in order to examine the robustness of the SMD model, in Section 5.3.5 a number

of variations of the basic scenario will be studied.

5.3.1 Strategies

In Chapter 3, we have compared the SMD strategy with the following strategies: FCFS,

P-F, F-P and Follow. Except for the latter, the strategies are expected to perform poorly

in the setting of the bidirectional junction. This is due to the fact that these strategies

do not account for the e±cient usage of the bidirectional destination track. The FCFS

strategy, for example, is expected to be the worst strategy since it will change the direction

of movement of the bidirectional track very frequently which will cut down on the available

capacity dramatically. The train type priority strategies (P-F and F-P) are expected to

perform somewhat better, but since these strategies ignore the situation on the destination

track, the strategies will be far from optimal. This is typically the case when same type of

trains are found on both sides of the destination track. The train type priority strategies

will then give priority to a train according to the FCFS principle.

In this chapter we will introduce modi¯ed versions of the P-F and F-P strategies. We

will call these new strategies P-F-Follow and F-P-Follow respectively. The two strategies

also give priority to one train type above the other but will act di®erently when two trains

of the same type compete for the right to enter the bidirectional track. In this case, the
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decision will be to authorize a train using the Follow principle. These new strategies are

expected to perform much better than their `standard' counterparts.

The Follow strategy has proved to perform very well in the setting of the Fork2 junc-

tion. This strategy implicitly tries to minimize the number of changes in the movement

direction and thus is expected to do well in the setting of the bidirectional track. We

introduce two new strategies (Follow-P-F and Follow-F-P) that in a number of cases will

di®er from the Follow strategy. The nature of these cases is however very speci¯c so that

the di®erences between these strategies are expected to be small. Yet, it is interesting to

investigate whether a better version of the Follow strategy can be constructed.

Let us de¯ne these new strategies along with the already introduced strategies for the

case of the bidirectional junction:

FCFS This strategy will give the priority to the train which has arrived at the junction

¯rst, regardless of the situation on the destination track. If the destination track

turns out to be blocked for this train (since it is being used in an opposite direction),

no train will be allowed to enter the destination track until it is cleared of trains.

Only then, the previously chosen train enters the destination track.

P-F This strategy will give the priority to the passenger train above the freight train,

regardless of the situation on the destination track. If two trains of the same type

are found at each side of the destination track, then the FCFS strategy is used.

Again, if the destination track is blocked for the train that is chosen to enter the

destination track ¯rst, then no trains are allowed to enter the destination track until

it is cleared of trains. Only then, the previously chosen train enters the destination

track.

F-P See, strategy P-F, but now the freight train is chosen above the passenger train.

Follow The follow strategy needs some explanation. In the ¯rst place the strategy implies

to process trains from a certain direction until that direction is exhausted. Then

the attention is moved to trains from another direction. If at some point in time,

all arrival tracks are exhausted, then the ¯rst next arrival for which the destination

track is not blocked will get the right of way. If the destination track is not blocked

(i.e. no trains are found on it) and there are trains at both sides of the destination

track, then the priority is given to the ¯rst arrival.

Follow-P-F This is in essence the Follow strategy. However, whenever there are trains

on both arrival tracks while the destination track is empty, the decision will be based
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on the P-F strategy (and not on the FCFS strategy as is the case with plain Follow

strategy).

Follow-F-P same as Follow-P-F strategy but now the freight trains are prioritized above

the passenger trains.

P-F-Follow This is in essence the P-F strategy. However, whenever the two trains on

both sides of the destination track are of the same type, the decision will be based

on the Follow strategy (and not on the FCFS strategy as is the case with plain P-F

strategy).

F-P-Follow same as P-F-Follow strategy but now the freight trains are prioritized above

the passenger trains.

5.3.2 Basic scenario

Unlike the Fork junction, which has been described in an earlier chapter, the capacity

of the bidirectional junction, i.e. the number of the trains that can be processed in a

certain amount of time, strongly depends on the length of the destination track. When

the destination track is used in a certain direction, then the track is blocked for trains

from other directions. The longer the destination track, the longer the blocking period.

As a result of this, the bidirectional junction will in general have a lower capacity than the

ForkR junction. Therefore, in the basic scenario which we introduce, less trains will arrive

per our (10 instead of 12 which was the case with ForkR junction) and the length of the

destination track is reduced from 12 km to 8 km. Table 5.1 summarizes the characteristics

of the basic scenario.

Characteristics P F

Speed (km/hr) 120 80

Approach time1 (sec) 180 270

Acceleration time loss2 (sec) 25 75

Arrival rate (per hour) 62
3 31

3

Table 5.1: Characteristics of the trains in the basic scenario of the bidirectional junction

1Recall that the approach time denoted the time that the trains need to cross the junction from the

moment they entered the arrival track without being delayed by other trains.
2Recall that the acceleration time loss denoted the extra time that the trains lose when delayed at the

arrival track above the time that the trains wait until the junction is available to them.



94 CHAPTER 5. MODELLING A BIDIRECTIONAL JUNCTION

Note, that except for the number of trains per hour, all characteristics are unchanged

when compared to Table 4.1 in Chapter 4. The ratio between the number of passenger

trains and the number of freight trains is also unchanged and equals 2 to 1.

5.3.3 SMD strategy of the basic scenario

To understand the SMD strategy we will examine the SMD decision matrix. How this

matrix is constructed and how it should be read has already been explained in Section

4.3. However, due to the extra variable (direction variablez), the matrix will now be

more complex. Therefore, the optimal strategy will be presented in three matrices. The

¯rst one (Table 5.2) is constructed for the situation with direction variablez = 0, the

second one (Table 5.3) forz = 1 and the third one (Table 5.4) is for the situation z = 2.

Tables 5.3 and 5.4 learn us that the SMD strategy will keep processing trains from a

certain direction until all trains are processed. However, if the destination track is empty

(Table 5.2), then the strategy is more complicated and depends on the type of trains at

the arrival tracks and their speed. A number of conclusions:

² A moving freight train is prioritized above a moving passenger train. This way the

high acceleration time loss is avoided.

² A moving train is prioritized above a stopped train. Again, this avoids additional

acceleration time loss.

² Two trains on a track are always prioritized above 1 train on a track. The reason for

this is that delaying two trains is more damaging than delaying one train. Moreover,

the probability that a new arrival is lost is also lower.

² When two trains are located on each of the arrival tracks, then the moving train

is prioritized above the stopped train to avoid extra acceleration time loss and

minimize the probability that new arrivals be lost.

² A con°ict between two moving passenger trains on one arrival track and a moving

passenger train and a freight train on the other track (regardless of their order) is

always resolved in the favour of the trains on the track containing a freight train.

² A con°ict between two moving freight trains on one track and two moving trains

on the other track is always resolved in the favour of the two freight trains.

² A con°ict between a moving passenger train followed by a freight train on one track

and a moving freight train followed by a passenger train on another track is resolved

by giving the freight train the right of way.
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The SMD strategy thus seems to be a very intuitive strategy giving the right of way

to a track based on the train types and the speeds of the trains on the arrival tracks.

Then, the trains on that track are processed until no trains are left on that track. Then

if the destination track is empty, the arrival track to process next is chosen based on the

types and speeds of the trains on both arrival tracks. If however the destination track is

not yet empty but new trains arrive which can enter the destination track without delay,

then these trains are processed ¯rst.

x1

x2 y1 y2 - P P P F P F P F F F
- 0 0 0 1 1 1 1 1 1
- 1 0 0 1 1 1 1 1 1
- 0 1 0 1 1 1 1 1 1
- 1 1 0 1 1 1 1 1 1
P 0 0 2 1 1 1 2 1 1
P 1 0 2 1 1 1 1 1 1
P 0 1 2 2 1 1 2 1 1
P 1 1 2 1 1 1 1 1 1
P P 0 0 2 2 1 1 2 2 2
P P 1 0 2 2 1 1 2 1 1
P P 0 1 2 2 2 2 2 2 2
P P 1 1 2 2 1 1 2 1 1
F P 0 0 2 2 2 1 2 2 2
F P 1 0 2 2 1 1 2 1 1
F P 0 1 2 2 2 2 2 2 2
F P 1 1 2 2 2 1 2 1 1
F 0 0 2 1 1 1 1 1 1
F 1 0 2 1 1 1 1 1 1
F 0 1 2 2 1 1 2 1 1
F 1 1 2 2 1 1 1 1 1
P F 0 0 2 2 1 1 2 1 1
P F 1 0 2 2 1 1 2 1 1
P F 0 1 2 2 2 2 2 2 2
P F 1 1 2 2 2 2 2 1 1
F F 0 0 2 2 1 1 2 2 1
F F 1 0 2 2 1 1 2 1 1
F F 0 1 2 2 2 2 2 2 2
F F 1 1 2 2 2 2 2 2 1

Table 5.2: SMD decision matrix of the basic scenario whenz = 0. For each combination
of (x1; x2; y1; y2) a decision is given. 1 indicates that a train from arrival track 1
receives permission to cross the junction. 2 indicating that a train from arrival
track 2 may proceed.
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5.3.4 Results of the basic scenario

Now it is time to compare the performance of the SMD strategy with that of other

strategies through simulation. Table 5.5 summarizes the results of the basic scenario.

The FCFS strategy is not able to route the trains through the bidirectional junction.

Under the FCFS strategy the direction of the junction is switched too often, decreasing

the available capacity dramatically and results in ever growing queues on both sides of

the junction.

On the other hand, the behaviour for the rest of the strategies is stable, which indicates

that these strategies can cope with the bidirectional junction for the current junction loads.

However the di®erences in performance for these strategies are substantial. Prioritizing

the freight trains above the passenger trains (F-P strategy) turns out to be a very poor

strategy. The delays of the passenger trains are exceptionally high compared to other

strategies which results in the very high mean delays. By reversing the priority and

giving passenger trains the right of way above the freight trains (P-F strategy) the mean

delays of trains are cut almost by a half. This is due to the fact that the delays of the

passenger trains in the latter case are decreased by 17 minutes while the increase in delays

of the freight trains is only 40 seconds.

Discipline P F Mean

SMD 364 328 352

Follow 396 368 386

Follow-P-F 391 378 387

Follow-F-P 401 360 387

P-F-Follow 409 727 515

F-P-Follow 527 307 454

P-F 600 1139 779

F-P 1626 1098 1450

FCFS 1 1 1

Table 5.5: Mean delays in seconds of the basic scenario

An interesting result gives us the combination of the train type priority strategies with

the Follow strategy. The di®erence between the P-F strategy and the P-F-Follow strategy

arises in cases where on both sides of the destination track the same type of trains are

willing to enter the track. While the former strategy will treat these trains via the FCFS

rule, the latter strategy will use the Follow principle. This reduces the delays signi¯cantly
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since there are far less direction switchings of the destination track. Curiously enough,

the F-P-Follow strategy performs now better than the P-F-Follow strategy while this

was exactly the opposite in case of the F-P and the P-F strategies. This result is due

to the fact that the F-P-Follow strategy tries to minimize both the number of direction

switchings and the acceleration time loss of the freight trains.

The Follow strategy cuts back the delays even further. The mean delays are only a half

of the delays found at the P-F strategy. This is due to the fact that the destination track

is being used in a very e±cient way by minimizing the number of direction switches. The

Follow-P-F and the Follow-F-P strategies do not perform better than the Follow strategy.

A few cases where the strategies di®er from each other do not cause any signi¯cant

di®erences in performance.

The di®erence between the Follow strategy and the SMD strategy is still substantial.

The SMD strategy cuts down the delays by 9 percent. The di®erence between the two

strategies occurs when the destination track becomes empty. In this case, there are two

possibilities:

² the arrival track which has been served latest is still empty

² the arrival track which has been served latest is occupied again

In the ¯rst case, the Follow strategy will choose according to the FCFS principle among

the occupied arrival tracks while in the latter case, the same track will be `served'. On

the other hand, The SMD strategy takes the decision based on the current situation on

the arrival tracks.

5.3.5 Variations of the basic scenario

The SMD strategy performed very well for the case of the basic scenario. In this section

we will examine whether the performance changes when tested in di®erent settings. We

will start by studying the case where the system load is increased, i.e. the number of

trains arriving per hour is increased. This will be done in Section 5.3.5.1. Then, the ratio

between the passenger trains and the freight trains will be changed in Section 5.3.5.2.

As the length of the destination track changes the time that the junction can be blocked

for a certain direction, changing this length should have consequences for the di®erent

strategies. This will be investigated in Section 5.3.5.3. Next, in Section 5.3.5.4 a number

of di®erent conclusions of other tests are summarized.
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5.3.5.1 System load

The load of the system has a direct in°uence on the available capacity of the junction.

Figure 5.6 depicts how di®erent strategies perform at various system load rates.

Figure 5.6: In°uence of the system load on the mean delay

It is clear that the FCFS strategy has a growing di±culty with processing the trains

when the system load is risen. The delays of trains rise exponentially and already at

the load of 9 trains per hour, the strategy can not cope with the train °ow anymore.

The strategies F-P and P-F can handle higher loads but eventually fail in processing the

trains. The di®erence between the SMD and the Follow strategy grows when the system

load increases. In Figure 5.7 we can see that at the load of 12 trains per hour, the delays

of the SMD strategy are 10% lower than that of the Follow strategy. In the ¯gure the

strategies Follow, Follow-P-F and Follow-F-P are denoted as Follow(-x-x) since the three

strategies have similar performance.
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Figure 5.7: Relative performance of di®erent strategies at increasing system load

5.3.5.2 The passenger-freight train ratio

The passenger-freight train ratio is the ratio between the number of passenger and the

number of freight trains. We indicate this ratio by P:F (e.g. 7:3 indicates that on average

7 passenger trains and 3 freight trains arrive per hour). Figure 5.8 depicts the in°uence

of this ratio on the mean delays.

The results of the FCFS strategy is omitted since it is unstable for the system load 10

trains per hour, regardless of the P:F ratio. One of the things that draws our attention in

the ¯gure, is that the F-P strategy is the only one that performs better as the percentage

of freight trains increases. This is true since less passenger trains su®er from this strategy:

On the one hand, there are less passenger trains which are stopped in favour of the freight

trains and on the other hand less passenger trains get stuck behind the freight trains on

the destination track.

The di®erence between the P-F-Follow strategy and the F-P-Follow strategy decreases

when more passenger trains are found in the system. In this case, giving freight trains

the right of way becomes gradually more unattractive.

The mean delays of both the Follow and SMD strategy increase when the percentage

of freight trains increases. But at all ratio's, the SMD strategy performs signi¯cantly

better than the Follow strategy.



5.3. RESULTS 101

Figure 5.8: Performance of di®erent strategies at di®erent P:F ratio

5.3.5.3 Length of the destination track

The length of the bidirectional destination track has a huge in°uence on the junction

capacity. Figure 5.9 shows how di®erent strategies perform when the destination track is

4, 8 or 12 km long.

Figure 5.9: In°uence of the length of the destination track on the mean delay
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The FCFS strategy can only manage trains when the destination track is 4 km long.

When the length of the track is risen to 8 km then the queues begin to pile up resulting in

ever growing train delays. Although the F-P and P-F strategies can manage a longer track

length, their performance is very poor. Combining these train type priority strategies with

the Follow strategy does result in a better performance, yet this performance is still poor

in comparison to the Follow and the SMD strategies. The Follow family of strategies does

almost optimal when the destination track is only 4 km long but the di®erence with the

SMD strategy grows when the track gets longer.

5.3.5.4 Other results

Among the other tests that we have studied are the tests involving the in°uence of the

acceleration time loss of the freight trains. As expected, the higher the value of the

acceleration time loss the more important it becomes to keep the freight trains moving.

The SMD strategy adapts itself and as a result keeps performing very well.

Shortening the headway between trains enables trains to run closer to each other. As

a result more trains can cross the junction within the same time interval. Also in this

case the performance of the SMD strategy is good.

When it comes to situations where trains have di®erent priorities, the true added value

of the SMD strategy becomes evident. The SMD strategy is the only strategy that gives

priority to prioritised trains without delaying other trains much. It does so by prioritizing

the trains only when it is not that damaging to others rather than giving blindly the full

priority.

Finally, when changing the load of the arrival tracks and thus making one arrival

track busier than the other track, the SMD strategy adapts accordingly giving a train

from a busier track more priority than to the tra±c coming from the other track. As a

consequence, the results of the strategy remain good.

5.4 Conclusions

In this chapter the SMD model has been extended to incorporate junctions involving bidi-

rectional tra±c. It has been shown that with minor changes the existing description can

be extended to facilitate this new type of junctions. For a basic scenario involving two

type of trains and two arrival tracks, the SMD strategy is quite intuitive. The strategy

showed good performance too. While the di®erence between the Follow strategy and the

SMD strategy was small for the case of the Fork2 junction, the delays of the SMD strategy

turn out to be around 10% less in case of the basic scenario of the bidirectional junction.
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Moreover this di®erence tends to grow when the situation around the bidirectional junc-

tion grows in complexity, e.g. when the number of arriving trains grows or when the length

of the destination track is increased.





Chapter 6

The SMD track speed model

In the SMD model a number of modelling choices were made. One of these choices involved

the modelling of the destination track. It has been decided to model the track in a fairly

detailed way. This detailed way of modelling lead to a large state space description which

needed to be reduced by the state space reduction technique introduced in Section 3.6.

Moreover, the model raised an issue involving a con°ict between the headway concept

and the block lengths on the destination track.

In this chapter we discuss a di®erent way to model the destination track which will

resolve these issues and thus, in a sense, will be an enhancement for the original model. We

start by discussing in Section 6.1 the reasons for this alternative approach. The changes

to the model are discussed in Section 6.2. We then elaborate on the model complexity in

Section 6.3 and present the results of the new model in Section 6.4. The chapter will be

closed with conclusions.

6.1 Reasons for an alternative approach

In previous chapters we have introduced the SMD model and applied it to the ForkR and

bidirectional junctions. The model proved to have good results but at the same time

su®ered from the state description, which tends to lead to a large state space, and from

the con°ict between the concept of headway and the block lengths on the destination

track. The latter issue has been discussed in detail in Sections 2.2.4 and 2.2.6. The

con°ict has been settled by respecting the headway time at the entrance and departure

from the tracks and by allowing for violations of this rule in between.

The second issue, the state space ine±ciency in the SMD model, is induced by the

way the destination track is modelled. Since each block of the destination track can be

occupied by a train of types or be empty, the total number of possible states is (S + 1) n
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where S is the number of train types andn is the number of blocks at the destination

track. To tackle this issue, in Section 3.6 a state space reduction technique has been

introduced which works well for short destination tracks and a small number of train

types. However, in case of a large number of train types visiting a long destination track

the technique will still result in a large state space; The state space reduction technique

consists of two steps. In the ¯rst step, it is calculated whether a train on the destination

track forms a hindrance to the trains behind it. The train is removed if no other train

su®ers from this train. Then in the second step the remaining trains are inspected. If

these trains can not hinder any train that may enter the track next, then these trains may

be removed from the description too. From the above one easily can construct a number

of examples where the reduction technique will be unable to simplify the states: A slow

train on the last block followed by any mix of faster trains behind it will not be simpli¯ed.

A long destination track with a large number of trains on it will in this case result in a

large number of states which can not be simpli¯ed.

Moreover, in case of the bidirectional junction, only the ¯rst step of the reduction

technique may be applied. The second step will result in a loss of information and thus

may not be executed. This will lead to less states being reduced.

Another ine±ciency as a result of the destination track being modelled as a number

of blocks comes from the modelling of continuous train movements within the discretized

environment. Since the trains are running with di®erent speeds, the number of blocks they

cross within some time¿ can be non-integer. This is modelled by means of probabilities.

This way, one state of the destination track will often lead to more than one new states.

This number is positively correlated with the number of train types.

In this chapter we introduce a new way of modelling for the destination track. This

new approach does not su®er from the above disadvantages. The state transition of the

destination track will lead to only one possible new state depending on the decision being

taken. Moreover, the number of possible states of the destination track is limited. In the

worst case, this number can exceed the number of states of the SMD model but in most

of the cases this number is much lower. Moreover, by aggregating states, this number can

be reduced even further. The aggregation process is straightforward and intuitive which

is not the case with the state space reduction technique of the SMD model.

Furthermore, in the new model, the description of the destination track will respect

the headway concept at all times and not only at the entrance and departure from the

tracks.
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6.2 Modelling changes

In the new model, the destination track will be modelled in a di®erent way. Instead of

keeping track of the location of the trains and their speed, the so-called track speed will

be monitored. We will explain this new concept in Section 6.2.1. This new concept will

change the way the state space is de¯ned. In Section 6.2.2 we will elaborate on this.

The change in state space leads to the change in the transition process. This is discussed

in Section 6.2.3 after which the changes to the calculation of the costs are explained in

Section 6.2.4.

6.2.1 TrackSpeed variable ts

The key aspect of our new model is the completely new modelling of the destination track.

Previously, the state of the destination track was described by the variablex0 which holds

information about the position of every train on the destination track. This information

is then used by a train which enters the destination track when computing its stay time

there. The trains can not overtake each other and need to respect the minimal headway

time upon departing from the track. The idea is that the departure time of the train

depends on the departure time of its predecessor. But since this is the case, then one

may consider monitoring the departure time of the last train instead of keeping track of

all the trains on the destination track. Alternatively, one may monitor the speed of the

last train. The latter option gets the preference since it will result in a strategy which is

easier to comprehend, as we will see in this chapter.

So, in this chapter we introduce a notion of track speed. Instead of keeping track of

the train types that are found on the destination track along with their positions on it,

we keep track of the speed of the `°ow' at the destination track. This speed depends on

the trains running on the destination track and thus depends on the previous decisions

that have been made. We will call this speed theTrack Speed.

The idea behind this is that keeping track of theTrack Speed, if done correctly, gives

as much information as keeping track of train types and their exact position on the

destination track. The major advantage of using track speeds instead, is the signi¯cant

cut down on the size of the problem, particularly for longer destination tracks and/or a

larger number of train types.

Before moving on to the formal de¯nitions and equations, let us ¯rst think of what

values this variable should have and how these values should evolve in time in order to

mimic the underlying continuous train movement.

First of all, the variable should give information about the potential speed of the next
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Figure 6.1: Illustration of the track speedconcept

arriving train to the destination track, so if the destination track is empty this variable

should not be restrictive to the next arriving train. Thus, the default value ofts should

be su±ciently high. We will set this default ts value to the speed of the fastest train type.

Next, the lowest value of thets should correspond to the situation where the slowest

train type is found on the ¯rst block of the destination track and should be equal to the

speed of that train type.

Finally, the following two correlations should exist: the more distance the trains have

traversed on the destination track, the higher thets value. And on the other hand, the

longer the time jump, the higher thets value, since the previous decision has a lower

in°uence on the next one.

6.2.2 Changes to the state space

In Chapter 3 we have de¯ned the state space by vectorsx and y. The situation on the

destination track was de¯ned by vectorx0 which denoted the types and positions of every

train on the destination track. In the new formulation, introduced in this chapter, the

state space will be denoted by (x; y; ts) where x is a vector (x1; ¢ ¢ ¢; xR) and thus does

not include x0 any more.

6.2.3 Changes to transitions

The introduction of the new variable ts has a large in°uence on the transitions. Also,

the computation of the new valuets which depends on several factors needs a special

attention. The transition process can be divided into the following three phases:

1. The junction crossing phase: First of all, the train that received permission to cross

the junction, leaves the arrival track and crosses the junction. The speed indicators

of the arrival tracks are updated. Next,
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2. The Track speed update phase: Given the train type, the time jump and the current

track speed, the new track speed value is calculated. And ¯nally,

3. The new arrivals phase: new trains arrive at the arrival tracks. This phase is the

same as in the SMD model of Chapter 3 and thus will not be explained in this

chapter.

6.2.3.1 The junction crossing phase

Since no train movement on the destination track needs to be monitored, the junction

crossing phase becomes the ¯rst phase of the transition. The authorized train is removed

from the ¯rst position of its arrival track. The only di®erence with the SMD model is

that the train is not placed on the destination track. If no train is authorized to enter the

destination track (decisiona = 0) then no train leaves the arrival tracks.

The speed indicator of the arrival tracks changes in the same manner as has been

previously explained in section 3.4.2.

6.2.3.2 The Track speed update phase

Given the current state (x; y; ts) and the decisiona the time is advanced with¿(x; y; ts).

If decisiona = 0 then ¿(x; y; ts) = h the minimal headway time.

Let us ¯rst consider the simplest case where decisiona = 0. No train enters the

destination track. The trains (if any) that are on the destination track move to a new

block. In our formulation this means that the value of the track speed will rise (or stay

as is, in case of an empty track or trains being too far to hinder others). Now, given

the current value of ts, the last train on the destination track will leave that track after

t = l
ts ¢3600 seconds wherel is the length of the destination track in kilometres. Since

no train enters the destination track, the time advances withh seconds so that the time

until the last train leaves the track becomest ¡ h. Now there can be two possibilities:

t ¡ h · 0 or t ¡ h > 0. If the former possibility is the case, then we know that the

trains on the destination track, if any, will never be able to hinder any future train since

the future train can enter the destination track no sooner than afterh seconds (minimal

time to next decision). So the new track speed value will be the default track speed value

¿default , i.e. the speed of the fastest train. Whent ¡ h > 0 then there are still trains

on the destination track which can hinder next arrivals. The new track speed will then

increase to l
t ¡ h ¢3600. However, the value oftsnew should be bounded bytsdefault to limit

the number of di®erent track speed values.

Summarizing, if the decision isa = 0 then the new track speed value is equal to
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tsnew =

8
<

:
min (tsdefault ; l

t ¡ h ¢3600) if t ¡ h ¸ 0

tsdefault if t ¡ h < 0
(6.2.1)

The computation of the new ts value becomes more complicated when decisiona

involves a train that is authorized to enter the destination track. To calculate the new

track speed value, we ¯rst need to calculate the time this train will leave the destination

track, which depends on the speed of the train and on the track speed.

Let us denote the desired speed of the train which is authorized to enter the destination

track by sp. Then the train will traverse the destination track in tdesired seconds where

tdesired =
l

sp
¢3600 (6.2.2)

On the other hand, the track speed ists which means that the trains on the destination

track will leave the track in t f low = l
ts ¢3600 seconds. Since the authorized train will enter

the destination track only after ¿(x; y; ts) seconds,t f low becomes

t f low =
l
ts

¢3600¡ ¿(x; y; ts) (6.2.3)

The authorized train can then leave the destination track at time:

t = max(tdesired ; t f low + h¤) (6.2.4)

The new ts value is then set to

tsnew =
l
t

¢3600 (6.2.5)

The h¤ within equation (6.2.4) can refer to the minimal headway which separates

trains in time. However, in our case, we will set the value ofh¤ in such a way as to mimic

the departure process of the SMD model of the previous chapters. When examining the

behaviour of trains at the destination track in case of the SMD model, one can see that

whenever the slow train has left the track, all information about the train is lost. A faster

train which run directly behind the slow train is now the ¯rst train at the track and will

run with maximal speed the last part of the track. To mimic this behaviour and make

results of the SMDts model as close as possible to the SMD model, we will set the value of
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h¤ to the time the train will run the last block of the destination track if it were the ¯rst

train on the track. So h¤ = bl
sp ¢3600 wherebl is the length of one block of the destination

track and sp the desired speed of the train, so in this caseh¤ will depend on the type of

the train which is authorised to cross the junction.

Finally, consider the case where the train, that enters the destination track, leaves the

track somewhere halfway through it. Since the track speed is an indicator for the speed

of the `°ow' on the whole track, such a train should have only a limited in°uence on the

track speed. Therefore, in the Equation 6.2.2 one should consider the desired speed of

the train sp only for a distanced that the train will spend on the track and applying the

maximal track speed value, which istsdefault on the rest of the track. The Equation 6.2.2

changes to

tdesired =
d
sp

¢3600 +
l ¡ d

tsdefault
¢3600 (6.2.6)

Of course, by modelling in this way, the actual situation is simpli¯ed, since the single

variable ts indicates that the speed of the °ow is constant on the whole track while the

°ow can be slower at the beginning of the track than on the end of it. In order to

incorporate this, one could use multiple track speeds, each representing the speed of the

°ow on a portion of the track. In this chapter we would like to keep things simple and

will not consider multiple track speeds. In Chapter 9 it is discussed how the model can

be extended.

6.2.4 Changes to costs

Our goal is again to minimize the total traverse time in the system. As has been explained

previously in Section 3.5 there are three cost components that together form the total

costs. These are the arrival track costs, the destination track costs and the train rejection

costs. The arrival track costs refer to the stay times of the trains on the arrival tracks.

Since there are no changes to the arrival tracks, the computation of these costs is not

altered. The destination track costs are replaced by the track speed costscts which are

computed in the following way.

Every time a train makes a transition from the arrival track to the destination track

the total stay time of the train on the destination track is calculated. The stay time

depends on the track speedts and on the speedsp of the train which is authorised to

enter the track. Let us denote the distance the train will cross on the destination track

by d. Let us further denote the time the last train on the track, if any, will leave the track

by t f low . This value can be computed also for the situation where no train is on the track
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since the computation involves the track speed value which will be equal totsdefault in

case of an empty track. Thet f low is calculated in the following way:

t f low =
d
ts

¢3600 (6.2.7)

Note, that t f low is calculated over the distanced which thus indicates the time the

`°ow' crosses the ¯rstd kilometres of the track. The train that crosses the junction, will

cross the same distance intdesired seconds, where

tdesired =
d
sp

¢3600 (6.2.8)

The track speed costs are then:

cts = max(t f low ¡ ¿(x; y; ts) + h¤; tdesired ) (6.2.9)

6.3 Computational complexity

The computational complexity is determined by the number of states, the number of

transitions per state, the number of possible decisions and the convergence rate of the

iteration process.

The state space of the track speed model is de¯ned either by the triple (x; y; ts) or in

case of the bidirectional destination track by (x; y; z; ts). The variable x holds information

about the situation on each of the arrival tracks. The number of possible states of variable

x depends on the number of arrival tracksR, the number of train types Sr that make

use of each of these tracks and the maximum capacity of these tracksnr . Since all

arrival tracks are modelled as queues, the number of states of variablexr is equal to

1 + Sr + Sr
2 + ¢ ¢ ¢+ Sn r = Sr

n r +1 ¡ 1
Sr ¡ 1 .

The variabley depends on the number of speed indicatorsJ and the number of arrival

tracks R which accounts forJ R states. Variablez is a binary variable and thus has two

states. Let further T represent the number of di®erent value ofts. Then, the total number

of states is equal to 2¢T ¢
Q

r
Sr

n r +1 ¡ 1
Sr ¡ 1 ¢J R .

The number of transitions does no longer depend on the number of transitions on the

destination track and is only determined by the arrival processHP .

In the remainder of this section we will show how the di®erent values of track speeds

are found to get some feeling about the order of magnitude of this variable. The following

steps are executed in order to compute all possible values of the track speed variable.
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1) Initialization of list L : For every possible decisiona we store the value of the train

type s which is authorized to cross the junction together with the corresponding

time jump ¿. Note, that s can also be 0 which indicates that no train is authorized.

This information is stored in list L .

2) De¯nition of recursive function: De¯ne function F indSpeeds(ts) which for a given

track speedts calculates all possible new track speeds. The working of the function

is as follows: Consider all possible combinations (s; ¿) of list L and let train type s

enter the destination track. The track speed changes tots0. If ts0 is not within the

list TS, add speedts0 to the list1 and call function F indSpeeds(ts0).

3) Start of recursion: Start with an empty destination track. The current track speed

is then the default track speedts = default. Initialize the array of found track speeds

to TS = f tsg. Call now function F indSpeeds(ts).

4) Aggregation step: Aggregate all speeds of arrayTS which di®er by at mostd km/hr

from each other, whered is a prede¯ned parameter. This step is executed in the

following way: Sort the list TS. Consider the ¯rst value (the lowest track speed)

and ¯nd all values which fall within the range ofd km/hr. Take the average of these

values and include this averaged value in the aggregated setAS. Now, proceed

from the ¯rst element of setTS which fell outside the ranged and repeat the same

procedure until all elements of setTS have been processed.

In theory, the recursive functionF indSpeeds() can result in a large number of di®erent

track speeds. In fact, the number of track speeds will be at mostdspf ¡ sps

² e wherespf is

the speed of the fastest train type on the destination track,sps is the speed of the slowest

train on the destination track and ² being a prede¯ned value of 0.1 km/hour. In practice

though, a lot of these speeds will be equal or almost equal to each other. Moreover, by

aggregating the speeds in step 4, we limit the number of di®erent speeds even further to

dspf ¡ sps

d e whered represents the range in km/hour within which the speeds are said to be

equal.

1To limit the size of the list T S and rule out any round-up errors, we consider speeds within the range

of ² = 0.1 km/hour to be equal. Thus, ts0 is added to the list TS only if there are no speeds in the list

within the range of ².
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6.4 Results

The strategy of the SMDts model will be referred to as the SMDts strategy. First of all

we will examine the structure of the SMDts decisions and compare this structure to that

of the SMD model of Chapter 3. This will be done in Section 6.4.1. Then in Section 6.4.2

we will show the performance di®erences between the SMD and the SMDts for a number

of scenarios.

6.4.1 Structure of the SMD ts strategy

Let us consider the same basic scenario that has been studied in Section 4.3. The des-

tination track consists of 3 blocks and the two train types that are considered have the

following characteristics:

Characteristics P F

Speed (km/hr) 120 80

Approach time (sec) 180 270

Acceleration time loss (sec) 25 75

Arrival rate (per hour) 8 4

Table 6.1: Characteristics of the trains in the basic scenario

This information, in combination with equations (6.2.1) and (6.2.5) gives us the fol-

lowing set of possible track speeds: 80, 87, 94, 101, 109, 116 and 120 km/hr.

Table 6.3 shows the SMDts decision matrix which provides information about the

SMDts strategy for every possible state. The explanation about how to read this matrix

and how it is constructed is given in Section 4.3. The di®erence now, is that the values

within the matrix re°ect the track speeds. These values should be read as following:

Take decisiona = 1 if the track speed is less or equal to the value found in the matrix.

Otherwise, take decisiona = 2

In Table 6.2 a number of examples with the corresponding interpretation is given.
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Value Interpretation
0 Decision is always 2
80 Decision is 1 if trackspeed = 80 and 2 otherwise
94 Decision is 1 if trackspeed· 94 and 2 otherwise
120 Decision is always 1 (sincetsdefault = 120)
- Both arrival tracks are empty. Decision is 0

Table 6.2: Interpretation of the values in the decision matrix of the SMDts strategy for the
basic scenario

x1

x2 y1 y2 - P P P F P F P F F F
- 0 0 0 120 120 120 120 120 120
- 1 0 0 120 120 120 120 120 120
- 0 1 0 120 120 120 120 120 120
- 1 1 0 120 120 120 120 120 120
P 0 0 0 120 120 0 0 0 0
P 1 0 0 120 120 120 120 120 120
P 0 1 0 0 0 0 0 0 0
P 1 1 0 120 120 80 120 120 120
P P 0 0 0 0 120 0 0 0 0
P P 1 0 0 120 120 0 101 120 120
P P 0 1 0 0 0 0 0 0 0
P P 1 1 0 0 120 0 80 109 80
F P 0 0 0 120 120 120 0 0 0
F P 1 0 0 120 120 120 120 120 120
F P 0 1 0 0 120 0 0 0 0
F P 1 1 0 116 120 120 94 120 120
F 0 0 0 120 120 120 120 120 120
F 1 0 0 120 120 120 120 120 120
F 0 1 0 0 94 0 0 0 0
F 1 1 0 0 116 101 120 120 120
P F 0 0 0 120 120 120 0 120 0
P F 1 0 0 120 120 120 120 120 120
P F 0 1 0 0 0 0 0 0 0
P F 1 1 0 0 87 0 0 120 0
F F 0 0 0 120 120 120 0 120 120
F F 1 0 0 120 120 120 120 120 120
F F 0 1 0 0 0 0 0 0 0
F F 1 1 0 0 116 0 0 120 120

Table 6.3: SMDts decision matrix of the basic scenario. For each combination of (x1; x2; y1; y2)
an upper bound for the value of the track speed (in km/hr) is given for which it
holds that according to the SMD rule a train from arrival track 1 should cross the
junction ¯rst. I.e. Take decision a = 1 if the track speed is less or equal to the value
found in the matrix. Otherwise, take decision a = 2
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Let us compare these decisions with the SMD decisions for the same scenario that can
be found in table 4.3 (Section 4.3). A close examination of these strategies reveals that
there are only a few di®erences. These di®erences are presented in table 6.4.

State SMD Decision SMDts Decision

x1 x2 y1 y2

F P P 0 0 a = 2 unless x0= (F - -) a = 2 always

F P P 1 1 a = 2 unless x0= (F - -) , (P F -) a = 1 if ts · 80

F P P P 1 0 a = 2 unless x0= (F - -) a = 2 always

F P P 1 0 a = 2 unless x0= (F - -) , a = 1 if ts · 94

(P F -) , (P P F)

F F P P 1 0 a = 2 unless x0= (F - -) , a = 1 always

(P F -) , (P P F)

F P P 1 1 a = 2 unless x0= (F - -) a = 1 if ts · 80

P F P P 1 1 a = 2 unless x0= (F - -) , a = 1 if ts · 101

(P F -) , (P P F)

F F P P 1 1 a = 2 unless x0= (F - -) a = 1 if ts · 80

F F P 1 1 a = 2 unless x0= (F - -) , a = 1 if ts · 87

(P F -) , (P P F)

Table 6.4: Overview of states of the basic scenario for which SMD decision di®ers from the

SMDts

The table should be read as follows: when in statex1 = ( F P), x2 = ( P), y1 = 0 and

y2 = 0 (see row 1 of the table), then the SMD decision prescribes that track 1 gets the

right of way only when a freight train is found on the ¯rst block of the destination track

(state x0 = (F - -) ) while the corresponding SMDts decision will never give trains from

track 1 the right of way.

While from the second row of the table we learn that the SMD decision will give trains

of track 1 the right of way when either the freight train is found on the ¯rst block (state

x0 = (F - -) ) or the freight train is on the second block and followed by the passenger

train (state x0 = (P F -) ). The corresponding SMDts decision will authorize trains from

track 1 to cross the junction only if the trackspeed is 80 km/hr (ts = 80).

From table 6.4 we see that, as expected, the di®erences between the two strategies are

very limited so the performance of the two strategies should be very similar as well.
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6.4.2 Performance of the SMD ts strategy

To compare the results of the SMDts strategy with that of the SMD strategy we again use

simulation. To make the comparison fair we will run identical runs, i.e. the arrival times

and the types of the trains that arrive are identical in both runs. When a con°ict situation

arises, the con°ict will be solved either by SMD or SMDts rules. Regardless of the rule

used, the state of the destination track within the simulation environment is modelled

through the x0 variable, i.e. for every train on the destination track the location and its

type is known. So when the con°ict is solved with the SMD rule, no translation is needed,

the corresponding SMD decision can be found for exact same state representation. The

situation is di®erent when the con°icts are solved with the SMDts rules. In this case, the

x0 representation of the destination track is ¯rst translated to the trackspeed-equivalent

after which the corresponding SMDts rule can be looked up.

The performance of the two strategies turns out to be almost identical. The measured

mean delays di®er from each other only by a couple of one tenths of a second which is

not signi¯cantly large. Table 6.5 shows the di®erences in case of the basic scenario while

Table 6.6 shows the di®erences for various values of acceleration time loss of freight trains.

Discipline P F Mean

SMD 234.9 138.4 202.8

SMDts 233.4 142.9 203.3

Table 6.5: Di®erence in performance between the SMD and the SMDts strategies for the basic

scenario

Acceleration time SMD SMD ts

loss (in sec.)

50 194.8 194.8

75 202.8 203.3

100 205.9 206.2

Table 6.6: Di®erence in performance between the SMD and the SMDts strategies for di®erent

values of acceleration time loss of the freight trains

By examining the values of Tables 6.7 and 6.8, which show di®erences between the

SMD and the SMDts performances for di®erent values of the system load and di®erent
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values of the destination track length respectively, we can conclude that the two strategies

are very similar indeed.

Number trains SMD SMD ts

per hour

0.1 0.7 0.7

1 6.9 6.9

2 14.7 14.7

3 23.3 23.3

4 33.0 33.1

5 43.8 43.8

6 56.1 56.3

7 70.2 70.4

8 86.6 86.8

9 106.1 106.1

10 130.1 130.2

11 160.4 160.4

12 202.8 203.3

13 260.6 261.0

14 352.2 352.5

Table 6.7: Di®erence in performance between the SMD and the SMDts strategies for di®erent

values of system load

Length destination SMD SMD ts

track in km

4 154.3 154.3

8 176.5 176.3

12 202.8 203.3

16 229.9 230.0

20 261.2 260.6

Table 6.8: Di®erence in performance between the SMD and the SMDts strategies for di®erent

values of destination track length
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6.4.3 Aggregation of track speeds

In this section we will examine the in°uence of the track speed aggregation on the per-

formance of the SMDts strategy. As a testing case for this research we will use the basic

scenario and will vary the length of the destination track. The idea is, the longer the

destination track, the larger the state space of the SMD model and the higher the urge

for compact alternatives.

Already when the destination track consists of 5 blocks of 4 kilometre each, the number

of possible states of the destination track when using the SMD model is (S + 1) 5 = 243.

When the state space reduction technique of Chapter 3 is used, the number of states

reduces to 8:

(- - - - - ), (F - - - - ), (- F - - - ), (P F - - - ), (- P F - - ), (P P F - -), (- P

P F -) and (P P P F -).

With the track speed model, the number of states depends on the threshold value

which is used to de¯ne distinctive track speeds. Table 6.9 shows that if the threshold

value is 0.1 (meaning that the two speeds are considered to be di®erent if the di®erence

is at least 0.1km/hr), then the number of track speeds is 14. This number reduces when

the threshold value is risen.

Threshold Number of Track speeds in km/hr

value in km/hr track speeds

0.1 14 80, 86, 88, 92, 95, 99, 100, 104, 107,

109, 112, 113, 118, 120

5 7 80, 87, 94, 101, 109, 116, 120

10 4 85, 97, 109, 119

20 2 91, 112

40 1 102

Table 6.9: Relation between the threshold value and the number of track speeds

Table 6.10 shows the in°uence of the track speed aggregation on the performance of

the SMDts -strategy. The number behind the SMDts -strategy (e.q. SMDts 5) represents

the threshold value that is used. The numbers between brackets represent the number of

track speeds that are distinguished.

One can see, that the more speeds are aggregated, the worse the performance of the

SMDts strategy. The performance approaches the level of that of the Follow strategy.

This is not surprising, since when only 1 track speed is used, the SMD strategy does
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not have any information about the position and the type of trains behind the junction.

Follow strategy does not use this information either. And since both strategies try to

maximize the capacity of the junction, the only di®erence between the Follow strategy

and the SMDts strategy becomes the statistical information about the future arrivals

which is used by SMDts and is not used by Follow strategy.

Track length (in km)

Discipline 12 20 28 40 60

SMD 0.1 203 (7) 261 (14) 324 (24) 423 (45) 598 (93)

SMD 5 203 (5) 261 (7) 324 (7) 423 (8) 598 (8)

SMD 10 203 (4) 261 (4) 324 (4) 423 (4) 598 (4)

SMD 20 203 (2) 267 (2) 325 (2) 424 (2) 609 (2)

SMD 40 205 (1) 267 (1) 332 (1) 432 (1) 609 (1)

Follow 206 267 332 432 608

P-F-Follow 245 306 369 469 646

F-P-Follow 229 290 355 457 635

P-F 245 306 369 469 646

F-P 229 290 355 457 635

FCFS 269 330 395 497 676

Table 6.10: The in°uence of the track speed aggregation on the performance of the SMD

strategy

Another observation that can be made from Table 6.10 is that the longer the des-

tination track the bigger the di®erence between the SMD 0.1 strategy and the Follow

strategy. The threshold value of 0.1 km/hr results in a large number of track speeds.

Using a threshold value of 5 km/hr seems to be a safe aggregation policy. The number of

states is then low while the high level of performance is still maintained.

6.5 Conclusions

In this Chapter an alternative way of modelling of the destination track is presented.

The resulting model is called SMDts model. Compared to the SMD model, both the

problem size and number of transitions is reduced: The problem size is reduced by the

introduction of the track speed variable which keeps track of the possible speed on the

destination track and eliminates the need of including both the location and the type of

trains on the destination track. Moreover, since the continuous train movement over the
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discretized blocks is not modelled, the transition of the state no longer leads to multiple

new states of the destination track.

Finally, the track speed model allows for an intuitive state space reduction by grouping

track speeds together, which do not di®er much from each other. Simulation results show

that the results of the model are almost identical to those of the SMD model and thus

superior as well when compared to other strategies.

Modelling the situation on the destination track by a single track speed variable has

however also its disadvantages. First, it is assumed that the speed of the °ow is constant

on the whole track. In case a number of trains leave the track halfway through it, the

speed of the °ow can be higher at the end of the track than it is the case at the beginning

of it. This disadvantage can be overcome by inclusion of multiple track speeds into the

model, each representing the speed of the °ow at a certain portion of the track. Of course

this solution will increase the size of the state space. Another disadvantage is that by

keeping track of only the track speed, any information about the type of the last train on

the track is lost. In some cases, this information can be valuable. For instance in the case

when the headway, the minimal time between two subsequent trains, at the end of the

destination track, should depend on the type of these two trains (e.g. two freight trains

running behind each other need larger headway in between than a freight train followed

by an intercity train). Should this distinction be required, then we suggest to use a SMD

model instead or construct a hybrid model which keeps track of both: track speed and the

type of the last train entering the track. Either way, the purpose of this chapter was to

look critically at the SMD model and present an alternative way of modelling which, when

used in certain cases, would yield comparable solutions with a more compact state space.

The track speed model o®ers a number of advantages that the original model lacks and

can be freely extended to incorporate additional functionality. The reader interested in

model extensions is referred to Chapter 9 where among other extensions the incorporation

of the multiple track speeds is discussed.





Chapter 7

Railway networks

Up to this point, the discussion has been restricted to isolated junctions. In the real world

the junctions are often part of a bigger network. In this chapter we will investigate how

the locally optimized SMD strategies will perform within a network environment.

In Section 7.1 we ¯rst introduce networks and explain how the SMD model is used in

such an environment. In Section 7.2 we then explain how decomposition rules are applied

to divide the network into manageable areas.

Next, we will construct three di®erent networks by combining the ForkR and the

Bidirectional junctions and we will investigate how the SMD strategies perform. Section

7.3 is devoted to the network of three Fork2 junctions. In Section 7.4 a larger network

is analysed which consists of seven Fork2 junctions. As a last example, in Section 7.5 we

will look at the networks containing a bidirectional junction and particularly we will be

focusing on a network consisting of two Fork3 junctions and one bidirectional junction.

The chapter is closed with conclusions.

7.1 Networks and SMD

In this chapter we will be talking extensively about networks. Let us ¯rst explain what

we mean by networks and how the SMD model will be used within these networks.

The network is a combination of a number of ForkR junctions and bidirectional junc-

tions. The °ow of trains is simulated throughout the network. So the trains enter the

arrival track of say junction A, cross the junction and enter the destination track of junc-

tion A, then at some point in time later enter the arrival track of junction B and so on.

Depending on the layout of the network and the routes of the trains, the trains will enter

di®erent junctions or disappear from the model since the edge of a network has been

reached.
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Modelling the network as a whole with the technique of the Semi-Markovian Decision

Models is computationally intractable. The state space of the SMD model would be too

large, instead, the network is analysed by means of decomposition. Every junction is

modelled separately. As a result, the SMD model will come up with local solutions. It

is then interesting to investigate how these local solutions perform within the network

environment.

7.2 Decomposition and the scope of junctions

To decompose a network into smaller areas, one ¯rst needs to think very thoroughly

about choosing the `right' boundaries for these areas. Di®erent boundaries will lead to

di®erent performance results of the SMD strategy. Since the SMD model is designed to

optimize junctions, the decomposed area should contain exactly one junction where the

SMD decision needs to be applied. The length of the arrival and the destination tracks is

then the subject of this section.

We will call the decomposed area, thescopeof the junction since the SMD model will

base its decisions on the situation within this scope. When making the SMD decision

both the situation on the destination track and on the arrival tracks is evaluated.

Let us begin by addressing the destination track. The destination track has been

included as part of the model in order to incorporate the in°uence of the trains on the

track upon the trains that enter the track at some point later in time. For this reason,

the length of the destination track should represent the area where the trains can hinder

each other. A logical boundary for such an area will be the location where train paths

diverge or a location where trains can overtake each other.

Choosing the right boundary for the arrival tracks is a di®erent story. The trains that

approach some junction need to claim it beforehand. This is done for security reasons.

A train can not stop immediately so if the junction is not available, the train will need

to adjust its speed beforehand. This way the train will be able to stop in time if needed.

Thus, the length of the arrival tracks needs to be at least the maximal distance which is

needed for the trains to stop if it is needed. Now recall that we have modelled the arrival

tracks as being queues and the time that the train needs to cross the junction from the

moment it appears in the queue is called the Approach time. This time corresponds with

the time the trains need to reach the junction from the moment they appear in the queue.

So the boundary should be chosen as such as to ensure that the trains entering the scope

of the junction still have plenty of time to stop if this is needed.

Taking the above requirements for the length of the arrival and destination tracks into
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consideration, one can conclude that the decomposed areas may overlap each other. In

fact, the areas can either be (partially) intersected or be disjunctive. This is shown in

Figures 7.1, 7.2, 7.3 and 7.4. When the two areas intersect, the same train can be within

the scope of two junctions simultaneously.

Figure 7.1: The scope of area a

Figure 7.2: Two areas where area b fully falls within the scope of area a

Figure 7.3: Two disjunctive areas

The situation depicted in Figure 7.2 needs special attention. Since the train order

which is set at junction a can not change until the end of the destination track, the scope

of junction a is very large. In fact, it even entirely covers the scope of the next junction.

However, since within a decomposed area the con°icts of only one junction can be resolved

at a time, the new trains that enter junction b are dismissed when resolving con°icts at
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Figure 7.4: Two areas partially intersected

junction a. The con°icts at junction b are then solved separately by the SMD strategy

there. Note, that when junctionsa and b in Figure 7.2 are very close to each other, one

might choose to model the two together by means of one single Fork3 junction.

7.3 A network of three Fork 2 junctions

Figure 7.5: Network of 3 Fork2 junctions

In this section we will discuss a network of three Fork2 junctions. Junctions a and b

(see ¯gure above) apply SMD strategy to locally regulate the railway tra±c. The railway

tra±c then arrives at junction c where the local SMD rule is applied as well. This rule

derives its decisions from the information which is available within the `scope' of junction

c and has no knowledge about the current situation at junctionsa or b.

The scope of junctionc is the area which is indicated in Figure 7.5. This area consists
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spent if it were the only train in the network and thus could traverse through the junction

without any con°icts. The delays that the trains gain at junctionsa and bcorrespond with

the delays obtained earlier in the results of Chapter 6. For convenience these results are

repeated here in Table 7.3. This table depicts results of the situation where 6 (respectively

12) trains arrive per hour at Fork2 junction and where the arrival process is modelled

with the HP -process. The delays found at junctionc are however lower than that of the

corresponding column of Table 7.3. This is because the trains arrive at junctionc less

randomly than it was the case with theHP -process.

Discipline 6 trains per hr 12 trains per hr

SMD 56 203

Follow 59 206

P-F 58 245

F-P 63 229

P-F-Follow 58 245

F-P-Follow 63 229

FCFS 62 269

Table 7.3: Results of SMDts model of Chapter 6

The column Total delay within Table 7.2 depicts the mean delay of the trains measured

over the whole network. Thus, when the strategy SMD is applied to all three junctions,

the delays of an average train at junctionsa and b will be 56 seconds. The load at

junction c is twice as large and a lot of con°icts do arise. An average train will be delayed

by another 194 seconds at junctionc resulting in an total delay of 250 seconds per train.

From this table one can see that the SMD strategy maintains its superiority above

other strategies within this network environment. Moreover, the di®erence between the

performance of the SMD strategy and other strategies grows at every junction resulting

in signi¯cant di®erences when looking at total delays.
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7.4 A network of seven Fork 2 junctions

Figure 7.6: Network of 7 Fork2 junctions

The network that is considered in this section consists of seven similar junctions. Every

junction consists of two arrival tracks and a destination track with three blocks of four

kilometres long. The load will be kept constant for every junction by routing only half of

the trains towards the next junction and removing the other half from the network. In

the example that we will look at, this load is equal to 12 trains per hour. We will measure

the delays at junction g.

By making use of the common random numbers technique, the exact same simulation

study will be used by di®erent strategies. At every junction, the same trains will be

routed o® the network so that the trains reaching junctiong are the same regardless of

the strategy used. Table 7.4 depicts the total delays of the trains measured at junction

g. By the term total delays we mean the sum of the delays that the trains have obtained

at every stage of the network through the interaction with other trains.
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Discipline Total delay

SMD 586

Follow 599

F-P 642

P-F 688

FCFS 761

Table 7.4: The total delays of trains measured at junction g

From the table one can see that the superiority of the SMD strategy is preserved

throughout the network. Moreover, the di®erence between the performance of the SMD

strategy and that of the Follow strategy grows at every junction resulting in a di®erence

of 13 seconds in delay on average per train at the end of junctiong. The results of the

rest of the strategies is in line with the results of the previous section.
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7.5 A network containing a bidirectional junction

Let us consider the more complicated network which is depicted in Figure 7.7. Although

the network is not based on a real-life situation, the complexity of the network has simi-

larities with the complexity that can be found in real-life situations. The network contains

8 stations where passenger trains stop (the freight trains do not stop anywhere).

Figure 7.7: Network of 2 Fork2 junctions and one bidirectional junction

The network contains two train routes, namely a route through stations S1! S2 !

S3 ! S4 and another route through stations S5! S6 ! S7 ! S8. The routes intersect

on the bidirectional track with trains going from S2 to S3 and trains going from S6 to S7.

Stations S2, S3, S6 and S7 have double tracks where the trains can overtake each other.

One of the two tracks is dedicated to slow freight trains and the other to the halting

passenger trains.

Let us refer to the passenger train service within this network byPij and to the freight

train service by Fij . The indexesi and j refer to the origin station and the destination

station of the train service. Note that in this network, subsequent services are operated

by the same physical train, i.e. the train running from station 1 to 2 continues to station
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3 and exits the network at station 4. The same holds for trains between stations 5 and 8.

The network can be decomposed into three areas. Each area contains exactly one

junction where con°icts can arise. Table 7.5 depicts the areas and the type of junction it

contains. Per junction, the train series are given which run through that junction.

Area A B C

Type of junction Fork Fork Bidirectional

Number arrival tracks 3 3 4

Capacity of each arrival track 2 2 1

Blocks on destination track 4 4 2

Block length (in km) 4 4 4

Train services P12; P34; P23; P67; P56; P78;

F12; F34 F23; F67 F56; F78

Table 7.5: Characteristics of the decomposed areas of the network

On average, the load of every junction is equal: 10 trains arrive per hour of which two

third are passenger trains and one third are freight trains.

The SMD strategy has been obtained for every area separately. As an arrival process

within the SMD model, the HP -process has been used. Obviously this arrival process

does not mimic the arrival process found within the simulation study since within the

simulation, the Poisson arrival proces is only found at the entrance of the system, the

stations S1 and S5. The arrival process elsewhere is in some way more structured due to

con°icts between trains throughout the network and the resulting resolution procedure

prescribing minimal headways between these trains.

Table 7.6 depicts the results of the simulation study and shows the delays of train

servicesP12,P23,P34,F12,F23 and F34 throughout the network. The delays of train services

P56,P67,P78,F56,F67 andF78 are similar due to the symmetric characteristics of the network.

Table 7.6 should be read as follows: When the SMD strategy is applied, the physical

trains running train services between stations S1, S2, S3 and S4 will get delayed in the

following way: On average, a delay of 149 seconds will be obtained between stations

S1 and S2 as a consequence of a con°ict with train services between stations S3 and

S4. At the bidirectional junction within area C, an additional delay of 429 seconds is

accumulated. Back at area A, a con°ict with train services running between stations S1

and S2 will yield an additional delay of 246 seconds. In total, the trains running services

between station S1, S2, S3 and S4 will on average be 824 seconds delayed upon reaching
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Discipline Service Service Service Total

S1 ! S2 S2 ! S3 S3 ! S4 delay

SMD 149 429 246 824

Follow 175 468 269 911

Follow-P-F 175 472 259 907

Follow-F-P 177 474 288 939

P-F-Follow 178 809 217 1205

F-P-Follow 171 789 289 1249

Table 7.6: Delays of train services between stations 1, 2, 3 and 4 throughout the network

station S4.

By examining the table, one can see that except for the last strategy, the delays at

area A are much lower for the train servicesP12 and F12 than the delays of train services

P34 and F34. This is because the junction load is not equally distributed among the arrival

tracks. The trains running train servicesP12 and F12 arrive at junction A from the same

arrival track. This arrival track has thus a much higher load than the two other tracks

were only one type of trains arrives (train running either serviceP34 or F34). The higher

load of this track explains why both SMD and the Follow strategies prioritize trains from

this track above the trains from other tracks. The same reason applies to strategies P-

F-Follow and F-P-Follow which are more likely to process trains from the track with the

higher load.

From the table one can see that the Follow-P-F and Follow strategies are the closest

to the SMD strategy yet the di®erence in delay is substantial, more than 10%. The delay

per train is reduced by almost one and a half minute when the SMD strategy is used.

Moreover, the strategies FCFS, P-F and F-P are omitted from this simulation study since

these strategies can not cope with the load at the bidirectional junction of area C.

7.6 Conclusions

In the previous chapters the discussion has been restricted to isolated junctions while in

the real world the junctions usually are part of a bigger network. In this chapter we have

discussed how the local SMD strategies can be used within the network environment.

By means of decomposition a network can be divided in a number of junction where

local rules can be applied. We have discussed how the process of decomposing should
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be executed and how the borders of the areas should be de¯ned. The separate areas

re°ect the scope of the junction and di®erent areas may (partially) intersect. By means

of simulation the local SMD rules have been compared to a number of heuristics. Three

networks have been constructed. On all networks the SMD strategy performed very well

even though the underlying arrival process, which is based on a Poisson process, did not

match a more structured arrival process found within the simulation. The last of the

three networks is a more complicated network having a number of features borrowed from

a real-life situation. This network showed that simple heuristic strategies do not perform

well, some can not even manage with the high system load. In this network even the

Follow strategy had relatively large delays. Compared to this strategy, the mean delays

per train were reduced by the SMD strategy with almost one and a half minute.



Chapter 8

SMD in practice

In the previous chapters it has been shown how railway con°ict situations can be modelled

as a SMD model. The aim of the model is to resolve train con°icts in a dynamic way

while its main application is a timetable-free situation. Such situation is likely to occur in

the near future at least in the busiest area of The Netherlands (for more on this we refer

to Section 1.2). The purpose of this chapter is to examine whether such a model can be

applicable for the current situation where timetables are a common practice. Although

the SMD model is primarily designed for the timetable-free environment and the assumed

arrival process will not re°ect the arrival process found in the situation with the timetable,

the model certainly has a number of powerful features1 which can make it achieve good

results in practice and result in a powerful strategy that can be used for dynamic con°ict

resolution.

Presently, ProRail, the Dutch railway infrastructure manager, uses the so-called TAD

rules to resolve train con°icts. TAD stands for Trein AfhandelingsDocument (Dutch for

Train Management Document). It is a document containing con°ict resolution rules to

be applied whenever a con°ict between trains occurs. ProRail is interested in comparing

the performance of the TAD strategy with other strategies.

In coordination with ProRail, a test case has been selected to test the performance of

the SMD model within a real-life environment. This test case involves the line segment

Utrecht - Gouda which is known to have plenty of con°icts, and where according to

ProRail, TAD rules do not always give satisfactory results.

The main questions to be analysed are: (1) is it possible to model this real-life situation

with the SMD model? (2) how does SMD model perform? (3) is it better than TAD?

1These features are the ability of the model to incorporate important factors into the decision making

such as the situation on the arrival tracks and the destination track, the acceleration rate of the trains

and statistical information about future arrivals.
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and (4) can it be used as a substitute for TAD?

We will start this chapter by analysing the line segment Utrecht - Gouda (Section

8.1). Then, in Section 8.2 we will explain how the train con°icts, on this line segment,

are solved in real life using TAD rules. In Section 8.3 the modelling of this line segment is

explained. The discussion about the simulation study and the results are found in Section

8.4, after which the SMD decisions will be explained in Section 8.5. Conclusions are given

in Section 8.6.

8.1 Line segment Utrecht - Gouda

The line segment Utrecht - Gouda is one of the busiest line segments of The Nether-

lands. The line contains Utrecht Central station which is the largest train station of The

Netherlands and is the central hub where passengers can change trains carrying them to

di®erent areas of The Netherlands and abroad. Moreover, the line is being heavily used

by freight trains coming from and heading towards the Rotterdam harbour, which is the

largest port in Europe and an important transit point.

Figure 8.1: Line segment Utrecht - Gouda

The lay-out of the line segment is given in Section 8.1.1. Other characteristics like the
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timetable which is being used and the delays which have been historically recorded on the

segment, are given in Sections 8.1.2 and 8.1.3.

8.1.1 Lay-out of the line segment

The Figure 8.2 shows the lay-out of the line segment. It contains six stations: Utrecht,

Utrecht Terwijde, Vleuten, Woerden, Gouda Goverwelle and Gouda. Additionally, there

are two special locations: Harmelen Aansluiting and Oudewater Wachtspoor. At Oude-

water Wachtspoor there is a possibility to set aside freight trains so that these can be

overtaken by passenger trains. Next at Harmelen aansluiting some tra±c from Gouda

leaves the line segment to head towards Amsterdam. On the other hand, at this loca-

tion some tra±c from Amsterdam enters the segment to head towards Gouda. Also at

Woerden station a number of trains leaves/enters the line. These trains head towards and

come from Leiden station.

Throughout this chapter the di®erent locations will be abbreviated using the ProRail

convention. The following table lists the locations together with their abbreviation:

Abbreviation Location name

Gd Gouda

Gdg Gouda Goverwelle

Odw Oudewater

Wd Woerden

Hmla Harmelen aansluiting

Vtn Vleuten

Utt Utrecht Terwijde

Ut Utrecht

Table 8.1: List of abbreviations
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Figure 8.2: Line segment Utrecht - Gouda shown in two parts: part a depicting the Utrecht -

Woerden segment and partb depicting the Woerden - Gouda segment. The Figure

is based on data from maps of ProRail and www.sporenplan.nl
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At ¯rst glance the area looks quite complex. The area consists of a lot of tracks,

switches and complex stations. However, by examining the routes the di®erent train

services take while crossing the area we can state that the Utrecht! Gouda tra±c does

not intersect the paths of the Gouda! Utrecht tra±c. This is the case under normal

circumstances where the whole infrastructure is available (no track segment is temporarily

down due to maintenance or malfunction). This fact already cuts down the size of the

problem considerably since only half of the tracks need to be modelled simultaneously.

On the other hand a lot of switches that the trains can take to change between the tracks

are used only if the normal route of the train is unavailable. Again, these switches can be

ignored here.

We want to stress here that the main purpose of the research, described in this thesis,

is the delay management through the Semi-Markovian decision processes. The delay

management problems arise from perturbations in the timetable. When a track segment

is unavailable due to maintenance or malfunction other problems arise, which are known

under the name disruption management. These problems often involve train reroutings,

cancelling of train services, or determining extra stop locations for existing train services

to handle the passenger °ows. These problems are outside the scope of this research.

When taking the above factors into consideration, the complex area shown in Figure

8.2 can be decomposed into a number of smaller problems which can be handled by the

SMD model. We will explain how the area is decomposed in Section 8.3 when we will be

talking about the modelling of the area.

8.1.2 Timetable

The trains follow the prede¯ned timetable while moving through the area. In The Nether-

lands, the timetable has an hourly pattern which means that exactly the same timetable

is repeated every hour. The detailed timetable for this line segment for the year 2007

is given in Tables 8.2 (for the direction Gouda to Utrecht) and 8.3 (for the opposite

direction).

The times in the timetable are given in the formatArrival time / Departure time , (e.g. Each

hour, train service 500 arrives at Gd at minute 54. It halts there for one minute and leaves

the station at minute 55. It then arrives at the next station at minute 57. Since the train

does not halt at Gdg, it leaves the station immediately. If the train service does not

run through some station, the corresponding times are depicted as `-' (e.g. train service

4000 leaves the line segment Gouda - Utrecht at Hmla). Moreover, the departure time of

the train service 9700 is omitted since the service terminates at Gouda Goverwelle (Gdg)
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Service Type Gd Gdg Odw Wd Hmla Vtn Ut

500 IC 54/55 57/57 59 05/05 07 09 15/20

1700 IC 24/25 27/27 29 35/35 37 39 45/50

2000* IC 10/11 13/13 16 21/21 23 25 27/31

2800* IC 37/38 40/40 43 47/47 49 51 56/01

8800 IR {/{ {/{ { 24/26 29 32 39/56

9800* R 50/51 54/59 03 08/09 12 15 23/36

12500 IC 51/52 54/54 56 02/02 04 06 12/17

12700 IC 21/22 24/24 26 32/32 34 36 42/47

4000* R 14/15 17.5/18 22 27/28 31 { {/{

9700 R 27/29 02/{ { {/{ { { {/{

KKE10D FR 33/33 35/35 39 46/48 55 59 05/05

BK10D FR 33/33 35/35 39 45/48 55 { {/{

KE20D FR 03/03 05/05 09 16/18 25 29 35/35

EK20D FR 03/03 05/05 09 15/18 25 { {/{

Table 8.2: Timetable for trains moving from Gouda to Utrecht. Train service with a star

behind the name runs twice per hour

station. None of the train services halts at Odw or Hmla, so one time indication su±ces.

At Vtn the regional trains only halt for half a minute so only the departure times are

given.

The column Type shows the type of the train service as is de¯ned by ProRail: IC

stands for the Intercity train service which only halts at Gouda and Utrecht. IR is the

Inter-regio train service which usually has some more stops than the Intercity service. In

our case, the train stops at Utrecht and at Woerden. R stands for Regional train service

which stops at every station while FR is the freight train.

The star behind the name of a train service indicates that this train runs twice per

hour. So the pattern of these trains is repeated every half hour instead of each whole

hour as is the case for the rest of the trains. A series of successive time stamps of a train

service is referred to as apath. Unlike the paths of the passenger trains, the paths of

the freight trains are not always utilized since the freight trains will only run when there

are goods to be transported. Moreover, the paths KE20D and EK20D can not be used

simultaneously. Depending on the destination of the freight train, the corresponding path

will be assigned. The same holds for the paths KKE10D and BK10D.

According to the timetable, the freight trains are scheduled to be overtaken at Woer-

den. In both directions, the freight trains halt there for several minutes. In practice, this
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Service Type Ut Vtn Wd Odw Gdg Gd

500 IC 40/45 50 54/54 59 02/02 04/05

1700 IC 10/15 20 24/24 29 32/32 34/35

2000* IC 23/29 34 39/39 43 46/46 49/50

2800* IC 57/03 08 12/12 16 19/19 22/23

8800* IR 39/56 01 07/08 - -/- -/-

9800* R 53/06 13 20/21 26 30/35 38/40

12500 IC 37/47 53 58/58 62 05/05 08/09

12700 IC 07/17 23 28/28 32 35/35 38/39

4000* R -/- - 02/03 07 11.5/12 15/16

BK10D FR 20/20 28 36/45 50 54/54 57/57

EK20D FR 50/50 58 06/15 20 24/24 27/27

Table 8.3: Timetable for trains moving from Utrecht to Gouda. Train service with a star

behind the name runs twice per hour

is not always the case since very few freight trains run on time. Some of these delayed

trains are then overtaken at Oudewater and others are not overtaken at all. The freight

paths BK10D and EK20D can be utilized by both trains heading from Utrecht and trains

entering the line segment at Woerden. In the latter case the paths are not utilized between

Utrecht and Woerden.

To ensure that small disturbances not immediately lead to delays,Time supplements

and Bu®er timesare usually inserted into the timetable. The Time supplement is the

di®erence between the minimal time that the train needs to complete a process and

the scheduled time for that process, while the Bu®er time is the di®erence between the

minimal time between two consecutive trains and the scheduled time between these two

trains. While the bu®er times can be calculated from the timetable, the time supplements

are depicted in Tables 8.4 and 8.5. The time supplements of the freight trains are unknown

to ProRail since this data heavily depends on the type of the locomotive that is being

used, the number of carriages and the mass of the train. In accordance with ProRail it

has been decided to set the time supplement of freight trains to zero minutes.

From Table 8.4 one can see that time supplements can be negative. This indicates

that the scheduled times are so tight that the train cannot possibly respect them. The

train will get delayed, usually however, the following time supplement is positive so that

the train can make up for the earlier delay.
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Train service Gd Gdg Odw Wd Hmla Vtn Ut

500 0 0 -0.8 2.3 0 0.2 0.8

1700 0 -0.1 -0.7 2.2 0 0.2 0.8

2000 0 -0.1 0 1.3 0 0.2 0.8

2800 0 0 0.2 0.3 0 0.2 0.2

8800 - - - 0 0 1 2.2

9800 0 0.2 5.1 0.4 0 0.3 0.7

12500 0 0.1 -0.6 2.3 0 0.2 0.8

12700 0 0.1 -0.6 2.3 0 0.2 0.8

4000 0 0 0.7 0 0 - -

9700 0 - - - - - -

BK10D 0 0 0 0 0 0 0

EK20D 0 0 0 0 0 0 0

Table 8.4: Time supplements (in minutes) for trains moving from Gouda to Utrecht

Train service Ut Vtn Wd Odw Gdg Gd

500 0 -0.1 0.2 1.3 0.2 -0.8

1700 0 -0.1 0.2 1.3 0.2 -0.8

2000 0 -0.3 1.1 0.3 0.4 0.9

2800 0 0.2 0.2 0.3 0.4 0.3

8800 0 0 1.1 - - -

9800 0 -0.8 1.3 0.1 0.3 4.4

12500 0 1.3 1.2 0.3 0.4 1

12700 0 1.3 1.2 0.3 0.4 1

4000 - - - -0.6 1 0.5

BK10D 0 0 0 0 0 0

EK20D 0 0 0 0 0 0

Table 8.5: Time supplements (in minutes) for trains moving from Utrecht to Gouda

8.1.3 Historical delays data

Historical data show that the trains enter the line segment Utrecht - Gouda with some

delay and leave the area with an even larger delay. To identify the magnitude of the delays,

a period has been selected which most likely will o®er representative data. Because the
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delays are timetable dependent, only the months of the year 2007 are inspected. It appears

that the month March has the lowest probability of unusual events to appear (being it

weather related, or holiday related). Table 8.6 presents the means of these delays per

train service measured at the stations where the trains enter the Utrecht - Gouda line

segment.

The passenger trains have typically delays of a couple of minutes. The mean delays

of the freight trains are however di±cult to obtain. Normally, the freight trains make a

reservation on some path and utilize it as speci¯ed. However, in a lot of the cases, the

trains will run on a di®erent path than stated in the reservation. The di®erence in the

time is some times up to a day. Obviously, this time di®erence can not be seen as a delay

since the train has not been delayed on the railway track but simply has begun its journey

at a di®erent time. In other cases, especially with international trains, the delays can be

up to a couple of hours. Since there is no data about the causes of freight train delays,

the mean delay that we will use in this thesis depends on the de¯nition of the delay itself.

In accordance with ProRail it has been decided to de¯ne di®erent scenarios with di®erent

values of the freight train delays.

Direction Gouda ! Utrecht Direction Utrecht ! Gouda

Train service Delay at Gouda Train service Delay at Utrecht

12500 47 12500 67

12700 40 12700 78

2000 94 2000 48

500 103 500 54

1700 123 1700 84

2800 51 2800 36

4000 61 8800 65

9700 62 9800 78

9800 80 Freight ?

Freight ?

Train service Delay at Woerden Train service Delay at Woerden

8800 84 4000 62

Table 8.6: Measured delays of various train services in March 2007. The delays are in seconds

and are averaged over the trains running the train service
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8.2 The TAD con°ict resolution rules

The TAD rules are constructed o®-line every time a new timetable is released. When a

con°ict occurs, the train dispatcher looks up the corresponding rule and applies it. This

way, the TAD rules are used as a reference book. The rules typically consider two to four

trains at a time and ignore the rest of the trains in the area. Moreover, the rules are

written from the perspective of one train. If that train is delayed, then the train order

might change.

Train To Arrival Minimal Maximal Train order

time delay delay

4000 Gd -.03/-.33 0 6 4000 - 2000 - 2800 - FR

4000 Gd -.03/-.33 6 10 2000 - 2800 - FR - 4000

Table 8.7: Example of a TAD rule

Table 8.7 depicts an example of a TAD rule. The rule speci¯es that train service 4000

should be the ¯rst one to depart towards Gouda (Gd) if the train is delayed up to 6

minutes. If its delay is between 6 and 10 minutes, the train should let train services 2000,

2800 and the freight train go ¯rst.

In case more than one train is delayed at the same time, the delays of Table 8.7 should

be interpreted as relative delays. So if a train of service 2000 is two minutes delayed, the

train service 4000 will go ¯rst when delayed up to 8 minutes.

The TAD rules for line segment Utrecht - Gouda can be found in appendix B.

8.3 The modelling

To model the line segment Utrecht - Gouda, one ¯rst needs to decompose it into man-

ageable sub-areas, each containing exactly one con°icting area. In Section 7.2 we have

already discussed the decomposition of the large area and the scope of the junctions. In

this section we will explain how this is applied to the line segment Utrecht - Gouda.

Let us look at the various decisions that need to be made on the line segment in the

direction Utrecht ! Gouda. In the ¯rst place a decision must be made about the order

of the trains that leave Utrecht. This order is then ¯xed up to Woerden. So the ¯rst area

naturally will be Utrecht - Woerden. This area is depicted in Figure 8.3 as area 1. At

Woerden some trains leave the line segment Utrecht - Gouda in the direction of Leiden

while new trains enter the line segment at Harmelen aansluiting to run towards Gouda.
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Woerden has three platforms allowing trains to overtake each other, so the decision that

needs to be taken is about the order of the trains that leave Woerden towards Gouda.

Since the order of most of the trains is ¯xed up to Gouda, the borders of the area will be

Woerden - Gouda. This area is depicted in Figure 8.3 as area 2. At Oudewater there is

a possibility to set aside a freight train so that it can be overtaken by passenger trains.

In practice, this does happen occasionally. So the decision here will be about whether to

set aside the freight train or not. This results in the last area which is depicted as area 3

in Figure 8.3.

Figure 8.3: The sub-areas of the direction Utrecht! Gouda (the trains run from right to left)

When looking at the opposite direction, the following decisions can be distinguished.

First of all, at Gouda one needs to decide about the order of trains that will leave the

station (Area 1 in Figure 8.4). Next, at Gouda Goverwelle the halting trains join the

Gouda - Utrecht route and it must be decided when these trains may enter the route

(Area 2 in Figure 8.4). The third decision moment is found at Oudewater. At this

location freight trains can be stopped in order to be overtaken by the passenger trains.

The decision here is thus about whether to stop the freight train or not (Area 3 in Figure

8.4). Then at Woerden some regional passenger trains and freight trains leave the line

segment while other regional passenger trains and freight trains will enter the segment.

The decision is then about the order of these activities (Area 4 in Figure 8.4). And the

¯nal decision should be made at Harmelen aansluiting (Hmla). Here, the regional trains

and the freight trains will join the inter-regional tra±c to run over the same track towards

Utrecht (Area 5 in Figure 8.4).

To summarize the above, there are three locations where decisions must be taken

when considering the tra±c from Utrecht to Gouda (locations: Utrecht, Woerden and

Oudewater) while ¯ve locations are to be distinguished when looking at the tra±c in

the opposite direction (locations: Gouda, Gouda Goverwelle, Oudewater, Woerden and

Harmelen aansluiting).
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Figure 8.4: The sub-areas of the direction Gouda! Utrecht (the trains run from left to right)

The di®erent modelling choices that are made in respect to each of these areas are

explained next.

8.3.1 Utrecht to Gouda

8.3.1.1 Utrecht

Figure 8.5: Utrecht Central station. Bold tracks are the tracks that are used by the tra±c

towards Gouda. The numbers at the far right represent the platform numbers

Figure 8.5 depicts Utrecht Central station. It is one of the largest railway stations of

The Netherlands and is a very important hub where trains from di®erent directions come

together. There is no need to model the whole tra±c as most of the trains run towards

other directions without interfering with the Utrecht - Gouda tra±c. Table 8.8 lists the

platforms which are used by the Utrecht - Gouda tra±c. The platforms 18 and 19 are

the closest to Gouda. The trains that depart from these platforms do not con°ict with

the trains of other directions. On the other hand the °y-over located to the left of the



8.3. THE MODELLING 147

station allows for departure of the trains from platforms 4, 5, 8 and 9 without con°icting

with the trains moving in other directions.

Train service Platform

2800 4

2000 5

12700 8

12500 8

1700 9

500 9

9800 18

8800 19

Freight 5

Table 8.8: Platforms of the Utrecht Central station which are used by di®erent train services

Table 8.8 implies that the freight train shares the same platform with the train service

2000. However, in practice, if the platform is occupied, the freight train will be rerouted

to platform 4 or 7. To implement this we should assign the freight trains to a dedicated

track. This will raise the number of tracks to be modelled to seven. It is possible to model

the Utrecht station as a Fork7 junction with six arrival tracks representing a platform and

one track representing a virtual track dedicated to the freight trains. However, this way

of modelling will lead to a very large state space. We will therefore aggregate some of the

platforms decreasing the number of platforms to four. Table 8.9 re°ects the aggregated

situation:

Platform Train services Departure times

1 2800, 12500, 12700'03, '17, '33, '47

2 500, 1700, 2000 '15, '29, '45, '59

3 Freight '20, '50

4 9800, 8800 '06, '26, '36, '56

Table 8.9: Assignment of train services to platforms after aggregation

The trains are assigned to the tracks in such a manner as to ensure that the trains that

in reality never con°ict with each other are assigned to the same track. The idea behind

this is as follows: As the output of the SMD model is the optimal order of con°icting
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trains which may exit the station, ¯nding the order of the trains which in reality never

con°ict with each other is a waist of computational time. By assigning such trains to

the same track, the SMD model will process these trains on a FCFS basis which results

in a smaller, more compact, model. As a consequence the intercity train services 2800,

12500 and 12700 are assigned to the same track. Note that their planned departure times,

shown in the last column of Table 8.9 are perfectly distributed over time. The same holds

for the Intercity train services which are assigned to track 2.

Since, in reality, the track to which the freight trains are assigned depends on the

situation at the station, the freight trains can con°ict with any of the other train services.

By assigning the freight trains to a dedicated platform we will obtain a SMD strategy

which will prescribe the order of the trains for all possible con°ict situations involving the

freight trains.

Finally, we have decided to assign train services 9800 and 8800 to the same platform

since these trains are rarely in con°ict with each other: the trains are planned to depart

from Utrecht with a time interval of at least 10 minutes while their delay at the Utrecht

station is at most only a couple of minutes. Should this delay turn out to be much higher

in reality then these trains should be assigned to di®erent tracks. Note that in our case,

this modelling choice implies that, should the two be in con°ict, the con°ict will be solved

by means of the First Come First Served principle.

All passenger trains halt at Utrecht. When more than one train wants to depart from

Utrecht at more or less the same time, a con°ict occurs. In this case one of the trains

receives permission to leave the station while the other trains wait for it to clear the way.

The penalty that the trains pay for letting another train to go ¯rst is the time the train

loses compared to the situation when the train did not have to wait. In this example the

penalty is exactly the amount of time the trains wait for the other train to pass ¯rst. No

acceleration time loss is involved here since the trains are already halting. The time that

the train needs to accelerate is not considered as part of the penalty since this amount of

time will be spent on acceleration either way.

The penalty for stopping the freight train in favour of the passenger train is calculated

di®erently. The freight trains normally do not halt at Utrecht and pass it with fairly high

speeds. Stopping such a freight train means that the train will need to wait for an other

train to depart from Utrecht and then start accelerating again to its desired speed. The

penalty for stopping the freight train is then equal to the waiting time (time that the

train waits for other train to depart from Utrecht) plus the acceleration time loss (time

the train loses on accelerate compared to the situation where the train was not stopped).

Summarizing the above, the acceleration time loss for passenger trains are zero while
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the acceleration time loss for freight trains depends on the speed of the freight train and

is equal to couple of minutes.

The train order which is set at Utrecht will be held at least until Woerden. It is then

natural to set Utrecht - Woerden as the boundaries for the decomposed area. On this

line section, a lot of the train services act similar. We will therefore aggregate these train

services to a smaller number of train types.

The resulting model is a fork with four arriving tracks and four train types (Intercity,

Regional (9800), Inter-Regional (8800) and Freight). The destination track is 15785 meter

in length. The intercity trains leave the track already after 9166 meters and move further

on a separate track. Figure 8.6 depicts the lay-out of the resulting SMD model.

Figure 8.6: Line section Utrecht - Woerden showing four arrival tracks. Halfway through the

destination track the intercity trains diverge to a separate track

As has been said earlier, not all freight paths are being utilized. From historical data

we found that only around 35% of the paths have been utilized on the line segment Utrecht

- Gouda. Around 57% of the freight trains pass Utrecht, the rest of the trains join the line

segment Utrecht - Gouda at Woerden. With this in mind, the number of freight trains

that pass Utrecht is on average 0.4 per hour.
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8.3.1.2 Woerden

Figure 8.7: Lay-out of the Woerden station. Thick tracks are the tracks that are used by the

tra±c towards Gouda which is located to the left of the ¯gure. Trains run from

left to right.

Figure 8.7 depicts the lay-out of the Woerden station. The Intercity trains run via

the tracks that are indicated in the Figure as tracks 1,a and x. The freight trains enter

the station either via track 2 or 3 and continue their movement via tracksb and x. The

regional trains which enter the station via either track 2 or 3 halt at Woerden at tracksb

or c. The train service 8800 leaves the model via tracky and heads towards Leiden while

the rest of the regional tracks continue towards Gouda via trackx. As the train service

8800 does not interfere with other trains upon leaving the Woerden station, the train will

not be part of the model any more. On the other hand, train service 4000 and new freight

trains enter the track section and become part of the model.

Woerden station will be modelled as a Fork3 junction with three arrival tracks corre-

sponding to tracksa, b and c and one destination track corresponding to trackx.

Woerden has 8 kilometres of double track (tracks 1 -a and 2 - b as are depicted in

Figure 8.7). This means that the trains can overtake each other without hindering each

other much. The freight trains can decelerate a bit and let another train go ¯rst without

getting much penalty. In order to model this we will use a three-level gradation system to

indicate the train speeds on the arrival tracks (recall the speed indicator variabley from

section 2.2.1). The three values of the speed indicatory will have the following meaning:

² 2 meaning that the trains on that track are running according to their speed pro¯le

and do not experience any hindrance from trains of other directions.

² 1 meaning that the trains on that track are slowed down a bit in order to let one or

more trains from other directions cross the junction ¯rst.

² 0 meaning that the trains on that track are standing still in order to let one or more

trains from other directions cross the junction ¯rst.
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When a train on the arrival track gives some other train the right of way, the speed

indicator of the track changes from 2 to 1. If, however, the train decides to let yet another

train cross the junction ¯rst, the speed indicator changes to 0 meaning that the train has

come to a complete stand still. The value of the acceleration time loss will then be

dependent on the speed indicator of the track. Note that the acceleration time loss is

only positive for the Intercity trains and the freight trains since the regional trains are

halting at Woerden.

The length of the destination track is 14.4 km (the distance until Gouda). On this part

of the line several train services act alike so the trains can be aggregated into a smaller

number of train type groups. We will distinguish ¯ve train types on this track segment.

To begin with we will distinguish between two type of Intercity trains: the train services

2000, 12500 and 12700 will be of type ICfast . These train services run slightly faster than

the train services 500, 1700 and 2800. The reason for this is a particular switch in the

neighbourhood of the Gouda station. The switch routes the trains to di®erent platforms.

Dependent on the status of the switch the maximum speed is either 40 kilometres per

hour or 80 kilometres per hour. As a consequence the IC-type of trains need to lower their

speed considerably to obey the 40 kilometres per hour limit while the ICfast can pass the

switch with a fairly high speed. From historical data we found that the average speed of

the ICfast trains will be 11 kilometres per hour higher than the speed of the IC-type of

trains. Next we distinguish between the Regional train service 4000, the Regional train

service 9800 and the freight trains.

The regional trains leave the track after 11 km since these trains run on a separate

track from Gouda Goverwelle onwards. Freight trains leave the destination track either at

Oudewater or at the end of the destination track. This depends on the decision strategy

at Oudewater. Figure 8.8 depicts the lay-out of the resulting SMD model.
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Figure 8.8: Line section Woerden - Gouda showing three arrival tracks. At Gouda Goverwelle

the regional trains halt at a separate track

8.3.1.3 Oudewater

At Oudewater there is a possibility of overtaking freight trains. For a length of about

one and a half kilometre there is a double track. Just long enough to put a freight train

aside. As this section is so short, freight train has to come to a complete stand still. The

penalty of overtaking a freight train here is therefore high, actually as high as it was the

case at Utrecht.

In real life the side track at Oudewater is only used when a freight train is put aside

there. In other cases the freight train runs over the same track as the other trains. In our

model a freight train will always run over the side track through Oudewater. The SMD

model can then decide per individual case whether the train should be overtaken or not.

The resulting model is a fork with two arriving tracks. One of them is dedicated to

the freight trains and the other to the rest of the trains. The destination track is 7304

meter long. The regional trains leave the model after 3904 meters.

Figure 8.9: Line section Oudewater - Gouda showing two arrival tracks. At Gouda Goverwelle

the regional trains halt at a separate track
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8.3.2 Gouda to Utrecht

8.3.2.1 Gouda

Gouda is a fairly large station where all passenger trains halt. There are three tracks which

are dedicated to the tra±c towards Utrecht. In Figure 8.11 these tracks are numbered 1

to 3. Track number 1 is dedicated to the freight tra±c while tracks 2 and 3 are used by

the passenger trains. The regional passenger trains leave the station via trackb while the

rest of the trains use tracka. From Figure 8.11 one can see that the regional trains that

run from 3 to b (train service 9800) con°ict only with regional train services which halt at

track 2 (services 4000 and 9700). However, when looking at the planned departure times

and the amount of delay the trains usually have at Gouda, we can state that the train

service 9800 does not have any con°icts with any of the trains and can be left out of the

SMD model (This train will enter the model at Gouda Goverwelle).

Now we have a model where Intercity trains can halt at either track 2 or 3, while

regional trains only halt at track 2 and freight trains pass the station via track 1. In

this model the intercity train can have a con°ict with both regional trains and the freight

trains while there is no con°ict between regional trains and freight trains. These trains

can leave the model simultaneously. The SMD model described in this thesis can not

model this in an exact way. In Chapter 9 we will address this issue when we will be

talking about possible future research areas. There we will propose possible extensions to

the SMD model which will make modelling of this kind of situations possible. For now

we will use an approximate model. Two approximations are possible:

² We can model Gouda via three separate models. One model describing the con°ict

situation between Intercity trains and regional trains. A second model describing

the con°ict situation between Intercity trains and freight trains and a third model

describing the con°ict situation between all three types of trains. The SMD strategy

belonging to these three models are then to be stored in the database. When, while

simulating, a con°ict arises, the SMD solution of the corresponding SMD model is

retrieved (e.g. when the con°ict is only between an Intercity train and a Regional

train then the solution is retrieved of the SMD model which describes the con°ict

between these two train types). This way of modelling will result in a suboptimal

solution since in a number of cases not all trains are taken into account but it is

still a very plausible way of modelling.

² The situation at Gouda can also be modelled by arti¯cially adding a con°ict between

regional trains and freight trains. Upon such a situation the SMD model will falsely
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assume that one of the trains should be delayed. In the simulation though, no

con°ict will be detected and the two trains can continue their trip without any

delay. Now, all three kind of trains con°ict with each other, the standard SMD

model can be used. In this thesis, we will use this approximation.

Figure 8.10: Layout of Gouda station. The thicker tracks are the tracks that are used by the

tra±c that runs towards Utrecht

The acceleration time loss of the passenger trains are zero since the trains are halting

at the station. This does not hold though for freight trains. Normally, these trains pass

the station without stopping. Stopping these trains in favour of passenger trains will

cause high acceleration time loss.

Figure 8.11: Layout of the most interesting part of Gouda

In the timetable, regional train services 4000 and 9700 are assigned to track 2 together

with intercity train services 12500, 12700 and 2800. However, if a regional train service is

late and prevents an Intercity train from entering Gouda station, the intercity train will

be rerouted to track 3. This allows for the change in order between trains which normally

are assigned to the same platform. To allow this change in order, within the SMD model,

we will add a virtual track where the regional train services arrive. This way, the SMD

model will have the choice of changing the order of the trains upon a con°ict. So in our

model, we will have four arrival tracks: one for freight trains, one for the regional trains

and two for Intercity trains. The layout of the model is depicted in Figure 8.12. Since

the regional trains run on a separate track between Gouda and Gouda Govervelle, these

trains will not run on the destination track (the trains leave the destination track after

travelling 0 meters on it). This way, these trains do con°ict with the rest of the trains

while leaving the station but do not delay any trains when running on the destination
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track. At Gouda we will aggregate the di®erent train services into three groups: Intercity

trains, Regional trains and Freight trains.

Figure 8.12: Line section Gouda - Woerden showing four arrival tracks. The regional trains

leave the section directly and run until Gouda Goverwelle on a separate track

8.3.2.2 Gouda Goverwelle

Figure 8.13: Lay-out of Gouda Goverwelle. The thicker tracks are the tracks that are used by

the tra±c towards Utrecht which is located to the right of the Figure

At Gouda Goverwelle two tracks are in use for the Gouda! Utrecht tra±c. The

regional trains use one of the tracks to halt at the station while the rest of the trains pass

the station via the other track. A con°ict at this station will always involve a regional

train which wants to depart from the station while another train is approaching. The

decision is then either to delay the regional train and let the other train pass the station

without lowering its speed or to stop the approaching train and let the regional train

depart ¯rst. The order of the trains is then ¯xed at least until Woerden where the trains

can overtake each other due to a double track there. Just before Woerden, the Intercity

trains will diverge to a separate track.

At Oudewater which is located 6 kilometres further down the track, there is a possi-

bility to overtake freight trains. We can take this fact into consideration by letting the

freight trains `disappear' from the SMD model 6 kilometres into the destination track.

However, since it is not known yet if the trains will be overtaken there, we choose to

neglect Oudewater at this stage. The resulting model is depicted in Figure 8.14.
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Figure 8.14: Line section Gouda Goverwelle - Woerden

8.3.2.3 Oudewater

Oudewater is a location on the line section Gouda - Utrecht where over a length of 1.5

kilometres a double track is found. This location is sometimes used to overtake freight

trains. Since the double track is so short a freight train will need to come to a complete

stand still in order to let another train go ¯rst. So the question to be answered here is

whether it is good practice to stop a freight train, at least in some of the cases. The

lay-out of the Oudewater model is depicted in Figure 8.15.

Figure 8.15: Line section Oudewater - Woerden

8.3.2.4 Woerden

Figure 8.16: Lay-out of Woerden station. The thicker tracks are used by the tra±c towards

Utrecht which is located to the right of the Figure

Figure 8.16 depicts the situation at Woerden station. The thick tracks in the ¯gure
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represent the tracks that are in use by the Gouda! Utrecht tra±c. The Intercity trains

do not stop at Woerden and pass the station via tracks 1 anda. Normally, both regional

trains and the freight trains which run between Gouda and Utrecht enter the station via

track 2 and leave it via trackc. However if track 2 is occupied, a freight train can overtake

a halting train by using track 3.

Train service 8800 enters the line section Gouda - Utrecht at Woerden. This train

service enters the station via track 3 and leaves it after halting via trackc. On the other

hand train service 4000 and some freight trains leave the line via trackb. These trains

head then towards Amsterdam.

Due to the fact that the freight trains can be rerouted via a di®erent track, if the

track they were originally been assigned to is occupied, a virtual track will be added. The

resulting model is depicted in Figure 8.17 and consists of the four arrival tracks and a

destination track. The length of the destination track is the distance towards Utrecht

since the order of the trains can not change in the meantime. The train service 4000 and

some freight trains will leave the model already after a distance of 3625 meters. Since the

di®erent services act di®erently at Woerden, we will not aggregate any services and will

model ¯ve type of trains which correspond with the train services 4000, 8800, 9800 and

the two freight trains depending on the destination (Utrecht, Amsterdam).

Figure 8.17: Line section Woerden - Utrecht. Halfway through the destination track a number

of trains diverge towards Amsterdam

8.3.2.5 Harmelen aansluiting

At the location called Harmelen aansluiting the Intercity trains which have passed the

Woerden station join the rest of the train services to run towards Utrecht. This location is

thus modelled as a junction with two arrival tracks and one destination track, the length
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of which represents the distance until Utrecht Central station. On this track segment

four train types can be distinquished (Intercity trains, Inter-regional train service 8800,

Regional train service 9800 and freight trains).

Figure 8.18: Line section Harmelen aansluiting - Utrecht

8.4 Simulation study

8.4.1 Simulation and the di®erence with the SMD model

After solving the models in the previous section, the local SMD strategies are obtained.

These strategies are compared by means of simulation to the TAD rules and to other

heuristics. In this section we want to stipulate the di®erence between the simulation

model and the SMD model.

Timetables Within the simulation environment the timetable of the year 2007 is used.

The trains however enter the line segment disturbed. The amount of this `initial' delay

di®ers per train service and is drawn from an exponential distribution. The means of

these distribution functions correspond to the means of the historical data. The SMD

model is not aware of the timetables and will assume that the trains arrive following the

HP -process.

Train speeds In principle, within the simulation environment, the trains run with

planned speeds. However, when some train is delayed, the speed increases to the maximum

speed until the delay is resolved.

The notion of the planned speed is closely correlated with the timetable. Each year a

di®erent timetable might be applied where the same train services can be planned with

di®erent speeds. Since the SMD model is not aware of the timetables, the planned speeds
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are also unknown. Instead, the SMD model will use themaximal speedsthat the trains

can reach taking into consideration the characteristics of the trains and the maximal

allowable speed on the track. Note that this is a modelling choice. We could have chosen

to di®erentiate between trains which are on time and trains which are delayed. Then

using the maximal speeds for the delayed trains and planned speeds for the trains which

are on time. This has been previously discussed in Section 2.2.4 where train categories

were suggested instead of train types. This will make SMD model more accurate but will

increase the state space too.

Decomposed areas Within the simulation model the whole area is modelled. No

decomposition is applied. Within the SMD environment, the Gouda - Utrecht line segment

is decomposed into a number of areas. The SMD model is not aware of the situation at

other areas.

Handling of con°icts When within a simulation environment a con°ict is detected,

the state, the simulation process is currently in, is translated into the corresponding SMD

state. Then the corresponding SMD decision, which is stored in the database, is applied.

The translation process needs to be done carefully. Especially when virtual tracks are

de¯ned within the SMD model. These tracks do not exist in reality and are not modelled

within the simulation environment. Bad translation practice can result in a SMD decision

which can not be executed since there is no capacity in the area to execute it. Figure 8.19

depicts such a situation.

In the sketched situation, due to a wrong translation, three trains are found simulta-

neously at the arrival tracks. If the optimal decision is to give train 3 the right of way,

a deadlock situation will be generated (trains 1 and 2 wait for train 3 while train 3 can

not pass Woerden since both tracks are occupied by trains 1 and 2). Preventing such a

situation is fairly simple. The translated state should not contain more trains than can

physically ¯t in a certain area. In the case depicted here, train 3 should not have been

part of the SMD state.
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(a) Train 3 approaches Woerden station while all tracks are occupied by trains 1 and

2

(b) Wrong translation to the SMD state showing three trains at the Woerden station

Figure 8.19: An example of a wrong state translation from the Simulation state to the SMD

state. The SMD decision might lead to a deadlock situation
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8.4.2 Scenarios

As has been said earlier, not all freight train data is easy to obtain. In particular, the

speeds, the acceleration pattern and the initial delays of freight trains depend on a variety

of factors. To get around this, di®erent scenario's are constructed. The scenario's vary

in three parameters; the maximum speed of the freight trains, the acceleration rate of

the freight trains and the initial delays of the freight trains. Next to these freight train

related parameters, one more parameter has been varied by, which is the initial delay of

the passenger trains de¯ned as a percentage of the historically recorded delay (i.e. 100%

of historical delay, 75% etc.).

Even though these scenario's had slightly di®erent results, the overall conclusions

were comparable. In this chapter we therefore restrict ourselves to one of these cases.

The characteristics of the chosen scenario are given in the following table.

Characteristics Value

Speed (km/hr) 85

Acceleration time loss (in sec) 180

Initial delay (in sec) 350

Percentage of historical delay 100

Table 8.10: characteristics of the scenario

Freight trains run with 85 km/hr and lose three additional minutes as a penalty for

acceleration when getting stopped. At Woerden though, where the double track is very

long, the freight trains can be overtaken without delaying the freight trains much. As a

consequence, the trains will adjust their speeds only a bit: The acceleration time loss will

be zero if the freight train is overtaken by 1 train. If however two or more trains overtake

the freight train, the train will come to a complete stop resulting in high acceleration

time loss. The initial delay of the freight trains (that is, the delay that the trains have at

the entrance of the Utrecht - Gouda line segment) has an exponential distribution with a

mean of 350 seconds.

8.4.3 Strategies

In previous chapters we have already introduced a number of simple heuristics. The

performance of the SMD strategy was compared to these simple heuristics. Within the

Timetable environment it makes sense to introduce two new strategies: Least-Delayed-

First and Most-Delayed-First. The prior gives the right of way to the train that has the
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lowest delay. The idea behind this is to protect the trains which are not yet delayed. On

the other hand, the Most-Delayed-First strategy tries to minimize the delays of trains

that are already delayed by giving them priority.

8.4.4 Results Utrecht to Gouda

In Table 8.11, the average delays in seconds are given as they are registered at the di®erent

railway hubs. The average delays are the delays averaged over all train services weighted

by their frequency. The begin situation (the delays at Utrecht) is equal for every strategy.

The course of the delays diversi¯es though when the trains are further into the line

segment. The performance of di®erent strategies becomes then evident.

Discipline Ut Wd Gd

TAD 71 82 142

SMD 71 79 114

FCFS 71 86 147

IC-IR-RE-FR 71 81 121

IC-FR-IR-RE 71 81 115

FR-IC-IR-RE 71 79 118

FR-RE-IR-IC 71 86 156

RE-IR-IC-FR 71 88 150

Follow 71 84 139

LeastDelayedFirst 71 86 140

MostDelayedFirst 71 84 141

Table 8.11: Delays of trains in seconds at di®erent stations of line Utrecht! Gouda. The

train type abbreviations are IC: Intercity, IR: Inter-Regional, RE: Regional, FR:

Freight trains

When looking at the mean delays measured at the Gouda station, a few things draw

our attention. The worst strategy turns out to be the FR-RE-IR-IC strategy, which gives

the freight trains priority above the regional trains, and regional trains priority over the

Inter-regional and Intercity trains. The FCFS strategy improves the result a little. The

TAD strategy is only a slight improvement over the FCFS strategy. The performance of

the Follow strategy is better than that of the FCFS strategy but the two do not di®er

that much. This is due to the fact that the trains follow a timetable where the arrivals

are often planned to di®erent platforms. As a result not often will a track be visited by
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more than one train in a short time period. Due to saturated tracks, the Follow strategy

then will resemble the FCFS strategy.

The strategies IC-IR-RE-FR, IC-FR-IR-RE and FR-IC-IR-RE have one thing in com-

mon: these strategies prioritize Intercity trains above Inter-Regional trains while Inter-

Regional trains have priority above the Regional trains. These strategies perform very

well. The delays of the SMD strategy are the lowest although these are not signi¯cantly

di®erent from the delays of the IC-FR-IR-RE strategy.

An interesting insight can be obtained when looking at Table 8.12 and comparing

these results with Table 8.11. The punctuality of the trains at the Gouda station is the

highest with the SMD strategy and the strategies which prioritize Intercity trains above

the Regional trains. However, a surprising addition to this list is the LeastDelayedFirst

strategy. With this strategy, 81% of the trains have a delay less than 3 minutes, however,

the rest of the trains (19%) have the delays so high that the overall delay, depicted in

Table 8.11 turns out to be disappointing.

Discipline Ut Wd Gd

TAD 92 86 72

SMD 92 88 82

FCFS 92 85 70

IC-IR-RE-FR 92 89 83

IC-FR-IR-RE 92 89 82

FR-IC-IR-RE 92 89 80

FR-RE-IR-IC 92 86 74

RE-IR-IC-FR 92 87 78

Follow 92 89 76

LeastDelayedFirst 92 86 81

MostDelayedFirst 92 87 73

Table 8.12: Punctuality of Utrecht ! Gouda. The train is punctual if the delay is less than 3

minutes

The gain in punctuality is 10% when the SMD strategy is compared to the TAD

strategy. Table 8.13 depicts the delays of di®erent types of trains at Gouda. The last

column shows the overall delay and is identical with the value found in Table 8.11. From

the Table one can see that the SMD strategy, when compared to the TAD strategy,

improves considerably the delays of the passenger trains. The IC-FR-IR-RE strategy

decreases the delays of both Intercity trains and Freight trains but the delays of the
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IC RE / IR FR All

TAD 128 129 379 142

SMD 95 90 469 114

FCFS 152 102 355 147

IC-IR-RE-FR 90 82 688 121

IC-FR-IR-RE 88 115 427 115

FR-IC-IR-RE 114 110 212 118

FR-RE-IR-IC 201 55 212 156

RE-IR-IC-FR 148 48 757 150

Follow 138 86 445 139

LeastDelayedFirst 142 61 558 140

MostDelayedFirst 143 96 370 141

Table 8.13: Delay of di®erent types of trains at Gouda

regional trains are considerably higher than is the case with the SMD strategy

Discipline Gd

TAD 165

SMD 127

FIFO 160

IC-IR-RE-FR 153

IC-FR-IR-RE 141

FR-IC-IR-RE 129

FR-RE-IR-IC 166

RE-IR-IC-FR 180

Follow 161

LeastDelayedFirst 164

MostDelayedFirst 161

Table 8.14: Mean delays at Gouda station when 50% of the freight paths are utilized instead

of 35%

The performance of the di®erent heuristics is strongly related to the system con¯gu-

ration. If we would for example increase the number of freight trains in the system, the

performance of the IC-FR-IR-RE strategy will be considerably lower. Table 8.14 shows

the results when the percentage of the freight path utilisation is increased from 35% to
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50%. The rest of the con¯guration remained unchanged.

When 50% of the freight paths are utilized, considerably more freight trains will run

through the system. The IC-FR-IR-RE strategy which has performed greatly when only

35% of the freight paths have been utilized is now signi¯cantly poorer when compared to

the SMD strategy. On the other hand, the SMD strategy remains on the top regardless

of the percentage of the paths which are utilized. In fact, in all scenarios, we considered,

the SMD strategy performed great.

8.4.5 Results Gouda to Utrecht

In the opposite direction the di®erence between the strategies are even larger. Table 8.15

depicts the simulation results. The worst strategies by far are the strategies that give the

Regional trains priority above the Inter-Regional trains and above the Intercity trains.

The FCFS and the TAD strategies have already an improvement of one whole minute, as

far as the delays at the Utrecht station are considered.

Gd Wd Ut

TAD 86 103 211

SMD 86 95 131

FCFS 86 120 210

IC-IR-RE-FR 86 107 133

IC-FR-IR-RE 86 99 122

FR-RE-IR-IC 86 136 272

FR-IC-IR-RE 86 92 128

RE-IR-FR-IC 86 140 267

RE-IR-IC-FR 86 145 280

Follow 86 112 195

LeastDelayedFirst 86 133 226

MostDelayedFirst 86 108 190

Table 8.15: Delays of trains in seconds at di®erent stations of line Gouda! Utrecht

The strategies that have the lowest overall delay at the end of the line segment are

again the SMD strategy and the strategies where the Intercity trains have priority above

the Inter-Regional trains and the Regional trains. In fact, the IC-FR-IR-RE strategy

beats the other strategies and decreases the delays by 9 seconds when compared to the

performance of the SMD strategy. But as has been said before, these train-type-priority
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strategies are strongly related to the system con¯guration. When the number of freight

trains is increased, or the average speed of the trains is changed, another heuristic might

turn out to be better.

Table 8.16 depicts the delays of various train types at the Utrecht station. The last

column shows the overall delay and is identical with the value found in Table 8.15. When

comparing the delays of various types of trains between the TAD and the SMD strategies,

then it can be seen that all train types end up with lower delays with the SMD strategy.

Moreover, from Table 8.17, which lists the measured punctualities, we learn that the gain

in punctuality is very substantial, namely 23%.

IC RE / IR FR All

TAD 163 271 571 211

SMD 124 124 325 131

FCFS 203 179 642 210

IC-IR-RE-FR 97 128 912 133

IC-FR-IR-RE 91 125 705 122

FR-RE-IR-IC 334 146 309 272

FR-IC-IR-RE 108 149 308 128

RE-IR-FR-IC 322 145 366 267

RE-IR-IC-FR 316 148 882 280

Follow 186 168 632 195

LeastDelayedFirst 230 170 690 226

MostDelayedFirst 179 180 489 190

Table 8.16: Delay of di®erent types of trains at Utrecht

Despite of a good performance of SMD, a number of heuristics (IC-FR-IR-RE and

IC-IR-RE-FR) still outperform the SMD strategy and raise the punctuality at Gouda by

3 and 1 percent point respectively. To enhance the performance of the SMD strategy, the

SMD model should approximate the simulation model in a better way. This can be done

by di®erentiating between trains which are late or which are on time or by modelling the

Gouda station in a more exact way. Either way, we will stick to the current SMD model

and will instead state that the performance of the model can be improved even further.
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Gd Wd Ut

TAD 88 80 53

SMD 88 83 76

FCFS 88 77 56

IC-IR-RE-FR 88 83 77

IC-FR-IR-RE 88 85 79

FR-RE-IR-IC 88 74 46

FR-IC-IR-RE 88 84 76

RE-IR-FR-IC 88 73 47

RE-IR-IC-FR 88 73 46

Follow 88 80 64

LeastDelayedFirst 88 78 64

MostDelayedFirst 88 79 55

Table 8.17: Punctuality of Gouda ! Utrecht. The train is punctual if the delay is less than 3

minutes

8.5 SMD decisions and the usage in practice

In the previous sections we have explained how a railway con°ict situation can be trans-

formed to the SMD setting and modelled as a SMD model. We then simulated the

obtained SMD strategy and compared it to the TAD rules and to some other heuristics.

In this section we will talk about the SMD strategy itself. What does it look like? How

di®erent is it from the TAD rules and can it be used by the train dispatchers as easily as

is the case with the TAD strategy?

The raw output of the SMD strategy is rather abstract and extensive. This output

is basically a list containing all possible states together with the corresponding SMD

decision. As number of states can be substantial, this list can be enormous. However, it

is very easy to transform this raw output to another format which is very similar to the

format of the TAD rules. As a result, the train dispatchers can use and interpret these

rules in more or less the same way they use the TAD rules nowadays. These rules can

be part of a decision support system which will assist train dispatchers when resolving

con°icts.

The SMD tables Recall that a state is characterised by a combination ofx, y, z and

ts variables. By applying some straightforward aggregating procedures to the database
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containing the raw SMD output, we can aggregate rows, that contain the samex and

decision a information but di®er in y and ts values, together in to one row. Another

procedure interprets these rows and comes up with the SMD tables listing only a couple

of rules. These rules are often intuitive which will accommodate their acceptance by the

train dispatchers. Table 8.18 depicts such SMD table. Other tables can be found in

Appendix C.

Table 8.18 lists the SMD table of the Gouda station. The ¯rst column indicates that

there are 23 di®erent rules that can be distinguished at the station. The last column

describes these rules while the columns in between describe the state for which the rules

apply.

The columns 2 to 5 indicate the train services which are part of the state. When more

than one train service is depicted within the same cell, the rule applies for a situation

where one of these train services is found on that track (e.g. when on track 4 either train

service 9700 or 4000 is found while the rest of the tracks is empty, then rule number

2 should be applied). The column `Details' depicts further speci¯cations of the state.

Compare, for example, the states corresponding to rules 4 and 5. The train services on

the arrival tracks are equivalent. However, the description in column `Details' speci¯es

that rule 4 should be applied the freight train on track 3 is in motion while rule 5 applies

when the freight train is standing still.

The last column speci¯es the rule that should be applied. The rule contains the

reference to the train service which receives permission to cross the junction together with

the track number the train service is currently on (e.g. rule 5 speci¯es that the Freight

train found on track 3 always gets priority above the train series on track 4). Some rules

depend on the track speed (TS) value of the destination track: Rule 7 speci¯es that when

the track speed of the destination track is 123km/hr or higher then the Intercity train

service found on track 2 gets the right of way. If however, the track speed is lower, then

the regional train service (either 9700 or 4000) gets the right of way. This rule makes

sense, since in the latter case giving the Intercity train the right of way will delay both the

regional train series and the Intercity train service witch will be delayed at the destination

track.

Decision Support System Depending on the complexity of the con°ict situation for

which the SMD decisions have been obtained, the aggregation procedure can result in

SMD tables which are still substantial in size. For these cases, one might decide to inte-

grate the SMD tables into a Decision Support System. Such system will detect con°icts

automatically and present the train dispatcher with the SMD decision and possibly with
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a number of good alternatives. The train dispatcher can then select the most suitable

resolution.

The option to present not only the best solution but also a number of alternatives

is a straightforward extension since the essence of the SMD approach is about assigning

the values to the alternative decisions, in a ¯rst place. Rather than storing only the best

value into the database, one may choose to store the values of the alternative decisions as

well. Then, the best alternatives can be selected based on these values.

The rest of the table can be interpreted in the same manner. Before moving to the

next section, we would like to highlight one more rule, found in Table C.9 of Appendix

C. Rule number 20 speci¯es that train service 8800 may overtake the freight train if the

freight train is either moving full speed or is standing still while rule 21 speci¯es that the

freight train will have the right of way above train service 8800 when the freight train is

running at half speed. This is the direct consequence of the long double track segment

at Woerden station. When the freight train is running full speed and the train service

8800 wants to leave the station, the freight train should slow down a bit and let the train

service 8800 through ¯rst. However, if the freight train is already running half speed, then

stopping would involve very high acceleration time loss. In this case, it is better to delay

the train service 8800 and let the freight train go ¯rst. Finally, when the freight train is

standing still, then it turns out to be more e±cient to let the train service 8800 leave the

station ¯rst before the freight train starts accelerating.
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8.6 Conclusions

In this chapter the SMD model, whose primal objective is to resolve con°icts in the

timetable-free environment, has been applied to a current situation where timetables are

a common practice. The goal is to examine whether a complex real-life situation can be

modelled within the SMD setting and whether the model can compete with the con°ict

resolution rules, called TAD rules, which are used nowadays by ProRail. It has been shown

how a real-life situation can be modelled with the SMD approach. We have explained

the di®erent modelling choices that have been made and how a large area can be divided

into small manageable sub-areas. By means of a simulation, the SMD strategy has been

compared to a number of heuristics and to the TAD strategy which is used nowadays by

ProRail. While di®erent scenarios yielded slightly di®erent results, the overall conclusions

were comparable. Therefore, it has been chosen to con¯ne the presented results to one

of the scenario's. In this scenario the SMD strategy has outperformed the TAD strategy

and improved the punctuality of trains with 10 percent points for the Utrecht! Gouda

direction and with 23 percent points for the Gouda! Utrecht direction. Of course, these

percentages vary per scenario, but in all cases the SMD strategy has shown signi¯cantly

superior results when compared to those of TAD rules. From the heuristics we have

looked at, the majority performed poorly. Some however performed well in a number of

cases. For instance, for the presented case, the FR-IC-RE heuristic has performed well

for both directions and has actually outperformed the SMD strategy for the direction

Gouda ! Utrecht by one percent point, when considering the punctuality of trains at

the Utrecht central station. The drawback of the heuristics is however that these are

strongly dependent on the con¯guration of the line segment. For instance, a change in

the number of the freight trains, that run through the segment, will a®ect the performance

of such a heuristic, we have shown in Section 8.4.4 that the drop in performance can be

considerable. On the other hand, the SMD model produces dynamic strategies which are

optimised for various situations. We can conclude that the SMD model has shown very

well results on line segment Utrecht - Gouda.

In practice the SMD approach can be used to construct the SMD tables which can

be used by the train dispatches pretty much in the same manner as the TAD tables are

used nowadays. Such a table lists intuitive rules that are simple to apply and are easy to

interpret. Alternatively, the approach can be integrated into a Decision Support System

which will detect con°icts and pop-up with a selection of the resolution rules which are

preselected by the SMD system on the basis of their value. The train dispatcher can then

select the most suitable resolution.





Chapter 9

Epilogue

9.1 General discussion and summary

The topic of this research is dynamic delay management at railways. ProRail, the Dutch

railway infrastructure manager, is interested in ¯nding new methods in order to improve

train service through optimisation of the usage of the railway network. This optimisation

step is needed, since the railway capacity is scarce while the demand is growing in terms of

both passenger and freight tra±c. With this growing demand, the current way of railway

operation will become unsustainable and needs to be reviewed. The Dutch government is

aware of this and has expressed its ambitions to gradually increase the number of trains

in the most dense part of The Netherlands and gradually move to a system which can be

described best as a metro system. In such a system, a high number of trains operate and

run close to each other. This way a higher demand can be met. The drawback of such a

system is that it is more vulnerable to delays. Due to less bu®er space, small delays will

more often lead to train con°icts. This change in railway operation will lead to a more

dynamic railway service which increases the need for new techniques that can solve train

con°icts dynamically.

Train con°icts occur also in the present day situation where timetables are a common

practice. Although, timetables are designed to separate trains from each other, some trains

get delayed which leads to train con°icts. Currently ProRail relies on the so-called TAD

con°ict resolution rules which are strongly related to the timetable. Train dispatchers use

these rules to resolve train con°icts. The rules are the result of the negotiation process

between di®erent operators and prescribe a certain train order per con°ict situation. On

a number of locations within the Dutch railway network, these rules are however not

satisfactory. ProRail is interested in alternative con°ict resolution strategies which may

have a better performance.
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The main goals of the thesis are thus to explore a new technique which is designed

to resolve train con°icts within the metro-like system of the future. But also to examine

whether such a system can serve as an alternative for the TAD rules used nowadays by

ProRail. The theory that we use in this thesis is that of the Semi-Markovian Decision

processes. This approach has never been tried before. The idea behind this approach is

to be able to construct rules o®-line but solve the con°icts on-line pretty much the same

way TAD rules are used nowadays. The train dispatchers have an overview of the rules.

When a con°ict arises, the con°ict resolution rule is found and applied.

Due to interdependencies in the railway network, the large part of the delays are

knock-on delays which are transmitted from one train to another. Most of these delays are

transmitted either at the junctions where trains from di®erent directions come together,

or at the track sections when a fast train catches up with a slower one. The goal of our

research is to optimize the situation at junctions and taking into consideration the track

behind it. Moreover, the rules of the SMD strategy will be local rules designed to resolve

the con°icts locally.

In the ¯rst chapters we develop the so-called SMD model and show how the con°ict

resolution problem can be modelled as such. We start with a simple model where trains

from di®erent directions come together and need to share the same infrastructure from

then onwards. We call the tracks where the trains arrive the arrival tracks and the

track they need to share the destination track. We then show how the model can be

extended by allowing trains to leave the destination track prematurely and allowing for

bidirectional tra±c. The performance of the SMD strategy is compared to a number of

heuristics through an extensive simulation study. In all of the cases, the SMD strategy

outperforms other strategies, however, in some situations some heuristics turn out to be

almost optimal.

While developing the SMD model, a number of modelling choices were made. One of

these choices concerns the modelling of the destination track. It turns out that modelling

the destination track by means of the so-called track speed concept reduces the number of

states and solves an issue, concerning the headway concept, the original model had where

both location and type of each train were modelled. This SMDts model has comparable

results to the original model while being more compact and thus able to model more

complex situations. In a number of cases, though, modelling the destination track by

a single variable, which represents the speed of the `°ow', may be inadequate. In these

cases, one might think of extending the model to a multiple track speed model (see next

section for model extensions) or using the SMD model instead.

In a later chapter we apply the SMD model to some ¯ctive networks to study the
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performance of the SMD model within a network environment. The idea is to solve train

con°icts locally but study their e®ects globally. In the studied network environments the

di®erence in performance between the SMD strategy and the heuristics was substantial.

The three networks we have studied had a growing complexity. The last network had

a number of complicated aspects which are comparable to characteristics found in the

real-life situations. The SMD strategy proved to perform very well, outperforming all

other strategies.

The results of the SMD strategy within the ¯ctive cases we studied, encouraged us to

apply the model to a real-life situation. In cooperation with ProRail a study area has been

chosen involving the line segment Utrecht - Gouda. This line segment is being heavily

utilised by both passenger and freight tra±c. The line includes Utrecht Central Station

which is the largest station in The Netherlands and the main hub where trains from

di®erent parts of The Netherlands come together. Moreover, the freight tra±c running to

and from the Rotterdam harbour makes use of this line segment too. The trains entering

this line segment are often delayed which leads to a large number of con°icts which need

to be resolved. The TAD rules do solve these con°icts but the train punctuality within

the area can still be improved.

The line segment Utrecht - Gouda has been decomposed into a number of areas where

local SMD rules have been applied. We have explained how the line segment is divided

into areas and how the situation in each area can be translated into the SMD model.

By means of a simulation study, the performance of the SMD strategy is compared to

that of the TAD rules and to a number of heuristics. The SMD strategy turns out to

perform very well, even though it does not hold any information of the timetable and

falsely assumes that the train arrivals are Poisson. Within the simulated environment

the SMD strategy, when compared to the TAD strategy, has substantially improved the

overall train punctuality. Again, some heuristics performed very well and have even in a

number of cases outperformed the SMD strategy. These heuristics, however, are strongly

dependent on the model settings and perform di®erently when other settings are applied

(in the case we have studied in Section 8.4.4 the heuristic IC-FR-IR-RE has performed

almost as well as the SMD strategy but its performance dropped substantially when the

number of freight trains was increased). The SMD model does not have these drawbacks

since it produces strategies which are optimised for each individual case.

The SMD strategy de¯nes a rule for every possible situation. By grouping the situ-

ations together, for which the same rule applies, we can construct compact SMD tables

which present the SMD strategy on a comprehensive sheet. These tables can be used by

train dispatchers pretty much in the same manner they use the TAD rules today. This
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similarity between the two can contribute to a fast adaptation and acceptance of the SMD

strategy by the train dispatchers.

The goal of this thesis has been to examine the possibility of using the theory of the

Semi-Markovian decision processes to resolve train con°icts dynamically. The presented

results not only show that this is possible but that this approach has a potential to improve

the current train con°ict handling procedures and hereby improve the train punctuality.

Due to the complete independence from the timetables, the approach is ready for the

metro-like situation which is likely to be implemented in the near future. Moreover, we

believe that the model can be easily extended to cover speci¯c railway situations that can

be found in practice.

9.2 Limitations of the thesis and recommendations

for further research

As is stated, the main goal of the thesis has been to examine the possibility of using the

theory of the Semi-Markovian Decision processes to resolve train con°icts dynamically.

Thus, the emphasis laid on developing a model which can resolve con°icts occurring at

the most common junctions found in practice that is, (1) fork junctions where trains from

di®erent directions come together and share the same track or a portion of it afterwards

and (2) bidirectional junctions. When examining the line segment Utrecht - Gouda we

have explained how already with this equipment, complex areas can be modelled. More-

over, the SMD strategy, provided by the model, proved to perform substantially better

than the TAD strategy. However, not all possible con°icting situations are covered with

the presented model. Modelling these situations requires model extensions. A number of

these extensions are proposed hereunder.

Multiple destination tracks. It is possible that in the real world a certain combination

of trains can cross the junction without con°icting with each other while another train

combination will have a mutual con°ict. This is the case with multiple destination tracks.

An example of such a junction has been presented in Section 8.3.2.1 when the modelling

of the Gouda station has been explained. There we have approximated the junction with

the SMD model. In this section we want to explain how the SMD model can be extended

to facilitate this kind of junctions. In our model, an action a has been associated with

an arrival track from which a train will be allowed to cross the junction. In the extended

model, the actiona should be associated with a combination of train types that can cross

the junction simultaneously. As has already been the case with a bidirectional junction,
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the current state can limit the number of possible actions. In case of a bidirectional

junction, a train can not enter a destination track when it is being used in the opposite

direction. In case of the extended model, an action is only possible when all involved

destination tracks are available. Another di®erence with the current SMD model, is the

Track Speed variable that has been used for tracking the state on the destination track. In

the extended model, this variable will be an array with each entry describing the situation

on a certain destination track.

Multiple track speeds. Independently from the above extension, one may think of situ-

ations where modelling one single destination track with one single variable representing

the speed of the `°ow' on the track will not be adequate. For instance, consider a long

destination track but where after already a short distance a slow freight train leaves the

model. This situation should lead to a low track speed on the ¯rst part of the track and

a high track speed at the rest of the track. With only one variable representing the speed

of the °ow on the whole destination track, the track speed of both parts will be averaged.

As a result, the speed of the °ow on the ¯rst part of the track will be overestimated. As a

result, fast trains leaving the track shortly after entering it will be hindered less by their

predecessors than it will be the case in reality. To model this in a correct way, one should

consider using two (or even more) track speeds to model the speed of each part of the

destination track separately. When in such a model, a slow train will enter the track, it

will lower the ¯rst track speed the most, the second less and the last track speed only

slightly. When after that, a fast train enters the destination track, then its delay should

be based on the track speed, which corresponds with the last part it will cross before

leaving the track. This way, the delays of all trains will be calculated in a correct way.

Phase type arrival process. Although the Poisson-type process, that has been used

throughout this thesis, has yielded promising results even in real-life situations, it is still

worthwhile to extend the model to allow for Phase type arrival processes. The idea behind

this is that the trains in real-life run less disorderly than it is the case with the Poisson-

type process. Approximating arrivals with a Phase type process, which is less chaotic than

the Poisson-type process can lead to better results. The extension itself is very easy to

implement. The state space needs to be extended with an extra variablek for every arrival

track. This variable gives the phase that the arrival process on that track is currently

on. Then, when during the simulation, a con°ict occurs which needs to be solved with

the SMD strategy, the corresponding SMD state can be obtained by translating the time

the last train has entered the track into the arrival phase state of that track. The idea is,

that the longer this idle interval lasts, the higher the possibility of the new arrival.



178 CHAPTER 9. EPILOGUE

Dynamic train types. The SMD model introduced in this thesis can handle train

priorities implicitly. This allows for modelling practical situations where for example

international trains have a higher priority than domestic trains, or trains having a lot of

connections to other trains having higher priority than trains without connections. There

are however situations where other types of priorities arise. In many countries, the train

companies are judged by their punctualities. The punctuality is the percentage of trains

that have a delay of less thanx minutes. In such a case, protecting the trains with the

delay around or below this value can be a good idea. As a result, the priority of the

train will be dynamic, based on its current delay. To model this, one could consider the

following: When an actiona gives some train the right of crossing the junction, the trains

on other arrival tracks get delayed. When the resulting delay of the train falls within a

certain interval, the train type of the train should be changed to a type with a higher

priority. This way, the SMD strategy will take into account the fact that some actions

can cause an extra delay to trains that are better not to be delayed.

Next to the above extensions which are meant to extend the SMD model itself to

increase its ability to model real-life situations, the research can be expanded to areas

involving the implementation of the model into practice. Think of automating the process

of dividing a complex area into manageable sub-areas or building a global monitoring

system that examines the local SMD decisions and checks whether they do not con°ict

with other decisions.

Moreover, it would be interesting to compare the quality of the SMD strategy to

strategies obtained from other models, taken from the literature. Due to limited time this

comparison had to be omitted in this research.

A very interesting extension of the research presented in this thesis is to examine the

performance of the di®erent strategies on a more global scale. For this, a commercial

simulator software can be used where the whole Dutch railway net is incorporated. The

software that comes to mind is Simone, developed by the Incontrol Enterprise Dynamics,

which is used by ProRail for a variety of research objectives. The SMD strategy can then

be applied to a number of con°icting areas and the e®ects studied on the scale of the whole

network. By comparing these results to the results of another simulation where the TAD

rules are applied to the same areas, the added value of the SMD rules can be studied. This

extension requires building some additional software which allows for the communication

between the SMD and the Simone environments. Alternatively, this global environment

can be used to study the performance of the SMD approach for the situation where the

metro-like environment is applied to the most dense part of The Netherlands, as is likely

to happen in the near future.



Summary



English summary

Dynamic Delay Management at Railways

A Semi-Markovian Decision Approach

The topic of this research is dynamic delay management at railways. ProRail, the Dutch

railway infrastructure manager, is interested in ¯nding new methods in order to improve

train service through optimisation of the usage of the railway network. This optimisation

step is needed, since the railway capacity is scarce while the demand is growing in terms of

both passenger and freight tra±c. With this growing demand, the current way of railway

operation will become unsustainable and needs to be reviewed. The Dutch government is

aware of this and has expressed its ambitions to gradually increase the number of trains

in the most dense part of The Netherlands and gradually move to a system which can be

described best as a metro system. In such a system, a high number of trains operate and

run close to each other. This way a higher demand can be met. The drawback of such a

system is that it is more vulnerable to delays. Due to less bu®er space, small delays will

more often lead to train con°icts. This change in railway operation will lead to a more

dynamic railway service which increases the need for new techniques that can solve train

con°icts dynamically.

Train con°icts occur also in the present day situation where timetables are a common

practice. Although, timetables are designed to separate trains from each other, some trains

get delayed which leads to train con°icts. Currently ProRail relies on the so-called TAD

con°ict resolution rules which are strongly related to the timetable. Train dispatchers use

these rules to resolve train con°icts. The rules are the result of the negotiation process

between di®erent operators and prescribe a certain train order per con°ict situation. On

a number of locations within the Dutch railway network, these rules are however not

satisfactory. ProRail is interested in alternative con°ict resolution strategies which may

have a better performance.

The main goals of the thesis are thus to explore a new technique which is designed

to resolve train con°icts within the metro-like system of the future. But also to examine

whether such a technique can serve as an alternative for the TAD rules used nowadays

by ProRail and by this improve the punctuality of the current railway system. The
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theory that we use in this thesis is that of the Semi-Markovian Decision processes. This

approach has never been tried before. The idea behind this approach is to be able to

construct rules o®-line but solve the con°icts on-line pretty much the same way TAD

rules are used nowadays. The train dispatchers have an overview of the rules. When a

con°ict arises, the con°ict resolution rule is found and applied.

Due to interdependencies in the railway network, the large part of the delays are

knock-on delays which are transmitted from one train to another. Most of these delays are

transmitted either at the junctions where trains from di®erent directions come together,

or at the track sections when a fast train catches up with a slower one. The goal of our

research is to optimize the situation at junctions and taking into consideration the track

behind it. Moreover, the rules of the SMD strategy will be local rules designed to resolve

the con°icts locally.

In the ¯rst chapters we develop the so-called SMD model and show how the con°ict

resolution problem can be modelled as such. We start with a simple model where trains

from di®erent directions come together and need to share the same infrastructure from

then onwards. In later chapters this model is extended. The performance of the SMD

strategy is compared to a number of heuristics through an extensive simulation study.

In all of the cases, the SMD strategy outperforms other strategies, however, in some

situations some heuristics turn out to be almost optimal.

Next we apply the SMD model to some ¯ctive networks to study the performance of

the SMD model within a network environment. The idea is to solve train con°icts locally

but study their e®ects globally. In the studied network environments the di®erence in

performance between the SMD strategy and the heuristics was substantial. The three

networks we have studied had a growing complexity. The last network had a number of

complicated aspects which are comparable to characteristics found in the real-life situa-

tions. The SMD strategy proved to perform very well, outperforming all other strategies.

The results of the SMD strategy within the ¯ctive cases we studied, encouraged us to

apply the model to a real-life situation. In cooperation with ProRail a study area has been

chosen involving the line segment Utrecht - Gouda. This line segment is being heavily

utilised by both passenger and freight tra±c. The line includes Utrecht Central Station

which is the largest station in The Netherlands and the main hub where trains from

di®erent parts of The Netherlands come together. Moreover, the freight tra±c running to

and from the Rotterdam harbour makes use of this line segment too. The trains entering

this line segment are often delayed which leads to a large number of con°icts which need

to be resolved. The TAD rules do solve these con°icts but the train punctuality within

the area can still be improved.
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The line segment Utrecht - Gouda has been decomposed into a number of areas where

local SMD rules have been applied. We have explained how the line segment is divided

into areas and how the situation in each area can be translated into the SMD model.

By means of a simulation study, the performance of the SMD strategy is compared to

that of the TAD rules and to a number of heuristics. The SMD strategy turns out to

perform very well, even though it does not hold any information of the timetable and

falsely assumes that the train arrivals are Poisson. Within the simulated environment

the SMD strategy, when compared to the TAD strategy, has substantially improved the

overall train punctuality. Again, some heuristics performed very well and have even in a

number of cases outperformed the SMD strategy. A major drawback of the heuristics is

however that these strongly depend on a con°ict situation. A heuristic which performs

well for one con°ict situation does not necessarily have to perform well in other cases.

The SMD model does not have these drawbacks since it produces strategies which are

optimised for each individual case.

The SMD strategy de¯nes a rule for every possible situation. By grouping the situ-

ations together, for which the same rule applies, we can construct compact SMD tables

which present the SMD strategy on a comprehensive sheet. These tables can be used by

train dispatchers pretty much in the same manner they use the TAD rules today. This

similarity between the two can contribute to a fast adaptation and acceptance of the SMD

strategy by the train dispatchers.

The goal of this thesis has been to examine the possibility of using the theory of the

Semi-Markovian decision processes to resolve train con°icts dynamically. The presented

results not only show that this is possible but that this approach has a potential to improve

the current train con°ict handling procedures and hereby improve the train punctuality.

Due to the complete independence from the timetables, the approach is also ready for

the metro-like situation which is likely to be implemented in The Netherlands in the near

future. Moreover, we believe that the model can be easily extended to cover speci¯c

railway situations that can be found in practice.





Nederlandse samenvatting

Dynamische vertragingsbeheersing bij treinen

Het Nederlandse spoorwegnet behoort tot de drukste spoorwegnetten ter wereld. De

treinen rijden dicht op elkaar. Wanneer er een vertraging optreedt, kan deze zich hierdoor

makkelijk over het net verspreiden. De verwachting is dat de vraag naar spoorwegdiensten,

zowel in het publieke domein als in de goederentransportsector, nog verder zal groeien.

Het uitbreiden van de capaciteit door steeds maar meer spoor te bouwen, helpt slechts

tijdelijk waardoor men op zoek is naar nieuwe technieken om de beschikbare capaciteit

beter te benutten.

De Nederlandse overheid realiseert zich dat de huidige manier van werken, met een

dienstregeling, op den duur dient te veranderen. Het gebruik maken van een dienstrege-

ling beperkt in een aantal gevallen de beschikbare capaciteit. Een goed voorbeeld hiervan

zijn de treinaansluitingen, waardoor de treinen op elkaar gaan wachten en `onnodig' de

spoorcapaciteit voor zich claimen. Een ander voorbeeld zijn de voorgeschreven vertrek-

tijden van treinen waardoor de treinen niet eerder mogen vertrekken wanneer dat wel

mogelijk is.In 2008 is daarom het Programma Hoogfrequent Spoorvervoer gelanceerd dat

erin moet voorzien dat in de Randstad treinen met een veel hogere frequentie gaan rijden,

zodat het spoor meer op het metro-netwerk gaat lijken. Hierdoor hoeven de passagiers

geen rekening meer te houden met de vertrektijden van de treinen en hoeven ze zich geen

zorgen te maken over hun aansluiting, omdat de gemiddelde wachttijd op de stations laag

zal zijn. Het grootste voordeel zou echter zijn dat met de huidige spoorwegcapaciteit een

veel grotere vraag vervuld kan worden dan nu het geval is. De keerzijde van zo'n systeem

is dat er weinig ruimte overblijft voor het opvangen van vertragingen. Een kleine vertrag-

ing zal veel sneller leiden tot con°icten tussen treinen, waardoor dynamische technieken

nodig zijn om de vertraging te beheersen.

ProRail, de spoorbeheerder in Nederland, hanteert de zogenoemde TAD-regels om

con°icten op het spoor op te lossen. TAD staat voor TreinAfhandelingsDocument en is

een document dat voorschriften voor treindienstleiders bevat. Zodoende heeft iedere trein-

dienstleider een overzicht van de voorgeschreven regels die gehanteerd dienen te worden

tijdens een con°ict. In de praktijk zijn deze regels niet altijd even doeltre®end, waardoor

ProRail open staat voor nieuwe aanpakken.
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In dit proefschrift wordt onderzocht of met behulp van de gevestigde wiskundige theo-

rie, genaamd Semi-Markov Beslissingsprocessen (SMBP), con°icten op het spoor opgelost

kunnen worden. Deze techniek is succesvol toegepast op verschillende gebieden waar dy-

namiek en stochastiek een centrale rol spelen, maar is nog nooit eerder gebruikt voor de

doeleinden beschreven in dit proefschrift. Dit terwijl het spoor van nature een dynamisch

proces is en, door diverse externe factoren en vertragingen, veel stochastiek in zich heeft.

Een tweetal vragen staan in dit proefschrift centraal. In eerste instantie wordt onder-

zocht of het mogelijk is om de situatie op het spoor te vertalen naar de toestandsbeschrij-

ving die past bij de SMBP-theorie. De toestandsbeschrijving is een wiskundige weergave

van de werkelijkheid waarbij elementen als positie van treinen, hun snelheid en route

beschreven worden. Deze beschrijving bepaalt mede de kwaliteit van de beslisregels. Het

model dat hieruit resulteert, dient aan te sluiten op de toekomstige situatie waarbij de

dienstregeling vervangen wordt door een op de metro lijkend systeem. De tweede onder-

zoeksvraag heeft betrekking op de huidige situatie waarbij de dienstregeling centraal staat.

De vraag is of het model een waardig alternatief kan bieden voor de TAD-regels om con-

°icten op het spoor op te lossen. Hiervoor dient het model met beslissingsregels te komen

die tot goede prestaties leiden, redelijk eenvoudig zijn en makkelijk interpreteerbaar. Het

laatste is noodzakelijk voor de acceptatie van de regels door de treindienstleiders die ze

zullen implementeren.

Door de onderlinge afhankelijkheden op het spoor, worden de meeste vertragingen

veroorzaakt op kruisingen waar treinen uit verschillende richtingen bij elkaar komen en op

stukken spoor waar snellere treinen de langzame inhalen en erachter moeten blijven rijden.

In de eerste hoofdstukken wordt uitgelegd hoe kruispunten met behulp van de SMBP-

theorie vertaald kunnen worden naar een model dat we het SMD-model hebben genoemd.

Allereerst wordt een simpel kruispunt gemodelleerd waar treinen uit twee richtingen bij

elkaar komen en vervolgens in dezelfde richting achter elkaar blijven rijden. Daarna wordt

het model uitgebreid om meerdere richtingen te ondersteunen en toe te staan dat een deel

van de treinen eerder aftakt om in andere richtingen verder te gaan.

Het doorrekenen van het SMD-model levert de zogenoemde SMD-strategie op. Dit is

een voorschrift met regels waarmee de con°icten opgelost dienen te worden. De regels

bepalen de volgorde waarmee de treinen een con°ictpunt mogen passeren. Dit zijn dus

vooraf vastgestelde regels (o²ine regels) die op een later tijdstip, op het moment van het

voorkomen van een con°ict gebruikt kunnen worden. Om de prestatie van deze regels

te testen, wordt gebruik gemaakt van simulatie. Met behulp van simulatie wordt een

situatie op een kruising nagebootst. De treinenloop van een aantal jaar wordt in een paar

seconden gesimuleerd. Telkens als een con°ict tussen de treinen zich voordoet, wordt
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de simulatie voor een fractie van een seconde stopgezet en de bijbehorende SMD-regel

opgezocht en toegepast. De prestatiemaat die in dit proefschrift gebruikt wordt, is de

totale verblijfstijd van de treinen in een gebied. Deze prestatiemaat lijkt voor de hand

te liggen in een situatie zonder dienstregeling. Een kortere verblijfstijd duidt op minder

vertraging in het gebied, wat tekenend is voor een goede strategie.

Om de prestatie van de SMD-strategie te vergelijken met dat van andere strategieÄen,

worden meerdere simulatiestudies uitgevoerd. In iedere studie worden de con°icten met

een bepaalde strategie opgelost. De voor de hand liggende strategieÄen om SMD mee

te vergelijken zijn: FCFS (First Come, First Served), voorrang op basis van treintype,

voorrang op basis van vertraging en de zogenoemde Follow strategie waarbij eerst alle

treinen uit een bepaalde richting de kruising mogen passeren voordat er `overgeschakeld'

wordt op treinen uit een andere richting.

Uit de simulatiestudie blijkt dat de SMD-regels heel goed presteren en leiden tot betere

resultaten dan andere strategieÄen. Alhoewel enkele andere strategieÄen het in afzonderlijke

situaties ook heel goed blijken te doen, wisselen de prestaties sterk en zijn ze afhankelijk

van de situatie rondom de kruising. De SMD-strategie blijkt daarentegen een dynamis-

che strategie te zijn die altijd goed lijkt te presteren. Deze resultaten moedigden aan

om het model verder te ontplooien. Zo is het model uitgebreid om ook tweerichtings-

verkeer te kunnen faciliteren en werd het model wiskundig gezien compacter gemaakt.

Een voordeel van een compact model is dat het sneller door te rekenen is en dat grotere

kruisingen gemodelleerd kunnen worden zonder tegen de grenzen van de rekencapaciteit

van de huidige computers te lopen.

Vervolgens werd onderzocht hoe het SMD-model, dat bedoeld is om de situatie rondom

lokale con°ictpunten te optimaliseren, op een grotere schaal zal presteren. Hiertoe zijn

kleine netwerken bedacht die elementen bevatten uit het werkelijke spoornet. Nadat

bleek dat ook hier het SMD-model goed werkte, werd een werkelijk spoortraject, Utrecht

- Gouda, nagebootst. Dit traject staat bekend om de grote hoeveelheid con°icten tussen

treinen, waarbij bovendien de TAD-regels niet altijd voldoende presteren. Het gevolg

hiervan is dat de treinvertraging aan het eind van het traject groter is dan de aanvankelijke

vertraging, hetgeen zich vertaalt in lage punctualiteitcijfers.

Het laatste hoofdstuk beschrijft hoe een complexe situatie zoals deze zich voordoet

op het traject Utrecht - Gouda vertaald kan worden naar de beschrijving van het SMD-

model. Met behulp van simulatie, waarin nu ook de TAD-regels opgenomen zijn, worden

de prestaties van verschillende strategieÄen met elkaar vergeleken. Voor de uitgevoerde

studie werd de dienstregeling van het jaar 2007 gebruikt en werden de toen geregistreerde

vertragingen in acht genomen. De SMD-regels bleken in de gesimuleerde omgeving de
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prestaties van de TAD-regels te verbeteren en de punctualiteit te verhogen.

We kunnen vaststellen dat dit onderzoek aangetoond heeft dat de theorie van de

Semi-Markov Beslissingsprocessen gebruikt kan worden om de con°icten op het spoor op

te lossen. In dit proefschrift werd uitgelegd hoe een model, gebaseerd op deze theorie,

geconstrueerd en toegepast kan worden. De resultaten laten zien dat het model niet alleen

goed presteert in het op de metro lijkend toekomstige systeem, maar ook de vertragingen

in de huidige situatie kan verminderen. Een logisch vervolgonderzoek zou zijn om het

model verder te generaliseren en het in een simulatiemodel op landelijk niveau uit te

testen.



Êðàòêîå ñîäåðæàíèå

Äèíàìè÷íîå ðàçðåøåíèå êîíôëèêòíûõ ñèòóàöèé è

óðåãóëèðîâàíèå çàäåðæåê íà æåëåçíîäîðîæíûõ ñåòÿõ

Äèññåðòàöèÿ íà ñîèñêàíèå ó÷åíîé ñòåïåíè äîêòîðà ýêîíîìè÷åñêèõ íàóê (Ph.D.).

Àìñòåðäàìñêèé óíèâåðñèòåò, ôàêóëüòåò Ýêîíîìèêè è Áèçíåñà. Ìàé 2010

Æåëåçíîäîðîæíàÿ ñåòü Íèäåðëàíäîâ îòíîñèòñÿ ê îäíîé èç ñàìûõ çàãðóæåííûõ

ñåòåé ìèðà. Ïî ýòîé ñåòè ïðîõîäèò áîëüøîå êîëè÷åñòâî ïàññàæèðñêèõ è ãðóçîâûõ ïå-

ðåâîçîê. Â ðàñïèñàíèè äâèæåíèÿ ïîåçäîâ ÷àñòî ïëàíèðóþòñÿ êîðîòêèå ïðîìåæóòêè

âðåìåíè ìåæäó ïîåçäàìè. Âçà÷àñòóþ ýòîò èíòåðâàë ñîñòîèò ëèøü èç òðåõ-÷åòûðåõ

ìèíóò. Â ñëó÷àå îòêëîíåíèé èëè îïîçäàíèÿ ïîåçäà, çàäåðæêà ìîæåò ìãíîâåííî ïðè-

âåñòè ê ïîñëåäñòâèÿì, âëèÿþùèì íà äâèæåíèå äðóãèõ ïîåçäîâ, ÷òî íåðåäêî íàáëþäà-

åòñÿ íà ïðàêòèêå. Òàêèå çàäåðæêè è êîíôëèêòû ìåæäó ïîåçäàìè íàíîñÿò îãðîìíûé

óùåðá ýêîíîìèêå Íèäåðëàíäîâ. Êðîìå òîãî, ïî îöåíêàì ýêñïåðòîâ ñëåäóåò, ÷òî ñïðîñ

íà æåëåçíîäîðîæíûé òðàíñïîðò ðàñòåò è áóäåò ðàñòè è â áóäóùåì, ÷òî ïðèâåäåò ê

ðîñòó îáúåìà æåëåçíîäîðîæíûõ ïåðåâîçîê. Ýòà òåíäåíöèÿ íàáëþäàåòñÿ êàê â ïàñ-

ñàæèðñêîì, òàê è â ãðóçîâîì ñåêòîðàõ. Äëÿ òîãî ÷òîáû ñóìåòü ñïðàâèòüñÿ ñ òàêîé

ïîâûøåííîé äåÿòåëüíîñòüþ, íåîáõîäèìî ïîâûñèòü ýêñïëóàòàöèîííóþ âìåñòèìîñòü

ñåòè. Ñòðîèòåëüñòâî íîâûõ æåëåçíûõ äîðîã ÿâëÿåòñÿ î÷åíü äîðîãèì ðåøåíèåì äàí-

íîé ïðîáëåìû. Êðîìå òîãî, äëèòåëüíûé ïðîöåññ ñòðîåíèÿ íîâîé èíôðàñòðóêòóðû

äàåò ýôôåêò òîëüêî ÷åðåç íåñêîëüêî ëåò. Íàìíîãî ýôôåêòèâíåå áóäåò ðàññìîòðåòü

íîâûå âîçìîæíîñòè, êîòîðûå ìîãóò áûòü îñóùåñòâèìû â ïðåäåëàõ íûíå äåéñòâóþ-

ùåé èíôðàñòðóêòóðû.

Ãîëëàíäñêèå æåëåçíîäîðîæíûå âåäîìñòâà, à òàêæå è ïðàâèòåëüñòâî Ãîëëàíäèè

îñîçíàþò, ÷òî ñïîñîá äåéñòâèé, èñïîëüçóåìûé â äàííûé ìîìåíò, íåàäåêâàòíî ïîäãî-

òîâëåí ê áóäóùåìó. Ãðàôèê ñëåäîâàíèÿ ïîåçäîâ, êîòîðûé â ñòàíäàðòíîì è â îáÿ-

çàòåëüíîì ïîðÿäêå ñîñòàâëÿåòñÿ ñ öåëüþ îáåñïå÷åíèÿ áåñêîíôëèêòíîãî äâèæåíèÿ

ïîåçäîâ, â áóäóùåì ìîæåò ïðèâåñòè ê ïîíèæåíèþ ïðîïóñêíîé ñïîñîáíîñòè ñåòè Íè-

äåðëàíäîâ. Â êà÷åñòâå ïðèìåðà çäåñü ìîãóò áûòü ïðèâåäåíû ïåðåñàäêè ïàññàæèðîâ

èç ïîåçäà â ïîåçä, êîòîðûå ïðåäóñìîòðåíû ðàñïèñàíèåì. Ýòè ïåðåñàäêè ïðèâîäÿò ê

òîìó, ÷òî ïîåçäà æäóò äðóã äðóãà, ïðè ýòîì çàíèìàÿ öåííóþ èíôðàñòðóêòóðó.
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Â 2008 ãîäó ïðàâèòåëüñòâî Ãîëëàíäèè ñôîðìóëèðîâàëî ïðîåêò "Âûñîêî÷àñòîòíîå

æåëåçíîäîðîæíîå äâèæåíèå" (ÂÆÄ), êîòîðûé íàïðàâëåí íà ñóùåñòâåííîå ïîâûøå-

íèå êîëè÷åñòâà æåëåçíîäîðîæíûõ ïåðåâîçîê â ïðåäåëàõ íàèáîëåå ïëîòíî íàñåëåííîé

÷àñòè Ãîëëàíäèè, íîñÿùåé èìÿ Randstad 1.

Ýòî íîâøåñòâî ïðèâåäåò ñèñòåìó æåëåçíûõ äîðîã ê ñáëèæåíèþ ñ ñèñòåìîé, ïðè-

ìåíÿþùåéñÿ â ñåòÿõ ìåòðî, ãäå ïàññàæèðàì íå òðåáóåòñÿ çàïîìèíàòü ðàñïèñàíèå

ïîåçäîâ è íå íóæíî áåñïîêîèòüñÿ óñïåâàòü íà ïåðåñàäêó, âåäü â òàêîé ñåòè ñðåäíåå

âðåìÿ îæèäàíèÿ äî ñëåäóþùåãî ïîåçäà íåçíà÷èòåëüíî. Îäíàêî áîëåå âàæíîå ïðå-

èìóùåñòâî âíåñåíèÿ ýòîãî íîâøåñòâà ñîñòîèò â òîì, ÷òî ýòà ïðîãðàììà ñïîñîáñòâóåò

óâåëè÷åíèþ ïðîïóñêíîé ñïîñîáíîñòè ñåòè Ãîëëàíäèè.

Ê ñîæàëåíèþ, ó òàêîé ñèñòåìû åñòü è îòðèöàòåëüíûé ýëåìåíò. Ìàëûé ïðîìå-

æóòîê âðåìåíè ìåæäó ïîåçäàìè ñïîñîáñòâóåò ïîâûøåíèþ óÿçâèìîñòè ñåòè, òàê êàê

çàäåðæêà îäíîãî ïîåçäà ñêîðåå ïðèâåäåò ê âîçíèêíîâåíèþ æåëåçíîäîðîæíûõ êîí-

ôëèêòîâ.

ProRail - ýòî ãîñóäàðñòâåííîå âåäîìñòâî, êîòîðîå çàíèìàåòñÿ îáñëóæèâàíèåì ñå-

òè íàöèîíàëüíûõ æåëåçíûõ äîðîã è óïîëíîìî÷åíî îáåñïå÷èòü åå ôóíêöèîíèðîâàíèå

è äàëüíåéøåå ðàçâèòèå. Ýòà îðãàíèçàöèÿ ÿâëÿåòñÿ âëàäåëüöåì æåëåçíîäîðîæíîé

èíôðàñòðóêòóðû è åæåãîäíî âûäàåò êîíöåññèè ðàçëè÷íûì îïåðàòîðàì íà åå èñïîëü-

çîâàíèå. Êðîìå òîãî, ProRail óïðàâëÿåò æåëåçíîäîðîæíûì òðàíñïîðòîì â Ãîëëàí-

äèè è ðåãóëèðóåò êîíôëèêòû ìåæäó ïîåçäàìè. Â ñëó÷àå âîçíèêíîâåíèÿ êîíôëèêòîâ

ProRail ðàçðåøàåò èõ â ñîîòâåòñòâèè ñ ðóêîâîäñòâîì (ðåãëàìåíòîì), êîòîðîå íîñèò

íàçâàíèå TAD. Â ñóùíîñòè, TAD ÿâëÿåòñÿ äîêóìåíòîì, ñîäåðæàùèì óêàçàíèÿ äëÿ

ïîåçäíûõ äèñïåò÷åðîâ, êîòîðûå îïðåäåëÿþò ïîðÿäîê ñëåäîâàíèÿ ïîåçäîâ. Ýòîò ïî-

ðÿäîê çàâèñèò îò çàäåðæåê è çàðàíåå óñòàíîâëåí äëÿ ðÿäà êîíôëèêòíûõ ñèòóàöèé.

Ê ñîæàëåíèþ, íå âñå ñèòóàöèè ïðåäóñìîòðåíû ýòèì äîêóìåíòîì, ÷òî ïðèâîäèò

ê òîìó, ÷òî äèñïåò÷åðû ÷àñòî ïðèíèìàþò ðåøåíèÿ î ïîðÿäêå ñëåäîâàíèÿ ïîåçäîâ

â ñîîòâåòñòâèè ñ íàâûêàìè è îïûòîì, ïîëó÷åííûì â òå÷åíèå ðàáîòû. Ýòîò ñïîñîá

äåéñòâèé íå âñåãäà ýôôåêòèâåí è íåðåäêî ïðèâîäèò ê íåóäîâëåòâîðèòåëüíîìó ðàç-

ðåøåíèþ êîíôëèêòîâ.

Â äàííîé äèññåðòàöèè âïåðâûå ðàññìàòðèâàåòñÿ âîçìîæíîñòü ïðèìåíåíèÿ èçâåñò-

íîé â ìàòåìàòèêå òåîðèè Óïðàâëÿåìûõ Ìàðêîâñêèõ Ïðîöåññîâ (ÓÌÏ) ñ öåëüþ ðàçðå-

øåíèÿ êîíôëèêòîâ ìåæäó ïîåçäàìè. Ýòà òåîðèÿ ýôôåêòèâíî ïðèìåíÿåòñÿ íà ïðàê-

1ê ÷èñëó ãîðîäîâ, íàõîäÿùèõñÿ â ýòîé ÷àñòè Ãîëëàíäèè, îòíîñÿòñÿ òàêèå èçâåñòíûå ãîðîäà, êàê

Àìñòåðäàì, Ðîòòåðäàì, Ãààãà è Óòðåõò. Ýòè ãîðîäà íàõîäÿòñÿ òàê áëèçêî äðóã ê äðóãó è ðàñòóò

â òàêîé ñòåïåíè, ÷òî áûë ââåäåí òåðìèí, îáúåäèíÿþùèé èõ è óêàçûâàþùèé íà ôîðìèðîâàíèå â

áóäóùåì îäíîãî áîëüøîãî ìåòðîïîëèñà Randstad.
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òèêå â ðàçíûõ îòðàñëÿõ ýêîíîìèêè, íî åùå íå óïîòðåáëÿëàñü â öåëÿõ, îïèñàííûõ

â äàííîé ðàáîòå. Ñ òåîðåòè÷åñêîé òî÷êè çðåíèÿ ýòà òåîðèÿ îïèñûâàåò ñèñòåìû, ãäå

äèíàìèêà è ñòîõàñòè÷åñêèå ïðîöåññû èãðàþò öåíòðàëüíóþ ðîëü. Æåëåçíîäîðîæíûé

ñåêòîð ïî ñâîåé ïðèðîäå ÿâëÿåòñÿ òàêîé ñèñòåìîé, êîòîðîé õàðàêòåðíî äèíàìè÷íîå

åå ñâîéñòâî, à òàêæå ñâîéñòâåííû çàäåðæêè è ïåðåáîè â ãðàôèêå äâèæåíèé, ÷òî ïðè-

âîäèò ê ñòîõàñòè÷åñêîìó ïîâåäåíèþ ñèñòåìû.

Â îñíîâå ýòîé äèññåðòàöèè ëåæàò äâà âîïðîñà. Ïåðâûé âîïðîñ íîñèò òåîðåòè÷å-

ñêèé õàðàêòåð è ðàññìàòðèâàåò âîçìîæíîñòü îïèñàíèÿ æåëåçíîäîðîæíîé ñèòóàöèè

â îáùåì, è æåëåçíîäîðîæíîãî êîíôëèêòà, â ÷àñòíîñòè, â ðàìêàõ òåîðèè ÓÌÏ. Äðó-

ãèìè ñëîâàìè, â ñîñòîÿíèè ëè òåîðèÿ ÓÌÏ ìîäåëèðîâàòü ñòîëü ñëîæíóþ ñèñòåìó,

êàê æåëåçíîäîðîæíàÿ ñåòü, ñ öåëüþ ñîçäàíèÿ ðåãëàìåíòà, ðåãóëèðóþùåãî äâèæåíèå

ïîåçäîâ è ðàçðåøåíèå êîíôëèêòîâ ìåæäó íèìè êàê â æåëåçíîäîðîæíîé ñåòè ñåãî-

äíÿøíåãî âðåìåíè, òàê è â ñèñòåìå áóäóùåãî.

Âòîðîé âîïðîñ, îáñóæäàåìûé â ðàìêàõ ýòîé ðàáîòû, èçëîæåí ñ ïðàêòè÷åñêîé

òî÷êè çðåíèÿ. Ìîæåò ëè ìîäåëü, îñíîâàííàÿ íà òåîðèè ÓÌÏ, áûòü âíåäðåíà íà

ïðàêòèêå, è, åñëè äà, òî â ñîñòîÿíèè ëè îíà óëó÷øèòü êà÷åñòâî ðàçðåøåíèÿ êîí-

ôëèêòîâ, êîòîðîå íà ñåãîäíÿøíèé äåíü îïðåäåëÿåòñÿ ïðè ïîìîùè ðåãëàìåíòà TAD.

Äëÿ òîãî ÷òîáû îòâåòèòü íà ýòè âîïðîñû, íåîáõîäèìî, ÷òîáû ïëîäîì ìîäåëè ÿâëÿë-

ñÿ ðåãëàìåíò, êîòîðûé íå òîëüêî ñïîñîáåí ðàçðåøàòü êîíôëèêòû òåîðåòè÷åñêè, íî

è êîòîðûé ìîæíî ëåãêî âíåäðèòü íà ïðàêòèêå. Êðîìå òîãî, ýòîò ðåãëàìåíò îáÿçàí

ñîäåðæàòü ÿñíûå ïðàâèëà, ïîíÿòíûå äëÿ äèñïåò÷åðîâ, êîòîðûå áóäóò èõ ïðèìåíÿòü.

Ïîñðåäñòâîì òåñíîãî âçàèìîäåéñòâèÿ ìåæäó ïîåçäàìè áîëüøàÿ ÷àñòü çàäåðæåê

ïðèõîäèòñÿ íà ïåðåêðåñòêè, ãäå ïîåçäà, èäóùèå èç ðàçíûõ íàïðàâëåíèé, âñòðå÷àþòñÿ

è ìîãóò ïîâëèÿòü íà äâèæåíèå äðóã äðóãà. Êðîìå òîãî, çàäåðæêè "ïåðåíîñÿòñÿ" ñ

ïîåçäà íà ïîåçä íà äëèííûõ ó÷àñòêàõ æåëåçíîé äîðîãè, ãäå áîëåå ñêîðûå ïîåçäà íå

ìîãóò îáîãíàòü ìåíåå ñêîðûõ è, òàêèì îáðàçîì, îñòàþòñÿ çà íèìè íà äîëãèé ïðî-

ìåæóòîê âðåìåíè. Ìåòîäû, èçëîæåííûå â äàííîé äèññåðòàöèè, íàïðàâëåíû èìåííî

íà ïåðåêðåñòêè è òå ó÷àñòêè æåëåçíîé äîðîãè, ãäå âîçíèêàþò êîíôëèêòû ìåæäó

ïîåçäàìè.

Â ïåðâûõ ãëàâàõ ðàññìàòðèâàåòñÿ ìîäåëü, êîòîðàÿ íàïðàâëåíà íà íàèáîëåå ïðî-

ñòîé ïî õàðàêòåðèñòèêå ïåðåêðåñòîê, ãäå ïîåçäà èç äâóõ íàïðàâëåíèé âñòðå÷àþòñÿ.

Â ïîñëåäóþùèõ ãëàâàõ ýòà ìîäåëü ñîâåðøåíñòâóåòñÿ ïóòåì ðàñøèðåíèÿ åå âîçìîæ-

íîñòåé. Òàêèì îáðàçîì, ìîäåëèðîâàíèå áîëåå ñëîæíûõ ïåðåêðåñòêîâ ñòàíîâèòñÿ âîç-

ìîæíûì. Ê òàêèì ïåðåêðåñòêàì îòíîñÿòñÿ ìåñòà ïåðåñå÷åíèÿ áîëåå äâóõ íàïðàâëå-

íèé, ïåðåêðåñòêè, âêëþ÷àþùèå â ñåáÿ äâóñòîðîííåå äâèæåíèå, è ïåðåêðåñòêè, ïîñëå

êîòîðûõ ÷àñòü ïîåçäîâ äâèæåòñÿ â íàïðàâëåíèÿõ, îòëè÷àþùèõñÿ îò íàïðàâëåíèé
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äðóãèõ ïîåçäîâ.

Ïëîäîì ìîäåëè ÿâëÿåòñÿ ðåãëàìåíò, êîòîðûé ìû áóäåì íàçûâàòü SMD-ðåãëàìåíò.

Òàêæå, êàê è ðóêîâîäñòâî TAD, SMD ñîäåðæèò â ñåáå óêàçàíèÿ, îïðåäåëÿþùèå ïî-

ðÿäîê ñëåäîâàíèÿ ïîåçäîâ ïðè êîíôëèêòíîé ñèòóàöèè. Äëÿ òîãî ÷òîáû îïðåäåëèòü

êà÷åñòâî ðåãëàìåíòà SMD íà ïðàêòèêå è ñðàâíèòü èòîãè îò åãî ïðèìåíåíèÿ ñ ðå-

çóëüòàòàìè, ïîëó÷åííûìè îò ïðèìåíåíèÿ äðóãèõ ðåãëàìåíòîâ, ìû ïðèáåãàåì ê ìå-

òîäó Èìèòàöèîííîãî Ìîäåëèðîâàíèÿ (Computer Simulation). Ýòîò ìåòîä äàåò âîç-

ìîæíîñòü çàìåíèòü ðåàëüíóþ ñèñòåìó êîìïüþòåðíîé ìîäåëüþ, îïèñûâàþùåé åå ñ

äîñòàòî÷íîé òî÷íîñòüþ è ñïîñîáíîé âîñïðîèçâåñòè ïîâåäåíèå èññëåäóåìîé ñèñòåìû.

Â ðàìêàõ òàêîé ñðåäû ïîâåäåíèå ïåðåâîçî÷íûõ ñîñòàâîâ, ïðîõîäÿùèõ ÷åðåç èññëå-

äóåìûé ó÷àñòîê æåëåçíîé äîðîãè â òå÷åíèå íåñêîëüêèõ ëåò, ìîæíî âîñïðîèçâåñòè

âñåãî çà íåñêîëüêî ñåêóíä. Â ñëó÷àå âîçíèêíîâåíèÿ êîíôëèêòà ìåæäó ïîåçäàìè,

ïðîöåññ âîñïðîèçâåäåíèÿ ïðèîñòàíàâëèâàåòñÿ íà äîëþ ñåêóíäû, â òå÷åíèå êîòîðîé

îòûñêèâàåòñÿ óêàçàííàÿ ðåãëàìåíòîì èíñòðóêöèÿ ðàçðåøåíèÿ êîíôëèêòà, êîòîðàÿ

íåçàìåäëèòåëüíî îñóùåñòâëÿåòñÿ. Ïîñëå îñóùåñòâëåíèÿ èíñòðóêöèè ïðîöåññ âîñïðî-

èçâåäåíèÿ âîññòàíàâëèâàåòñÿ.

Ïðè ïîìîùè Èìèòàöèîííîãî Ìîäåëèðîâàíèÿ êà÷åñòâî ðåãëàìåíòà SMD ñðàâíè-

âàåòñÿ íå òîëüêî ñ ðåãëàìåíòîì TAD, íî è ñ òàêèìè ÷àñòî óïîòðåáëÿåìûìè êàê â

òåîðèè, òàê è íà ïðàêòèêå ðóêîâîäñòâàìè, êàê FCFS (First Come, First Served)2, à

òàêæå ñ ðåãëàìåíòàìè, îïðåäåëÿþùèìè ïðèâèëåãèè íà îñíîâå êàòåãîðèè ïîåçäà 3 è

ïðèâèëåãèè íà îñíîâå çàäåðæêè ïîåçäà 4.

Êàæäûé èç âûøå ïåðå÷èñëåííûõ ðåãëàìåíòîâ èìèòèðóåòñÿ íà ïðîòÿæåíèè íåñêîëü-

êèõ ìîäåëüíûõ ëåò, â òå÷åíèå êîòîðûõ ôèêñèðóåòñÿ êàæäàÿ çàäåðæêà ïîåçäîâ. Â

êîíå÷íîì èòîãå íàèáîëåå ïåðñïåêòèâíûé ðåãëàìåíò - ýòî òîò, êîòîðûé îáëàäàåò ïî-

âûøåííîé ñïîñîáíîñòüþ ïîäàâëÿòü ñóùåñòâóþùèå çàäåðæêè è òîò, êîòîðûé ëó÷øå

ñïîñîáñòâóåò ïðåäîòâðàùåíèþ íîâûõ çàäåðæåê.

Ðåçóëüòàòû, ïðèâåäåííûå â äàííîé äèññåðòàöèè, ïîêàçûâàþò, ÷òî ðåãëàìåíò SMD

ñïîñîáåí ðàçðåøàòü êîíôëèêòû ýôôåêòèâíî, ñóùåñòâåííî ñîêðàùàÿ ïðè ýòîì çà-

äåðæêè. Ðåãëàìåíò SMD ïðåâîñõîäèò áîëüøóþ ÷àñòü äðóãèõ ðóêîâîäñòâ, õîòÿ â õîäå

èññëåäîâàíèé áûëè îáíàðóæåíû îòäåëüíûå ðóêîâîäñòâà, êîòîðûå â íåêîòîðûõ ñëó-

2FCFS - ýòî ðóêîâîäñòâî, äàþùåå ïðàâî íà ïåðåñå÷åíèå êîíôëèêòíîãî ó÷àñòêà ïîåçäàì, íå ìåíÿÿ

èõ ïîðÿäîê, òî åñòü ïîåçä, ïîäõîäÿùèé ïåðâûì, èìååò ïðàâî ïåðâûì ïåðåñå÷ü ýòîò ó÷àñòîê.
3ïðèâèëåãèè íà îñíîâå êàòåãîðèè ïîåçäà - â êà÷åñòâå ïðèìåðà ðóêîâîäñòâî ìîæåò áûòü òàêîâûì:

êîíôëèêò ðàçðåøàåòñÿ âñåãäà â ïîëüçó ñêîðîãî ïàññàæèðñêîãî ïîåçäà, çàòåì ñëåäóþò ðåãèîíàëüíûå

ïàññàæèðñêèå ïîåçäà è òîëüêî ïîòîì ãðóçîâûå ïîåçäà.
4íàïðèìåð, ïîåçäà ñ áîëåå äëèòåëüíîé çàäåðæêîé èìåþò ïðàâî ïåðâûìè ïåðåñå÷ü êîíôëèêòíûé

ó÷àñòîê.
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÷àÿõ ïî êà÷åñòâó áûëè ñõîæè ñ ðóêîâîäñòâîì SMD. Ðàññìàòðèâàÿ âíèìàòåëüíî ýòè

ðóêîâîäñòâà, áûëî îäíàêî îòìå÷åíî, ÷òî èõ êà÷åñòâî ñèëüíî êîëåáëåòñÿ îò ñèòóàöèè

ê ñèòóàöèè. Òàêèì îáðàçîì, íà ïðàêòèêå òàêîå ðóêîâîäñòâî äàëåêî íå âñåãäà ïðèâî-

äèò ê óäîâëåòâîðèòåëüíûì ðåçóëüòàòàì, â òî âðåìÿ êàê ðóêîâîäñòâî SMD ïðîÿâèëî

ñåáÿ äèíàìè÷íûì è âûñîêîêà÷åñòâåííûì â êàæäîé ñèòóàöèè.

Ýòè ðåçóëüòàòû äàëè íàì ïîâîä ðàñøèðèòü äèàïàçîí èññëåäîâàíèé è ïåðåìåñòèòü

âíèìàíèå ñ óåäèíåííûõ ïåðåêðåñòêîâ è ó÷àñòêîâ äîðîã íà ðÿä êîíôëèêòíûõ çîí, âìå-

ñòå ñîñòàâëÿþùèõ ìàëîìàñøòàáíóþ æåëåçíîäîðîæíóþ ñåòü. Â ïðåäåëàõ òàêîé ñåòè

ðóêîâîäñòâî SMD, ïî ñâîåé íàòóðå, ðàçðåøàåò êîíôëèêòû íà ëîêàëüíîì óðîâíå, òî

åñòü íå ðàññìàòðèâàÿ ñèòóàöèþ â äðóãèõ ÷àñòÿõ ñåòè. Òåì íå ìåíåå, ðåçóëüòàòû òà-

êèõ ëîêàëüíûõ ðóêîâîäñòâ ðàññìàòðèâàþòñÿ íà óðîâíå âñåé ñåòè. Â ñâÿçè ñ ýòèì áû-

ëî ñîñòàâëåíî òðîå òàêèõ ìàëîìàñøòàáíûõ ñåòåé, êîòîðûå óâåëè÷èâàëèñü ïî óðîâíþ

ñëîæíîñòè. Ïðè ýòîì ïîñëåäíÿÿ èç ýòèõ ñåòåé âêëþ÷àåò â ñåáÿ ìíîæåñòâî ýëåìåíòîâ,

èìåþùèõñÿ ó ðåàëüíîé ñåòè. Ðóêîâîäñòâî SMD îêàçàëîñü ýôôåêòèâíûì â êàæäîé

èç ýòèõ ñåòåé, ïðè ýòîì çíà÷èòåëüíî óâåëè÷èâàÿ êà÷åñòâî ðàçðåøåíèÿ êîíôëèêòîâ â

ñàìîé êîìïëåêñíîé èç òðåõ ñåòåé.

Ðåçóëüòàòû, ïîëó÷åííûå èç òåîðåòè÷åñêèõ ñåòåé, ðàññìîòðåííûõ âûøå, ñâèäå-

òåëüñòâóþò î ïåðñïåêòèâíîñòè ðåãëàìåíòà SMD è îòêðûëè ïóòü ê ðàññìîòðåíèþ ýô-

ôåêòèâíîñòè ýòîãî ïîäõîäà â ðåàëüíûõ ñåòÿõ. ProRail ïðåäëîæèë íàïðàâèòü ðåñóðñû

èññëåäîâàíèÿ íà èçó÷åíèå ñèòóàöèè íà îäíîì èç ñàìûõ çàãðóæåííûõ ó÷àñòêîâ Ãîë-

ëàíäèè: ïåðåãîí Óòðåõò-Ãàóäà è ðàññìîòðåòü ýôôåêòèâíîñòü ïîäõîäà SMD âîêðóã

ðàçðåøåíèÿ ïîåçäíûõ êîíôëèêòîâ. Ïåðåãîí Óòðåõò-Ãàóäà âêëþ÷àåò â ñåáÿ ñòàíöèþ

Óòðåõò, êîòîðàÿ ÿâëÿåòñÿ ñàìûì êðóïíûì è îáúåìíûì æåëåçíîäîðîæíûì óçëîì

Ãîëëàíäèè. Ïàññàæèðû çäåñü èìåþò âîçìîæíîñòü ñäåëàòü ïåðåñàäêó íà îãðîìíîå

êîëè÷åñòâî ïîåçäîâ, óõîäÿùèõ ïî ðàçíûì íàïðàâëåíèÿì, âêëþ÷àÿ ìåæäóíàðîäíûå.

Êðîìå òîãî, ïåðåãîí Óòðåõò-Ãàóäà èñïîëüçóåòñÿ ãðóçîâûìè ïåðåäâèæíûìè ñîñòàâà-

ìè, êîòîðûå äâèæóòñÿ îò ïîðòà Ðîòòåðäàì â ñòîðîíó Ãåðìàíèè è îáðàòíî. Áóäó÷è

îäíèì èç ñàìûõ áîëüøèõ ïîðòîâ ìèðà, Ðîòòåðäàì ñîçäàåò óñòîé÷èâûé ïîòîê ãðóçî-

âûõ ïåðåâîçîê. Ãëàâíîé öåëüþ èññëåäîâàíèÿ ýòîãî ó÷àñòêà ÿâëÿåòñÿ èçó÷åíèå ðóêî-

âîäñòâà TAD, êîòîðîå èñïîëüçóåòñÿ îðãàíèçàöèåé ProRail äëÿ ðàçðåøåíèÿ êîíôëèê-

òîâ è ðàññìîòðåíèÿ âîçìîæíîñòåé ïðèìåíåíèÿ ðóêîâîäñòâà SMD äëÿ íàèáîëåå ýô-

ôåêòèâíîãî ðàçðåøåíèÿ êîíôëèêòîâ. Â õîäå èññëåäîâàíèÿ áûë ïðåäñòàâëåí ñïîñîá

äåéñòâèé, íåîáõîäèìûé äëÿ ìîäåëèðîâàíèÿ ñòîëü ñëîæíîãî ïî ñòðóêòóðå ïåðåãîíà.

Êðîìå òîãî, ïðè ïîìîùè ìåòîäà Èìèòàöèîííîãî Ìîäåëèðîâàíèÿ ðåçóëüòàòû, ïîëó-

÷åííûå îò ïðèìåíåíèÿ ðóêîâîäñòâà SMD, áûëè ñðàâíåíû ñ ðåçóëüòàòàìè ðåãëàìåíòà

TAD è ðÿäà äðóãèõ. Ðåçóëüòàòû ïîêàçàëè áåññïîðíîå ïðåâîñõîäñòâî ðåãëàìåíòà SMD



193

íàä ðåãëàìåíòîì TAD.

Ðåçóëüòàòû èññëåäîâàíèÿ, ïðèâåäåííûå â äàííîé äèññåðòàöèè, ïîêàçûâàþò ïåð-

ñïåêòèâíîñòü ïîäõîäà, îñíîâàííîãî íà òåîðèè Óïðàâëÿåìûõ Ìàðêîâñêèõ ïðîöåññîâ.

Ìîäåëü SMD, îñíîâàííàÿ íà ýòîé òåîðèè, ïîêàçàëà õîðîøèå ðåçóëüòàòû êàê â ñè-

ñòåìå áëèæàéøåãî áóäóùåãî Ãîëëàíäèè, ãäå ðàñïèñàíèå ïîåçäîâ áóäåò èãðàòü ìåíåå

âàæíóþ ðîëü, òàê è â ñèñòåìå ñåãîäíÿøíåãî âðåìåíè. Â ðàìêàõ áóäóùåãî ïðîåêòà

ìû ñîâåòóåì ðàññìîòðåòü ñîâåðøåíñòâîâàíèå ïðèìåíåíèÿ ýòîé òåîðèè ñ öåëüþ ðàç-

ðåøåíèÿ êîíôëèêòîâ â ñåòè æåëåçíûõ äîðîã è òåñòèðîâàíèÿ ýôôåêòèâíîñòè ýòîãî

ïîäõîäà íà óðîâíå áîëåå ãëîáàëüíîé ñèñòåìû, ïðåäïî÷òèòåëüíî, íà íàöèîíàëüíîì

óðîâíå, ïðè ïîìîùè ìåòîäà Èìèòàöèîííîãî Ìîäåëèðîâàíèÿ.
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ªK. QÓ


@ ñëð.
A¢	mÌ'@ð H.@ñ’Ë@	á�
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Bð, 	àñ»QË@�Õç�' �IjJ .Ë@ ¨ñ	“ñÓ A	J�JkðQ£@ ú


	̄

(Semi Markovian Decision Processes)éJ
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�
@ ú
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Õ�æîE
ð

�
AK
Q	¢	�

�
AªK.A£ ÉÒm�'
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H.Am.�'
BAK. H.@ñm.Ì'@	àA¿ @	X@
ð ,�AJ
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ßA�®Ë@�H@XA	’ �JË
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A	JÊ�	’ 	̄ Y�®ËEekles, J. Product design fundamentals and methods, John Wiely and Sons, UK, 1995, p.233.
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Appendix A

De¯nitions

Arrival track is the track from which the trains arrive at the junction.

Arrival track costs are costs computed over the trains found on the arrival tracks.

Bidirectional destination track is the destination track that is used in both direc-

tions.

Block is a part of the track where only one train can be found at the same time. Every

track is divided into one or more blocks. The length and the position of the blocks

is de¯ned by the safety system being used. Some systems use ¯xed blocks which

are physically separated by signals or other hardware units. Other systems use the

notion of moving blocks which is basically the amount of track ahead of the train

which is reserved for the train and claimed by it.

Delay management is the technique of oppressing the delays found at the railways

usually by setting a (new) train order and possibly re-routing some trains. Compare

to disruption management.

Destination track is the track which is shared with trains from other routes.

Destination track costs are costs computed over the trains found on the destination

track.

Destination track movement is the movement of a train on the destination track from

the block it currently occupies to the new block it will occupy some time unites later.

Destination track phase is the phase of the transition process involving the changes

on the destination track.
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Destination track probability is the probability of a certain movement of the train(s)

on the destination track as a result of the time jump.

Disruption management Is the technique of solving a severely disrupted situation usu-

ally involving deleting train services or shortening their service, rerouting trains to

di®erent destinations. Other resolution methods can involve assigning extra stop-

ping locations to some of the train services to make up for the deleted services.

Compare to delay management.

Double track is a track section that has two tracks exclusively for a particular direction.

This allows for two trains to run next to each other.

Externality costs are the costs that represent the stay time of the rejected train in the

system if it were to be allowed to enter the system.

Fixed block safety system is a safety system which makes use of ¯xed blocks. Every

block is enclosed by signals or other hardware units which ensure that only one train

is located within the same block at the same time.

Headway is the minimal amount of time between two subsequent trains. This value

should be respected and is enforced by the security system.

Headway-Poisson process or HP -process is a Poisson arrival process that takes into

account the minimal safety inter-arrival time between the trains that we call head-

way.

Junction crossing phase is the phase of the transition process involving the crossing

of the junction by the train. That is, leaving the arrival track and entering the

destination track.

Line section is a part of a line segment.

Line segment is a part of the railway network connecting two railway hubs. It can be

devided into a number of line sections (or track sections).

Maximal speed is the maximal speed that the train can achieve taking into considera-

tion the type of locomotive, the number of the carriages, the mass of the train and

the maximal permitted speed on the track section.

Moving block safety system is a safety system which makes use of moving blocks. A

moving block is basically the amount of track ahead of the train which is reserved

for the train and is claimed by it. This space moves along with the train.
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New arrivals phase is the phase of the transition process involving the newly arriving

trains.

Path is a series of successive time stamps of a train service. Within a timetable, each

path is assigned to a certain train service. Unless a train is delayed, the train will

follow this path.

Planned speed is the speed of the train according to the timetable.

Primary delay is the delay caused by external factors not involving other trains. Com-

pare to Secondary delay.

Punctuality the punctuality is de¯ned as the percentage of trains with the delay less

than some prede¯ned threshold value. In Netherlands this threshold value is equal

to three minutes.

Railway hub is a (large) railway station within a railway network where trains from

di®erent destinations come together.

Secondary delay is the delay caused by con°icts between trains. Compare to Primary

delays.

Single track is a track section that has one track per direction. Trains can not overtake

each other at the single track and run behind each other.

Speed indicator is a label assigned to every arrival track. This label provides informa-

tion about the speed of the trains on that track.

SMD table is a list of local rules meant for train con°ict resolution. The rules prescribe

train orders for a list of possible cases. These rules are a result of the SMD model

discussed in this thesis.

State is a description of the situation at some particular point in time. This description

involves the positions, the speeds and the types of the trains located in a certain

area.

TAD or TAD table is a list of local rules meant for train con°ict resolution. The rules

prescribe an order with which the trains should proceed for a list of possible cases.

These rules are currently in use by ProRail.
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Time jump is an amount of time being skipped as a result of a decision. This decision

gives permission to a certain train to cross the junction. This junction is then

blocked for other trains for a certain amount of time. As no decisions can be made

in the meanwhile, the time can be advanced by this amount of time.

Track section see Line section.

Track speed Is the speed of the `°ow' on the destination track. By °ow we mean the

trains running on the destination track at some particular point in time.

Track speed phase is the transition phase involving changes in track speed.

Train movement is the path that a train takes from its starting location until the

destination.

Train rejection costs see Externality costs.

Transition or Transition process is the change from one state into another. As this

change is a complex process, the transition process is divided into three phases,

namely, Destination track phase or Track speed phase, Junction crossing phase and

the new arrivals phase.



Appendix B

TAD rules of the Utrecht-Gouda line
segment

Woerden to Gouda
Decision point:Vtn

Delay
Train To Time From To Train order
4000 Gd -.03/-.33 6 10 2000 - 2800 - FR - 4000

9800 Gd -.21 3 9 1700 - 21700 - 9800

9800 Gd -.51 3 9 500 - 20500 -9800

Table B.1: TAD 1: train dispatcher Woerden

Utrecht to Woerden
Decision point: Lak

Delay
Train To Time From To Train order
2000 Gvc -.29/-.59 6 10 2800 - 2000 - 9800

11 1 2800 - 9800 - 2000
Decision point: Uto

2800 Rtd -.03/-.33 8 1 9800 - 2800

Table B.2: TAD 4: train dispatcher Ut Noord
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Woerden to Hmla /Utrecht
Decision point from Gouda: Odw

Decision point from Apn: Bdg
Delay

Train To Time From To Train order
500 Ut -.05 0 7 initial order Wd - Ut

1700 Ut -.35 0 7 initial order Wd - Ut

2000 Ut -.21 6 9 FR - 2000
8800 - (21700 or 1700)

2000 Ut -.51 6 9 FR - 2000
8800 - (20500 or 500)

4000 Hlma -.28/-.58 0 4 initial order

8800 Ut -.26 4 11 21700 -1700 - 8800

8800 Ut -.56 4 11 20500 - 500 - 8800

9800 Ut -.09/-.39 0 5 initial order

Table B.3: TAD 2: train dispatcher Woerden
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Decision points Nwk and Ztmo
Delay

Train To Time From To Train order
500 Wd -.55 4 7 9800 - 500

1700 Wd -.25 4 7 9800 - 1700

2000 Wd -.11/-.41 6 9 4000 - 2000

9700 Gdg -.29/-.59 0 7 initial order

9800 Gdg -.21/-.51 0 9 initial order

9800 Gdg -.21/-.51 6 9 9700 - 9800

2800 Wd -.08/-.38 5 9 2000 - 2800

20500 Wd -.52 7 9 500 - 20500

21700 Wd -.54 7 9 1700 - 21700

12500 Wd -.52 7 9 500 - 20500

12700 Wd -.54 7 9 1700 - 21700

Table B.4: TAD 3: train dispatcher Gouda





Appendix C

SMD tables of the Utrecht-Gouda

line segment
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N
r

Tr
ac

k
1

Tr
ac

k
2

Tr
ac

k
3

Tr
ac

k
4

D
et

ai
ls

R
ul

e

25
88

00
-

40
00

F
R

ut
If

F
R

is
ei

th
er

st
an

di
ng

st
ill

or
ru

nn
in

g
fu

ll
sp

ee
d

A
lw

ay
s

1:
88

00

26
88

00
-

40
00

F
R

ut
If

F
R

is
ru

nn
ig

ha
lf

sp
ee

d
A

lw
ay

s
4:

F
R

ut

27
88

00
-

40
00

F
R

hm
la

If
F

R
is

ei
th

er
st

an
di

ng
st

ill
or

ru
nn

in
g

fu
ll

sp
ee

d
A

lw
ay

s
1:

88
00

28
88

00
-

40
00

F
R

hm
la

If
F

R
is

ru
nn

ig
ha

lf
sp

ee
d

A
lw

ay
s

4:
F

R
hm

la

29
88

00
98

00
-

-
A

lw
ay

s
1:

88
00

30
88

00
98

00
-

F
R

ut
If

F
R

is
ei

th
er

st
an

di
ng

st
ill

or
ru

nn
in

g
fu

ll
sp

ee
d

A
lw

ay
s

1:
88

00

31
88

00
98

00
-

F
R

ut
If

F
R

is
ru

nn
ig

ha
lf

sp
ee

d
A

lw
ay

s
4:

F
R

ut

32
88

00
98

00
-

F
R

hm
la

If
F

R
is

ei
th

er
st

an
di

ng
st

ill
or

ru
nn

in
g

fu
ll

sp
ee

d
A

lw
ay

s
1:

88
00

33
88

00
98

00
-

F
R

hm
la

If
F

R
is

ru
nn

ig
ha

lf
sp

ee
d

A
lw

ay
s

4:
F

R
hm

la

34
88

00
98

00
40

00
-

A
lw

ay
s

1:
88

00

35
88

00
98

00
40

00
F

R
ut

If
F

R
is

ei
th

er
st

an
di

ng
st

ill
or

ru
nn

in
g

fu
ll

sp
ee

d
A

lw
ay

s
1:

88
00

36
88

00
98

00
40

00
F

R
ut

If
F

R
is

ru
nn

ig
ha

lf
sp

ee
d

A
lw

ay
s

4:
F

R
ut

37
88

00
98

00
40

00
F

R
hm

la
If

F
R

is
ei

th
er

st
an

di
ng

st
ill

or
ru

nn
in

g
fu

ll
sp

ee
d

A
lw

ay
s

1:
88

00

38
88

00
98

00
40

00
F

R
hm

la
If

F
R

is
ru

nn
ig

ha
lf

sp
ee

d
A

lw
ay

s
4:

F
R

hm
la

Ta
bl

e
C

.1
0:

S
M

D
ta

bl
e

of
W

o
er

de
n

st
at

io
n

fo
r

th
e

di
re

ct
io

n
G

ou
da

!
U

tr
ec

ht
,

pa
rt

2

N
r

Tr
ac

k
1

Tr
ac

k
2

D
et

ai
ls

R
ul

e

1
-

-
A

lw
ay

s
0

2
-

88
00

A
lw

ay
s

2:
88

00

3
-

98
00

A
lw

ay
s

2:
98

00

4
-

Fr
ei

gh
t

A
lw

ay
s

2:
Fr

ei
gh

t

5
IC

-
A

lw
ay

s
1:

IC

6
IC

88
00

IC
is

ru
nn

in
g

A
lw

ay
s

1:
IC

7
IC

88
00

IC
is

st
an

di
ng

st
ill

A
lw

ay
s

2:
88

00

8
IC

98
00

IC
is

ru
nn

in
g

A
lw

ay
s

1:
IC

9
IC

98
00

IC
is

st
an

di
ng

st
ill

if
T

S
=

70
th

en
2:

98
00

el
se

1:
IC

10
IC

Fr
ei

gh
t

A
lw

ay
s

2:
Fr

ei
gh

t

Ta
bl

e
C

.1
1:

S
M

D
ta

bl
e

of
H

ar
m

el
en

aa
ns

lu
iti

ng
fo

r
th

e
di

re
ct

io
n

G
ou

da
!

U
tr

ec
ht



Bibliography

[1] Abbink E., Fischetti M., Kroon L., Timmer G., Vromans M. Reinventing crew

scheduling at Netherlands Railways.Interfaces 35, pages 393-401 (2005)

[2] Abbink E., Van 't Wout J., Huisman D. Solving Large Scale Crew Scheduling Prob-

lems by using Iterative Partitioning.ATMOS 2007, 7th Workshop on Algorithmic

Approaches for Transportation Modeling, Optimization, and Systems , pages 96-106

(2007)

[3] Abdelghany K.F., Abdelghany A.F., Ekollu G. An integrated decision support tool

for airlines schedule recovery during irregular operations.European Journal of Op-

erational Research 185 (2), pages 825-848 (2008)

[4] Abril M., Salido M.A., Barber F. Distributed search in railway scheduling problems.

Engineering Applications of Arti¯cial Intelligence 21 (5), pages 744-755 (2008)

[5] Adenso-Diaz B., Gonzalez M.O., Gonzalez-Torre P.On-line timetable re-scheduling

in regional train services. Transportation Research Part B 33 (6), pages 387-398

(1999)

[6] Al-Ibrahim A., van der Wal J. A Semi Markovian Decision approach for train con-

°ict resolution. Submitted (2009)

[7] Al-Ibrahim A., van der Wal J., Schiphorst R.K.,. An application of the Semi

Markovian Decision approach for train con°ict resolution on a vital Dutch rail-

way section.Proceedings of European Transport Conference 2009. Available on-

line at http://www.etcproceedings.org/conference/european-transport-conference-

2009 (2009)

[8] Araya S., Abe K. An optimal rescheduling for online train tra±c control in disturbed

situations. Proceedings of 22nd IEEE Conference on Decision and Control , pages

489-494 (1983)



222 BIBLIOGRAPHY

[9] Assad A.A.Models for rail transportation. Transportation Research Part A 14, pages

205-220 (1980)

[10] Barber F., Abril M., Salido, M.A., Ingolotti L.P., Tormos, P., Lova, A. Survey of

automated Systems for Railway Management.Technical Report. Departamento de

Sistemas Informaticos y computacion, Universidad Politecnica de Valencia (2007)

[11] Beasley J.E., Krishnamoorthy M., Sharaiha Y.M., Abramson D.Scheduling aircraft

landings - The static case.Transportation Science 34 (2), pages 180-197 (2000)

[12] Bianco L., Dell'Olmo P., Giordani S. Scheduling models for air tra±c control in

terminal areas. Journal of Scheduling 9 (3), pages 223-253 (2006)

[13] Brannlund U., Lindberg P.O., Nou A., Nilsson J.E.Railway Timetabling using La-

grangian Relaxation.Transportation Science 32 (4), pages 358-369 (1998)

[14] Cai X., Goh C.J., Mees A.I.Greedy heuristics for rapid scheduling of trains on a

single track. IIE Transaction 30, pages 481-493 (1998)

[15] Caprara A., Fischetti M., Toth P. Modeling and solving the train timetabling prob-

lem. Operations Research 50 (5), pages 851-861 (2002)

[16] Caprara A., Monaci M., Toth P., Guida P.L. A Lagrangian heuristic algorithm for

a real-world train timetabling problem.Discrete Applied Mathematics 154, pages

738-753 (2006)

[17] Carey M. Extending a Train Pathing Model from One-Way to Two-Way Track.

Transportation Research Part B 28, pages 395-400 (1994)

[18] Carey M., Carville S. Scheduling and platforming trains at busy complex stations.

Transportation Research Part A 37 (3), pages 195-224 (2003)

[19] Carey M., Carville S.Testing schedule performance and reliability for train stations.

Journal of the Operational Research Society 51 (6), pages 666-682 (2000)

[20] Carey M., Crawford I. Scheduling trains on a network of busy complex stations.

Transportation Research Part B 41, pages 159-178 (2007)

[21] Carey M., Kwiecinski A. Stochastic approximation to the e®ects of headways on

knock-on delays of trains.Transportation Research Part B 28 (4), pages 251-267

(1994)



BIBLIOGRAPHY 223

[22] Carey M., Lockwood D.A Model, Algorithms and Strategy for Train Pathing.Jour-

nal of the Operational Research Society 46, pages 988-1005 (1995)

[23] Cheng Y.Hybrid simulation for resolving resource con°icts in train tra±c reschedul-

ing. Computers in Industry 35, pages 233-246 (1998)

[24] Chiang T.W., Hau H.Y., Chiang H.M., Ko S.Y., Hsieh C.H.Knowledge-based system

for railway scheduling.Data Knowledge Engineering 27, pages 289-312 (1998)

[25] Chiu C.K., Chou C.M., Lee J.H.M., Leung H.F., Leung Y.W.A constraint-based

interactive train rescheduling tool.Constraints 7, pages 167-198 (2002)

[26] Chiu C.K., Chou C.M., Lee J.H.M., Leung H.F., Leung Y.W.A Constraint-Based

Interactive Train Rescheduling Tool.Constraints 7, pages 167-198 (1996)

[27] Cordeau J.F., Toth P., Vigo D. A Survey of Optimization Models for Train Routing

and Scheduling.Transportation Science 32 (4), pages 380-404 (1998)

[28] D'Ariano A. Improving Real-Time Train Dispatching: Models, Algorithms and Ap-

plications. Ph.D. thesis, Delft University of Technology, The Netherlands (2008)

[29] D'Ariano A., Corman F., Pacciarelli D., Pranzo M. Reordering and Local Rerouting

Strategies to Manage Train Tra±c in Real Time. Transportation science 42 (4),

pages 405-419 (2008)

[30] D'Ariano A., Pacciarelli D., Pranzo M. A branch and bound algorithm for scheduling

trains in a railway network. European Journal of Operational Research 183, pages

643-657 (2007)

[31] de Kort A.F., Heidergott B., Ayhan H. A probabilistic (max, +) approach for deter-

mining railway infrastructure capacity. European Journal of Operational Research

148, pages 644-661 (2003)

[32] Delorme X., Gandibleux X., Rodriguez J.Stability evaluation of a railway timetable

at station level. European Journal of Operational Research 195, pages 780-790

(2009)

[33] Elsevier.Trein Amsterdam-Eindhoven zonder spoorboekje (in Dutch).Published on

31 aug 2009 (2009)



224 BIBLIOGRAPHY

[34] Fioole P.J., Kroon L., Maroti G., Schrijver A. A rolling stock circulation model

for combining and splitting of passenger trains.European Journal of Operational

Research 174, pages 1281-1297 (2006)

[35] Garey M.R., Johnson D.S.Computers and Intractability: A Guide to Theory of

NP-Completeness.New York: Freeman (1979)

[36] Ghoseiri K., Szidarovszky F., Asgharpour M.J.A multi-objective train scheduling

model and solution.Transportation Research Part B 38, pages 927-952 (2004)

[37] Giannettoni M., Savio S.The European project COMBINE 2 to improve knowledge

on future rail tra±c management systems.Computers in Railways IX, pages 695-704

(2004)

[38] Giannettoni M., Savio S.Tra±c management in moving block railway systems: the

results of the EU project COMBINE.Computers in Railways VIII, pages 953-962

(2002)

[39] Goverde R., Hansen I.A.TNV-Prepare: analysis of Dutch railway operations based

on train detection data.Computers in Railways VII, pages 779-788 (2000)

[40] Goverde R.M.P., Bovy P.H.L., Olsder G.J. The max-plus algebra approach to

transportation problems. World Transport Research Vol.3: Transport Model-

ing/Assessment , pages 377-391 (2000)

[41] Goverde R.M.P., Hooghiemstra G., LopuhaÄa H.P.Statistical analysis of train tra±c:

the Eindhoven case.Technical Report, TRAIL, Technical University Delft, Delft,

The Netherlands (2001)

[42] Goverde R.M.P., Odijk M.A. Performance evaluation of network timetables using

PETER. Computers in Railways VIII, pages 731-740 (2002)

[43] Hansen I.A.State-of-the-art of railway operations research.Computers in Railways

X, pages 565-577 (2006)

[44] Harris N.G., Anderson R.J.An international comparison of urban rail boarding and

alighting rates.Journal of rail and rapid transit 221 (F), pages 521-526 (2007)

[45] Haviv M., Ritov Y. Externalities, tangible externalities and queueing disciplines.

Management Science 44, pages 850-858 (1998)



BIBLIOGRAPHY 225

[46] Heidergott B., Olsder G.J., Van der Woude J.Max Plus at Work - Modeling and

Analysis of Synchronized Systems: A Course on Max-Plus Algebra and Its Applica-

tions. Princeton University Press (2006)

[47] Hertel G. Die maximale Verkehrsleistung und die minimale Fahrplanemp¯ndlichkeit

auf Eisenbahnstrecken.Eisenbahntechnische Rundschau (ETR) 41, pages 665-672

(1992)

[48] Higgins A., Kozan E., Ferreira L. Optimal Scheduling of Trains on a Single Line

Track. Transportation Research Part B 30, pages 147-161 (1996)

[49] Ho T.K., Norton J.P., Goodman C.J. Optimal tra±c control at railway junctions.

Electric Power Applications, IEE Proceedings 144 (2), pages 140-148 (1997)

[50] Hooghiemstra J.Design of regular interval timetables for strategic and tactical rail-

way planning.Computers in Railways V (1), pages 393-402 (1996)

[51] Hooghiemstra J., Kroon L., Odijk M.A., Salomon M., Zwaneveld P.Decision sup-

port systems support the search for win-win solutions in railway network design.

Interfaces 29 (2), pages 15-32 (1999)

[52] Huisman D., Kroon L.G., Lentink R.M., Vromans M.J.C.M. Operations Research

in passenger railway transportation.Statistica Neerlandica 59 (4), pages 467-497

(2005)

[53] Huisman T., Boucherie R.J.Running times on railway sections with heterogeneous

train tra±c. Transportation Research Part B 35, pages 271-292 (2001)

[54] Huisman T., Boucherie R.J., van Dijk N.M.A solvable queueing network model for

railway networks and its validation and applications for The Netherlands.European

Journal of Operations Research 142, pages 30-51 (2002)

[55] Ingolitto L., Barber F., Tormos P., Lova A., Salido M., Abril M. An E±cient

Method to Schedule New Trains on a Heavily Loaded Railway Network.In: (eds.)

Reyes, C.A., Gonzales, J.A.): Proceedings of Advances in Arti¯cial Intelligence -

IBERAMIA 2004, 9th Ibero-American Conference on AI, Puebla, Mexico, November

22-26, 2004. Lecture Notes in Computer Science. , pages 164-173 (2004)

[56] Isaai M.T. An Intelligent Search Technique for Solving Train Scheduling Problems:

Simulated Annealing and Constraint Satisfaction.Scientia Iranica 14 (5), pages 442-

449 (2007)



226 BIBLIOGRAPHY

[57] Jovanovic D. Improving railroad in-time performance: models, algorithms and ap-

plications. Ph.D. thesis, Decision Science Department, Wharton School, University

of Pennsylvania, USA (1989)

[58] Jovanovic D., Harker P.T. A Decision support system for Train Dispatching: An

Optimization-Based Methodology.Journal of the Transportation Research Forum

31, pages 25-37 (1990)

[59] Jovanovic D., Harker P.T. Tactical Scheduling of Rail Operations: The SCAN I

System.Transportation Science 25, pages 46-64 (1991)

[60] Kohl N., Larsen A., Larsen J., Ross A., Tiourine S.Airline disruption management

Perspectives, experiences and outlook.Journal of Air Transport Management 13 (3),

pages 149-162 (2007)

[61] Kraay D.R., Harker P.T., Chen B. Optimal Pacing of Trains in Freight Railroads:

Model Formulation and Solution.Operations Research 39, pages 82-99 (1991)

[62] Kraft E.R. A Branch and Bound Procedure for Optimal Train Dispatching.Journal

of the Transportation Research Forum 28 (1), pages 263-276 (1987)

[63] Kroon L., Romeijn H., Zwaneveld P.Routing trains through railway stations: com-

plexity issues.European Journal of Operational Research 98 (3), pages 485-498

(1997)

[64] Kroon L.G., Dekker R., Vromans M.J.C.M.Cyclic Railway Timetabling: A Stochas-

tic Optimization Approach. Lecture Notes in Computer Science 4359, pages 41-66

(2007)

[65] Kroon L.G., Fischetti M. Crew scheduling for Netherlands Railways 'Destination:

Customer'.Computer-Aided Scheduling of Public Transport, Springer, Berlin, pages

181-201 (2001)

[66] Kroon L.G., Mar¶oti G., Helmrich M.R., Vromans M., Dekker R.Stochastic improve-

ment of cyclic railway timetables.Transportation Research Part B 42 (6), pages

553-570 (2008)

[67] Kroon L.G., Peeters L.W.P. A Variable Trip Time Model for Cyclic Railway

Timetabling. Transportation science 37 (2), pages 198-212 (2003)

[68] Lamma E., Mello P., Milano M. A distributed constraint-based scheduler.Arti¯cial

Intelligence in Engineering , pages 91-105 (1997)



BIBLIOGRAPHY 227

[69] Lamma E., Milano M., Mello P. Extending constraint logic programming for tempo-

ral reasoning. Annals of Mathematics and Arti¯cial Intelligence 22, pages 139-158

(1998)

[70] Lan S., Clarke J.P., Bernhart C.Planning for Robust Airline Operations: Optimizing

Aircraft Routings and Flight Departure Times to Minimize Passenger Disruptions.

Transportation science 40 (1), pages 15-28 (2006)

[71] Law A.M., Kelton W.D. Simulation modeling and analysis. Third edition.McGraw-

Hill Book Co, Singapore. (2000)

[72] Lee T.S., Gosh S.Stability of RYNSORD - a decentralized algorithm for railway

networks under perturbations.IEEE Transactions on Vehicular Technology 50 (1),

pages 287-301 (2001)

[73] Lentink R.M., Fioole P.J., Kroon L.G., van t Woudt C. Applying Operations Re-

search techniques to planning of train shunting.Technical Report ERS-2003-094-

LIS, Erasmus University, Rotterdam, Netherlands. (2003)

[74] Li F., Gao Z., Li K., Yang L. E±cient scheduling of railway tra±c based on global

information of train. Transportation Research Part B 42, pages 1008-1030 (2008)

[75] Liebchen C. Symmetry for Periodic Railway Timetables.In Electronic Notes in

Theoretical Computer Science 92, pages 34-51 (2004)

[76] Liebchen C., MÄohring R.H.A Case Study in Periodic Timetabling.In: Proceedings

of ATMOS 2002 - algorithmic methods and models for optimization of railways,

Malaga, Spain. Electronic Notes in Theoretical Computer Science 66 (6), pages

1-14 (2002)

[77] Mackenzie S.Train timetabling on complex networks.Proceedings from the Confer-

ence on Railway Engineering (CORE2000), Adelaide, Australia (2000)

[78] Mascis A., Pacciarelli D.Job shop scheduling with blocking and no-wait constraints.

European Journal of Operational Research 143 (3), pages 498-517 (2002)

[79] Mathaisel D.F.X. Decision support for airline system operations control and irreg-

ular operations.Computers Operations Research 23 (11), pages 1083-1098 (1996)

[80] Mazzarello M., Ottaviani E. A tra±c management system for real-time tra±c opti-

misation in railways. Transportation Research Part B 41, pages 246-274 (2007)



228 BIBLIOGRAPHY

[81] Medanic J., Dorfman M.J. Time-e±cient strategies for scheduling trains on a line.

Accepted for presentation at IFAC World Congress, Barcelona (2002)

[82] Medanic J., Dorfman M.J.Energy-e±cient strategies for scheduling trains on a line.

Accepted for presentation at IFAC World Congress, Barcelona (2002)

[83] Medanic J., Dorfman M.J. E±cient scheduling of tra±c on a railway line. Journal

of Optimization theory and applications 115 (3), pages 587-602 (2002)

[84] Medanic J., Dorfman M.J. Scheduling trains on a railway network using a discrete

event model of railway tra±c. Transportation Research Part B 38, pages 81-98

(2004)

[85] Middelkoop A.D., Bouwman B.SIMONE: Large scale train network simulations.In

B. A. Peters, J. S. Smith, D. J. Medeiros, M. W. Rohrer (Eds.), Proceedings of the

2001 Winter Simulation Conference , pages 1-6 (2001)

[86] Middelkoop A.D., Loeve L. Simulation of tra±c management with FRISO.Com-

puters in Railways X, pages 501-509 (2006)

[87] Ministry of Transport Public Works Water Management. De¯nitive

report for the Study plan of OV SAAL (Eindrapportage Planstudie

OV SAAL) [in Dutch], Phase 1, March 2008. Available online

http://www.verkeerenwaterstaat.nl/Images/20080320EindrapportOVSAAL tcm19

5-215926.pdf (2008)

[88] Ministry of Transport Public Works Water Management. Railway ambitions of the

government (Kabinetsambities spoor) [in Dutch], Document ID 191896, september

2008.Available online http://static.ikregeer.nl/pdf/BLG17050.pdf (2008)

[89] Ministry of Transport Public Works Water Management. Pro-

gramme of High frequency railway transport (Programma

Hoogfrequent Spoorvervoer) [in Dutch]. Available online

http://www.verkeerenwaterstaat.nl/kennisplein/3/7/375344/programma hoog freq

uent spoorvervoer.pdf (2009)

[90] Ministry of Transport Public Works Water Management. Spoor-

boekloos reizen in de Randstad - PHS [in Dutch].Available online

http://www.verkeerenwaterstaat.nl/Images/Flyer%20Spoorboekloos1tcm195-

265 969.pdf (2009)



BIBLIOGRAPHY 229

[91] NS, Koninklijk Nederlands Vervoer, ProRail.Evaluation report of ETMET pilot

study (Evaluatie proefweek `elke 10 minuten een trein') [in Dutch].Available online

http://parlis.nl/pdf/bijlagen/BLG22775.pdf (2009)

[92] NS (Nederlandse Spoorwegen).Transport plan (Vervoerplan 2010) [in Dutch].Avail-

able online http://static.ikregeer.nl/pdf/BLG23155.pdf (2010)

[93] Nou A. Railway Timetabling - Lagrangian Heuristics Technical report.

TRITA/MAT-97-OS12, Royal Institute of Technology, Stockholm, Sweden

(1997)

[94] NRC Handelsblad.NS keert 1,4 miljard uit aan Staat.Published on 25 nov 2009

(2009)

[95] Odijk M.A. A constraint generation algorithm for the construction of periodic rail-

way timetables.Transportation Research Part B 30 (6), pages 455-464 (1996)

[96] Odoni A.R., Rousseau J.M., Wilson N.H.M.Models in Urban and Air Transporta-

tion. Operations research and the public sector: Handbooks in Operations Research

and Management Science 6, pages 107-150 (1994)

[97] Oliveira E. Solving Single-Track Railway Scheduling Problem Using Constraint Pro-

gramming. Ph.D. thesis, The University of Leeds, UK (2001)

[98] Pellegrini F., Savio S.Moving block and tra±c management in railway applications:

the EC project COMBINE. Computers in Railways VII, pages 11-20 (2000)

[99] ProRail. Management Plan 2009 (beheerplan) [in Dutch].Available on-

line http://www.ProRail.nl/Over%20ProRail/documenten/Documents/Beheerplan

%202009.pdf (2009)

[100] ProRail. Annual report 2008 (jaarverslag) [in Dutch]. Available online

http://www.ProRail.nl/Over%20ProRail/documenten/Documents/Jaarverslag%20

ProRail%202008.pdf (2008)

[101] Pudney P., Wardrop A. Generating train plans with Problem Space Search.Proceed-

ings of the 9th International Conference on Computer-Aided Scheduling of Public

Transport (CASPT). San Diego, USA (2004)

[102] Puterman M.L. Markov Decision Processes: Discrete Stochastic Dynamic Program-

ming. John Wiley and Sons, New York, NY (1994)



230 BIBLIOGRAPHY

[103] Rodriguez J.A constraint programming model for real-time train scheduling at junc-

tions. Transportation Research Part B 41 (2), pages 231-245 (2007)

[104] Rodriguez J.A study of the use of state resources in a constraint-based model for

routing and scheduling trains.In I. A. Hansen, A. Radtke, J. Pachl, E. Wendler

(Eds.), CD-ROM Proceedings of the 2nd International Seminar on Railway Opera-

tions Modelling and Analysis. Hannover, Germany. (2007)

[105] Sahin I. Railway tra±c control and train scheduling based on inter-train con°ict

management.Transportation Research Part B 33, pages 511-534 (1999)

[106] Salido M.A., Abril M., Barber F., Ingolotti L., Tormos P., Lova A. Domain-

dependent distributed models for railway scheduling.Knowledge-Based Systems 20

(2), pages 186-194 (2007)

[107] Schrijver A., Steenbeek, A.Dienstregelingontwikkeling voor Railned (Timetable con-

struction for Railned). Technical Report, CWI, Amsterdam, The Netherlands. In

Dutch. (1994)

[108] Schrijver A., Lentink R.M., Kroon L.G. Shunting of Passenger Train Units: an In-

tegrated Approach.Research Paper ERS-2006-068-LIS Revision, Erasmus Research

Institute of Management Erasmus University, Rotterdam, Netherlands (2006)

[109] SchwanhÄausser W.Die Besessung der Pu®erzeiten im Fahrplangefuge der Eisen-

bahn.Ph.D. thesis, VerÄo®entlichungen des verkehrswissenschaftlichen Institutes der

RWTH Aachen, Germany (1974)

[110] Semet Y., Schoenauer M.An e±cient memetic, permutation-based evolutionary al-

gorithm for real-world train timetabling. Congress on Evolutionary Computation 3,

pages 2752-2759 (2005)

[111] Semet Y., Schoenauer M.On the bene¯ts of inoculation, an example in train schedul-

ing. Proceedings of the 8th annual conference on Genetic and evolutionary compu-

tation , pages 1761-1768 (2006)

[112] Sera¯ni P., Ukovich W. A mathematical model for periodic event scheduling prob-

lems.SIAM Journal on Discrete Mathematics 2 (4), pages 550-581 (1989)

[113] Soomer M.J., Franx G.J. Scheduling aircraft landings using airlines preferences.

European Journal of Operational Research 190, pages 277-291 (2008)



BIBLIOGRAPHY 231

[114] Soto y.Koelemeijer G., Iounoussov A.R., Goverde R.M.P., Van Egmond R.J.PE-

TER, a performance evaluator for railway timetables.Computers in Railways VII,

pages 405-414 (2000)

[115] Stojkovic G., Soumis F., Desrosiers J., Solomon M.M.An optimization model for a

real-time °ight scheduling problem.Transportation Research Part A 36 (9), pages

779-788 (2002)

[116] Szpigel B.Optimal Train Scheduling on a Single Track Railway.Operational Re-

search 72, pages 343-352 (1973)

[117] Tijms H.C. A First Course in Stochastic Models.John Wiley and Sons Ltd, England

(2003)

[118] TÄornquist J. Computer-based decision support for railway tra±c scheduling and dis-

patching: A review of models and algorithms.Proceedings of ATMOS2005 (Algo-

rithmic MeThods and Models for Optimization of RailwayS). Palma de Mallorca,

Spain, October 2005, Dagstuhl Research Online Publication Server (DROPS) (2005)

[119] TÄornquist J., Persson J.A.N-tracked railway tra±c re-scheduling during distur-

bances.Transportation Research Part B 41, pages 342-362 (2007)

[120] TÄornquist J., Persson J.A.Train tra±c deviation handling using Tabu Search and

Simulated Annealing.IEEE Proceedings of the 38th Annual Hawaii International

Conference on System Sciences (HICSS'05), Hawaii, USA (2005)

[121] Vakhtel S. RechnerunterstÄutzte analytische Ermittlung der KapazitÄat von Eisenbahn-

netzen. Ph.D. thesis, VerÄo®entlichungen des verkehrswissenschaftlichen Institutes

der RWTH Aachen, Germany (2002)

[122] Van t Wout J. Crew scheduling at Netherlands Railways: using TURNI e®ectively.

Masters thesis, Faculty of Economics, Erasmus University Rotterdam (2007)

[123] Van den Berg J.H.A., Odijk M.A. DONS: Computer Aided Design of Regular Service

Timetables.Proceedings of CompRail 94 2, Madrid, 7-9 September , pages 109-116

(1994)

[124] Vansteenwegen P., Van Oudheusden D.Developing railway timetables which guar-

antee a better service.European Journal of Operational Research 173 (1), pages

337-350 (2006)



232 BIBLIOGRAPHY

[125] Vernazza G., Zunino R.A distributed intelligence methodology for railway tra±c

control. IEEE Transactions on Vehicular Technology 39 (3), pages 263-270 (1990)

[126] Volkskrant. Trein mag straks vijf minuten te laat zijn (in Dutch). Published on 30

jun 2009 (2009)

[127] Volkskrant. Proef NS: spoorboekloos rijden (in Dutch).Published on 31 aug 2009

(2009)

[128] Vromans M.J.C.M. Reliability of Railway Systems.Ph.D. thesis, Erasmus University

Rotterdam, The Netherlands (2005)

[129] Wakob H. Ableitung eines generellen Wartemodells zur Ermittlung der planmaSin-

gen Wartezeiten im Eisenbahnbetrieb unter besonderer Berucksichtigung der As-

pekte Leistungsfahigkeit und Anlagebelastung.VerÄo®entlichungen des verkehrwis-

senschaftlichen Institutes der RWTH Aachen, Heft 36 (1985)

[130] Wendler E. Analytische Berechnung der planmassigen Wartezeiten bei asynchroner

Fahrplankonstruktion. VerÄo®entlichungen des verkehrwissenschaftlichen Institutes

der RWTH Aachen, Heft 55 (1999)

[131] Wendler E. The scheduled waiting time on railway lines.Transportation Research

Part B 41, pages 148-158 (2007)

[132] Wiggenraad P.B.L. Alighting and boarding times of passengers at Dutch railway

stations. TRAIL Research School, Delft University of Technology, The Netherlands

(2001)

[133] Yuan J. Stochastic Modelling of Train Delays and Delay Propagation in Stations.

Ph.D. thesis, Delft University of Technology, The Netherlands (2006)

[134] Yuan J. Statistical analyses of train delays at The Hague HS.In Hansen, I.A. (edi-

tor), Train delays at stations and network stability (workshop). TRAIL, Delft, The

Netherlands. (2001)

[135] Yuan J., Hansen I.A. Optimizing Capacity Utilization of Statipons by Forecasting

Knock-on Train Delays. 1st Int. Seminar on Railway Operations Modelling and

Analysis, Delft, Netherlands (2005)

[136] Zhou X., Zhong M. Bicriteria train scheduling for high-speed passenger railroad

planning applications.European Journal of Operational Research 167, pages 752-

771 (2005)



BIBLIOGRAPHY 233

[137] Zhou X., Zhong M. Single-track train timetabling with guaranteed optimality:

Branch-and-bound algorithms with enhanced lower bounds.Transportation Research

Part B 41, pages 320-341 (2007)

[138] Zwaneveld P.Railway planning - routing of trains and allocation of passenger lines.

Ph.D. thesis, Rotterdam School of Management, Ph.D-Series in General Manage-

ment 25, Rotterdam, The Netherlands (1997)

[139] Zwaneveld P., Kroon L., Romeijn H., Salomon M., Dauzµere-P¶erµes S., van Hoesel

C., Ambergen H. Routing trains through railway stations: model formulation and

algorithms. Transportation Science 30 (3), pages 181-194 (1996)



The Tinbergen Institute is the Institute for Economic Research, which was founded in 1987 by

the Faculties of Economics and Econometrics of the Erasmus University Rotterdam, University

of Amsterdam and VU University Amsterdam. The Institute is named after the late Professor

Jan Tinbergen, Dutch Nobel Prize laureate in economics in 1969. The Tinbergen Institute is

located in Amsterdam and Rotterdam. The following books recently appeared in the Tinbergen

Institute Research Series:

419. L. RATNOVSKI, A Random Walk Down the Lombard Street: Essays on Banking.

420. R.P. NICOLAI, Maintenance models for systems subject to measurable deterioration.

422. V.KARTSEVA, Local clusters in global value chains, a case study of wood furniture

clusters in Central Java (Indonesia).

423. J. ARTS, Designing Controls for Network Organizations: A Value-Based Approach.

421. R.K. ANDADARI, Essays on New Product Adoption and Di®usion.

424. A. BABUS, Essays on Networks: Theory and Applications.

425. M. VAN DER VOORT, Modelling Credit Derivatives.

426. G. GARITA, Financial Market Liberalization and Economic Growth.

427. E.BEKKERS, Essays on Firm Heterogeneity and Quality in International Trade.

428. H.LEAHU, Measure-Valued Di®erentiation for Finite Products of Measures: Theory

and Applications.

429. G. BALTUSSEN, New Insights into Behavioral Finance.

430. W. VERMEULEN, Essays on Housing Supply, Land Use Regulation and Regional

Labour Markets.

431. I.S. BUHAI, Essays on Labour Markets: Worker-Firm Dynamics, Occupational Segre-

gation and Workplace Conditions.

432. C. ZHOU, On Extreme Value Statistics.

433. M. VAN DER WEL, Riskfree Rate Dynamics: Information, Trading, and State Space

Modeling.

434. S.M.W. PHLIPPEN, Come Close and Co-Create: Proximities in pharmaceutical inno-

vation networks.

435. A.V.P.B. MONTEIRO, The Dynamics of Corporate Credit Risk: An Intensity-based

Econometric Analysis.

436. S.T. TRAUTMANN, Uncertainty in Individual and Social Decisions: Theory and Ex-

periments.

437. R. LORD, E±cient pricing algorithms for exotic derivatives.

438. R.P. WOLTHOFF, Essays on Simultaneous Search Equilibrium.

439. Y.-Y. TSENG, Valuation of travel time reliability in passenger transport.



440. M.C. NON, Essays on Consumer Search and Interlocking Directorates.

441. M. DE HAAN, Family Background and Children's Schooling Outcomes.

442. T. ZAVADIL, Dynamic Econometric Analysis of Insurance Markets with Imperfect In-

formation.

443. I.A. MAZZA, Essays on endogenous economic policy.

444. R. HAIJEMA, Solving large structured Markov Decision Problems for perishable-

inventory management and tra±c control.

445. A.S.K. WONG, Derivatives in Dynamic Markets.

446. R. SEGERS,Advances in Monitoring the Economy.

447. F.M. VIEIDER, Social In°uences on Individual Decision Making Processes.

448. L. PAN, Poverty, Risk and Insurance: Evidence from Ethiopia and Yemen.

449. B. TIEBEN, The concept of equilibrium in di®erent economic traditions: A Historical

Investigation.

450. P. HEEMEIJER, Expectation Formation in Dynamic Market Experiments.

451. A.S. BOOIJ, Essays on the Measurement Sensitivity of Risk Aversion and Causal Ef-

fects in Education.

452. M.I. LOPEZ YURDA, Four Essays on Applied Microeconometrics.

453. S. MEENTS, The In°uence of Sellers and the Intermediary on Buyers Trust in C2C

Electronic Marketplaces.

454. S. VUJIC, Econometric Studies to the Economic and Social Factors of Crime.

455. F. HEUKELOM, Kahneman and Tversky and the Making of Behavioral Economics.

456. G. BUDAI-BALKE, Operations Research Models for Scheduling Railway Infrastructure

Maintenance.

457. T.R. DANIELS, Rationalised Panics: The Consequences of Strategic Uncertainty dur-

ing Financial Crises.

458. A. VAN DIJK, Essays on Finite Mixture Models.

459. C.P.B.J. VAN KLAVEREN, The Intra-household Allocation of Time.

460. O.E. JONKEREN, Adaptation to Climate Change in Inland Waterway Transport.

461. S.C. GO,Marine Insurance in The Netherlands 1600-1870, A Comparative Institutional

Approach.

462. J. NIEMCZYK, Consequences and Detection of Invalid Exogeneity Conditions.

463. I. BOS, Incomplete Cartels and Antitrust Policy: Incidence and Detection

464. M. KRAWCZYK, A®ect and risk in social interactions and individual decision-making.

465. T.C. LIN, Three Essays on Empirical Asset Pricing

466. J.A, BOLH AAR, Health Insurance: Selection, Incentives and Search

467. T. FARENHORST-YUAN, E±cient Simulation Algorithms for Optimization of Dis-

crete Event Based on Measure Valued Di®erentiation

468. M.I. OCHEA, Essays on Nonlinear Evolutionary Game Dynamics

469. J.L.W. VAN KIPPERSLUIS, Understanding Socioeconomic Di®erences in Health: An

Economic Approach



������������������������������������
���������������������������������


���������������������������������������������������
��
��

����������
��
��

	�������������������������

�������
�������

����������������������������������������������������
����������������������

����������������
�����	���	������������������������������
������������

������������������������
�
������������������•�����������������•���
•����•�������

������
��������•����	��	���• �������������������������
����������������•�������	���
��� ��������­�
�����
����������	���	�

�	�
����������������
������������������������������
������� �������
����������€����������������������� �������	�����������
�����
�������
����
����������������������������������������������������������
�����	����
����
������������������‚���������������
��������������������
���������������
ƒ����	�����������„���������������
 ����������
�������������������
������
����	������
����������������������������	���	��������������������������������

����•�
��…����	����•�����������������������­�
�����������������������
����
���������
�����
����
�������
��������������������
��������
���������������
��������������������������•����•����•��������������� �

������������
������•������������
�����
��������������������������������
����������������������������������
���������������������	�����������������
�
��������������

����������������������������…�������
�•�����������������†���������
•��������‡�…�����
�����������ˆ��	��������
��
������
�•ˆ	�•�
•������������������������������������
�€�����������������������
�����
��������‚�������������
��������
�����‰������������������������Š�����
���‹������������ˆ��	��������
��
������
��•�������������•���������� 
������������������������	������������•����•����•���������������
������������

������•��Œ��������������������������
��������������������Ž��������
•�
��������•�������������
��
�����������������������������•��������
��
����������������

���


	240310CoverAlIbrahimVoork
	86. Thesis Assil Al-Ibrahim - definitief - 6 apr 2010
	240310CoverAlIbrahimAchterk



