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Chapter 1

Introduction

1.1 The Semantic Web as a Web of data

The openness of the World Wide Web is changing the expectations on informa-
tion access. Internet users expect information to be available at anytime, with the
potential to contribute and link everything to everything else. As a consequence,
organisations are starting to open up their previously isolated data silos and ser-
vices, enabling users to combine data from multiple sources and apply the services
of one organisation to the data of another.

These expectations on information access are underpinned by several technolog-
ical developments. The move towards Web 2.0 has popularised sharing of content,
using lightweight data structures such as RSS and JSON, sharing services over
public APIs, and sharing interface components, such as JavaScript widgets. These
front-end technologies have enabled the construction of mash-ups, web applications
that combine data and services from di�erent providers, such that information can
be accessed in unforeseen ways.

At the back-end, Semantic Web technologies promise to simplify reuse of data
from multiple sources. In a database or XML document, the intended meaning of
the data, the semantics, is captured implicitly in the database or XML schema. A
mash-up has to be aware of these schemata, which, typically, requires a developer
to provide precise instructions on how to use and integrate the data. Semantic Web
representation languages, such as RDF, OWL and SKOS, allow aspects of these
semantics to be made explicit in a machine-accessible way, enabling intelligent
technologies to infer how data should be used and integrated.

In the development of the Semantic Web, we can distinguish the \semantics"
from the \web" aspect. In the early years, the focus was on the formal \semantics"
suited for knowledge representation on the Web. As a result, the World Wide
Web Consortium (W3C) standardised RDF ( W3C 1999), and the more expressive
OWL ( W3C 2004), as languages for representing information on the Web. A set of
statements, or triples, de�ned in these languages, which express di�erent levels of
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interoperable semantics, is called an RDF graph. The community provides o�-the-
shelf \triple stores" to store such RDF graphs and provide basic reasoning facilities
over them.

In more recent years, the \web" aspect has gained momentum. Inspired by the
Linking Open Data Project 1 , a growing number of data collections is being pub-
lished online and linked together as graph structures distributed over the Web. The
result is heterogeneous linked data that to date, for example, contains the struc-
tured data from Wikipedia, geographical locations from Geonames, books from
Amazon, publications from DBLP, subject headings from the Library of Congress
and music related information from MusicBrainz. Furthermore, for some content
providers, such as the BBC, publishing linked data has become part of their daily
routine ( Kobilarov et al. 2009 ). Although the Web of Data contains some formal
ontologies, the bulk of data is formed by domain speci�c relations and controlled
vocabularies. The Simple Knowledge Organisation System (SKOS) (W3C 2005)
can be used to publish these vocabularies in an interoperable manner.

The amount of linked data has now reached a state that we can start asking
how end users will access this information. Web 2.0 front-end technologies have
already resulted in intuitive interfaces for end users to access information from
a single data source or, when a mash-up has been created, to a combination of
data sources and services. A general problem is how these front-end technologies
can be applied to heterogeneous linked data, or the other way around, how the
interoperability at the back-end can be exploited by interfaces at the front-end.
The central problem is: how can we support end users with access to heterogeneous
linked data.

An important consideration in information access is the trade-o� between task-
speci�c or generic support and homogeneous or heterogeneous data. Task-speci�c
support, typically, requires some control over the data, which limits information
access to data with a speci�c schema. On the other hand, a generic approach, such
as a direct visualisation of the data structure, can give access to any collection of
heterogeneous data, but provides limited support to the user. In this thesis, we
investigate which models and tools can provide task-speci�c support to access
heterogeneous linked data. In particular, we investigate how the semantics in
linked data can be used for this purpose.

1.2 Project context: A Web of culture data

Within this thesis we use cultural heritage as an application domain. This domain
is well suited for our research. First, the data in this domain is heterogeneous, as it
describes many di�erent types of objects and the descriptions vary per institution.
Second, the domain contains semantically-rich background knowledge, as it has a

1 http://esw.w3.org/topic/SweoIG/TaskForces/CommunityProjects/LinkingOpenData
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Figure 1.1: Datacloud of the linked cultural heritage data created in the
MultimediaN E-Culture project.

long tradition of maintaining rich vocabularies and carefully describing objects with
terms from these structured vocabularies. Third, there are users, from cultural
heritage experts to interested museum visitors, with information needs that require
data from di�erent sources.

This research is performed in the context of the MultimediaN E-Culture
project ( Schreiber et al. 2008). This project has converted collections, their corre-
sponding thesauri and additional background knowledge to RDF, OWL and SKOS,
and captured the semantic relationships among them. Figure 1.1 shows the data
cloud from the resulting web of culture data. Typical for this culture web is the
large number of controlled vocabularies. The circles in the �gure with a coloured �ll
represent the collections of works described with annotations from many di�erent
vocabularies. In addition, the project has included di�erent external vocabularies
and aligned them with other sources to create a highly interconnected web of data.
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The project also created a 
exible software architecture, where a triple store
is tightly integrated with reasoning and Web server facilities ( Wielemaker 2009a).
This architecture is used as the platform for experimentation.

1.3 Research questions

The general problem investigated in this thesis is:

How can we support end-users with access to heterogeneous and
semantically-rich linked data?

An important characteristic of linked data is its representation in a graph structure,
where the nodes and edges (or resources and relations) are explicitly typed. In
heterogeneouslinked data this graph structure contains di�erent types of resources
and relations. On the Web, new data | containing di�erent types of resources
and relations | can be added at any time. We, therefore, assume that there is
limited control over the the available types in the data. We focus our research
on access to objects that are described with terms from multiple, structured and
interlinked vocabularies. We call these heterogeneous and interlinked vocabularies
semantically rich background knowledge. Our hypothesis is that the structures in
this background knowledge can be used to support end-user access to heterogeneous
data.

We consider information accessas a process where the user formulates an infor-
mation need, in the form of a query, and a computer system responds by selecting
and presenting a number of objects (TRECVID organizers 2007 ). This requires
an interface to submit a query and an algorithm to select objects. We refer to this
combination as the search functionality. It remains unclear how search function-
ality can exploit semantically-rich graph structures. The �rst research question,
therefore, is:

RQ 1. How can semantically-rich graph structures be used in search functionality
to support the user in �nding objects in heterogeneous linked data?

Information access also requires an algorithm to organise the selected results
and an interface to present these to the user. We refer to this combination as the
presentation method. The second research question focusses on the presentation
of results found in linked data:

RQ 2. How can semantically-rich graph structures be used in the presentation of
the results found in heterogeneous linked data?

The e�ectiveness of the applications to access heterogeneous linked data is a�ected
by the quality and the modelling of the data, the behaviour of the algorithms
and the design of the user interface. These three aspects in
uence each other
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and are di�cult to isolate in a realistic experimental setting. The methods to
evaluate access to semantically-rich and heterogeneous linked data are, therefore,
an intrinsic part of this research.

1.4 Approach

The two research questions mentioned above are �rst addressed in a literature
study. In a survey of search and browsing applications for Semantic Web data, dif-
ferent types of search functionality and presentation methods are analysed. While
the applications provide a large variety of di�erent solutions, semantic search and
browsing is still an open area. Given a speci�c domain and search task it is di�cult
to determine how the semantics in the data should be used to bene�t the end user.

This thesis takes a �rst step in formulating, for a speci�c domain and a number
of tasks, the requirements to support end-user access to semantically-rich linked
data. As already motivated in the project context (Section 1.2), cultural heritage
is chosen as an application domain. To minimise the e�ect of the data quality
and the modelling decisions we focus on support for expert users, who are already
familiar with interaction in a knowledge-rich domain.

The tasks are chosen to cover di�erent dimensions of the search problem en-
countered in the survey. In the search functionality (RQ 1), we distinguish con-
trolled input for the formulation of structured queries and uncontrolled text-based
search to formulate more open-ended requests. In the presentation (RQ 2), we dis-
tinguish the search results and the navigation paths used for further interaction.
From a data perspective we distinguish artwork collections (foreground) and vo-
cabularies (background). We investigate di�erent combinations of the dimensions
in three case studies: annotation, faceted browsing and semantic search.

Annotation: text-based search for vocabularies The �rst case study inves-
tigates the research questions in the context of artwork annotation. In professional
annotation the task of the user is to �nd vocabulary concepts to describe an art-
work. The study addresses the �rst research question by exploring the application
of text-based search functionality to multiple vocabularies. It addresses the sec-
ond research question by exploring the visualisation and organisation of the search
results (vocabulary concepts).

The starting point is an existing collection management system where each an-
notation �eld provides access to only a single vocabulary. In a user study with pro-
fessional cataloguers we explore how experts can be supported in e�ectively �nding
concepts from multiple vocabularies. The initial requirements are formulated based
on an analysis of the current situation. In a process of iterative prototyping, the
requirements are re�ned and di�erent solutions are explored. The solutions in the
�nal prototype are qualitatively evaluated with feedback from end-users.
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Faceted browsing: structured query formulation for collections The sec-
ond case study investigates the research questions in the context of faceted brows-
ing, a popular interface paradigm to explore (artwork) collections. It addresses the
�rst research question by exploring an extension of traditional faceted browsing
to support the formulation of structured queries for linked data. It addresses the
second research question by exploring methods to organise the large number of
navigation paths.

The starting point is traditional faceted browsing for a homogeneous collection
with a single schema. Based on a use case, the requirements for faceted brows-
ing on heterogeneous Semantic Web repositories are formulated. Solutions for
the required search functionality and presentation methods are explored by the
implementation of a prototype system.

Semantic search: text-based search for collections The third case study
investigates the research questions in the context of artwork search. In many pro-
fessional search tasks users want to �nd artworks that are somehow related to a
topic. The study addresses the �rst research question by investigating how di�er-
ent types of relations in linked data can be used in text-based search functionality.
We speculate upon the second research question by deriving implications for the
presentation of search results and navigation paths in an interactive search appli-
cation.

The starting point is the search engines currently used by domain experts,
where results are found by a syntactic relation to the query. In a user study with
cultural heritage experts we explore how to support the user in �nding artworks
that are semantically related to the query. The initial requirements for semantic
search are formulated based on interviews with a number of domain experts, col-
lecting realistic use cases and feedback on the use of di�erent types of relations.
The performance of an initial graph search algorithm is qualitatively evaluated by
the analysis of the results found for a number of search log queries.

In addition to these three case studies, the architectural support for the proposed
solutions are an intrinsic part of this thesis. The algorithms to support the required
server-side search functionality and presentation methods are implemented as web
services. To support re-use of our solutions for the development of web applications
on other data sets or other domains a solution is explored to support con�guration
of the individual components.

The studies in this thesis are all carried out in a single domain, namely cultural
heritage. Some of our �ndings, however, are also relevant to other domains with
collections of annotated objects and controlled vocabularies. We make the imple-
mented solutions available as open source software and provide support for other
researchers to apply them to their own data.
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The explored solutions focus on support for expert users and do not directly
translate to applications for novices. At this explorative stage of the research �eld,
lacking methods for meaningful quantitative analysis, we make the assumption
that domain experts provide the most valuable qualitative feedback.

1.5 Contributions

The work presented in this thesis contributes to the development of interactive
applications for end user access to heterogeneous linked data. The theoretical
contribution of this thesis is an analysis of the problems related to selecting and
presenting results from heterogeneous linked data. We provide:

� An analysis of the search functionality (RQ 1) and result presentation tech-
niques (RQ 2) in state of the art Semantic Web applications. In addition we
report on the methods used to evaluate these technologies.

� A statement of requirements on the search functionality (RQ 1) and the
result presentation techniques (RQ 2) to apply keyword search and faceted
browsing to heterogeneous linked data. In three case studies di�erent aspects
of the search problem are explored: �nding vocabulary concepts to describe
artworks, faceted browsing to formulate structured queries and �nding art-
works that are semantically related to a query.

The practical results are made available within the open source ClioPatria archi-
tecture.2 This research has contributed to ClioPatria in two signi�cant ways:

� Co-development of the ClioPatria architecture. In particular, the design and
implementation of server-side algorithms and their APIs, for parameterized
access over HTTP, and the implementation of cross-browser client-side in-
terface widgets. The paper describing the ClioPatria architecture, written
together with Jan Wielemaker, received an honourable mention at the In-Use
track of the International Semantic Web Conference 2008.

� Implementation of con�gurable applications within ClioPatria for
vocabulary-based annotation, faceted browsing and semantic search.
Early versions of the applications were part of the E-Culture demonstrator
that was awarded �rst prize at the Semantic Web challenge 2006 3 . A later
version is used as a demonstrator for the Europeana thought lab4 , and as
demonstrators in the news (Troncy 2008) and music (Raimond and Sandler
2008) domains and to browse events (Shaw et al. 2009).

2 http://e-culture.multimedian.nl/software/ClioPatria.shtml
3 http://challenge.semanticweb.org/
4 http://www.europeana.eu/portal/thought-lab.html
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1.6 Structure of the thesis

The high level structure of this thesis consists of a discussion of the related work
(Chapter 2), three case studies that each address the two research questions (Chap-
ters 3, 4 and 5) and a discussion of the architectural support that is required for
the proposed solutions (Chapters 6 and 7). Finally, Chapter 8 provides the con-
clusions.

In Chapter 2 we present a survey of semantic search and browsing applications
and analyse how results are found and how results are presented.

In Chapter 3 we study term search in multiple semantically rich vocabularies
to support professional cataloguers with subject matter annotation.

In Chapter 4 we explore faceted browsing as a generic solution for structured
query formulation on heterogeneous Semantic Web repositories.

In Chapter 5 we study the use of semantically-rich vocabularies to support
text-based search in artwork collections.

In Chapter 6 we describe the ClioPatria architecture, including the server-side
algorithms for term and graph search and the APIs that make them accessible over
HTTP.

In Chapter 7 we describe the models of client-side interface widgets for term
search and faceted browsing and a method to con�gure these widgets with domain
speci�c information.

In Chapter 8 we provide our conclusions and discuss our work in a broader
context.

1.7 Publications

The research was proposed at the Doctoral Consortium of the International Seman-
tic Web Conference 2008, where it was awarded Best Paper Doctoral Consortium:

� Michiel Hildebrand. Interactive Exploration of Heterogeneous Cultural Her-
itage Collections. In Proceedings of the 7th International Semantic Web
Conference, pages 914{919, Karslruhe, Germany, 2008.

Publications on which the chapters of this thesis are based:

� Chapter 2 contains material that will appear as: Michiel Hildebrand, Jacco
van Ossenbruggen and Lynda Hardman. The role of explicit semantics in
search and browsing. Chapter in Multimedia Semantics: Metadata, Analysis
and Interaction , Raphal Troncy, Benoit Huet and Simon Schenk. Wiley,
2010.

� Chapter 3 was published as: Michiel Hildebrand, Jacco van Ossenbruggen,
Lynda Hardman and Geertje Jacobs. Supporting subject matter annotation
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using heterogeneous thesauri, a user study in Web data reuse.International
Journal of Human Computer Studies, pages 887{902, Volume 67, Issue 10,
October 2009.

� Chapter 4 was published as: Michiel Hildebrand, Jacco van Ossenbruggen
and Lynda Hardman. /facet: A Browser for heterogeneous Semantic Web
repositories. In Proceedings of the 5th International Semantic Web Confer-
ence, pages 272{285, Athens, USA, 2006.

� Chapter 5 is submitted as a journal article: Michiel Hildebrand, Jacco
van Ossenbruggen, Lynda Hardman, Jan Wielemaker and Guus Schreiber.
Searching in semantically-rich linked data: a case study in cultural heritage.

� The material in Chapter 6 is the result of joint work with Jan Wielemaker,
Jacco van Ossenbruggen and Guus Schreiber and published as: Jan Wiele-
maker, Michiel Hildebrand, Jacco van Ossenbruggen and Guus Schreiber.
Thesaurus-based search in large heterogeneous collections5 . In Proceedings
of the 7th International Semantic Web Conference, pages 695{708, Karslruhe,
Germany, 2008. Honourable mention at the In-Use track.

� Chapter 7 was published as: Michiel Hildebrand and Jacco van Ossen-
bruggen. Con�guring Semantic Web interfaces by data mapping. In Work-
shop for Visual Interfaces to the Social and the Semantic Web, Sanibel Island,
USA, 2009.

Other publications resulting from the research described in this thesis:

� Jan Wielemaker, Michiel Hildebrand and Jacco van Ossenbruggen. Using
Prolog as the fundament for applications on the Semantic Web. In Proceed-
ings of the ICLP'07 Workshop on Applications of Logic Programming to the
Web, Semantic Web and Semantic Web Services, Porto, Portugal, 2007.

� Jacco van Ossenbruggen, Alia Amin and Michiel Hildebrand. Why evaluat-
ing Semantic Web applications is di�cult. Semantic Web User Interaction
Workshop, Florence, Italy, 2008.

� Guus Schreiber, Alia Amin, Lora Aroyo, Mark van Assem, Viktor de Boer,
Lynda Hardman, Michiel Hildebrand, Borys Omelayenko, Jacco van Ossen-
bruggen, Anna Tordai, Jan Wielemaker and Bob J. Wielinga. Semantic
annotation and search of cultural-heritage collections: The MultimediaN E-
Culture demonstrator. Journal of Web Semantics 6 (4), pages 243{249,
2008. Winner of the Semantic Web Challenge of 2006.

5 This publication also included in the PhD thesis of Jan Wielemaker, Logic programming
for knowledge-intensive interactive applications ( Wielemaker 2009a ).
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� Alia Amin, Michiel Hildebrand, Jacco van Ossenbruggen, Vanessa Evers and
Lynda Hardman. Organizing suggestions in autocompletion interfaces. In
31st European Conference on Information Retrieval , Toulouse, France, 2009.

� Lynda Hardman, Jacco van Ossenbruggen, Raphal Troncy, Alia Amin and
Michiel Hildebrand. Interactive information access on the Web of Data. In
Proceedings of the WebSci'09: Society On-Line, Athens, Greece, 2009.

� Alia Amin, Michiel Hildebrand, Jacco van Ossenbruggen, Lynda Hardman.
Designing a thesaurus-based comparison search interface for linked cultural
heritage data. To appear in Proceedings of the International Conference on
Intelligent User Interfaces 2010, Shanghai, China, 2010.



Chapter 2

Related work

In this chapter we identify di�erent types of user-oriented search func-
tionality and presentation methods to access Semantic Web data. We
summarise our literature study of Semantic Web applications for search
and browsing. The basic terminology is introduced and the di�erent
features found in the literature are analysed in the form of a survey.
From this analysis, we identify a number of problems with user-oriented
support for accessing Semantic Web data. Some of these are explored
in the case studies in Chapters3, 4 and 5, where we design and evaluate
support for a number of the speci�c features discussed.

This chapter is based on a survey conducted in May 2007 and will
appear as the chapter \The role of explicit semantics in search and
browsing" in the book Multimedia Semantics: Metadata, Analysis and
Interaction ( Hildebrand et al. 2010). It is co-authored by Jacco van
Ossenbruggen and Lynda Hardman. Since the original survey, the area
of semantic search has grown and Web companies are starting to in-
tegrate semantic technologies into their search engines (Hendler 2010).
In particular, advances have been made in the extraction of semantic
relations using natural-language processing. This is, however, outside
the scope of this thesis. In addition, we observe the uptake of semantic
relations to improve the presentation of the search results, e.g. to pro-
vide more informative results and/or organise the results. Several of
these strategies were already investigated in the prototypes discussed
in this chapter.

2.1 Introduction

In recent years several Semantic Web applications have been developed that sup-
port some form of search. These applications provide di�erent types of search
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Figure 2.1: High level overview of text-based query search: (a) query
construction, (b) search algorithm of the system, (c) presentation of
the results. Dashed lines represent user feedback. Image based on
http://www-nlpir.nist.gov/projects/tv2007/ .

functionality and make use of the explicit semantics present in the data in various
ways. The goal of this chapter is to give an overview of the semantic search func-
tionalities provided by the current state of the art in Semantic Web applications.
Excluding search based on structured query languages such as SPARQL (W3C
2006), we focus on queries based on simple textual entry forms and queries con-
structed by navigation (e.g. faceted browsing). We provide a systematic under-
standing of the di�erent design dimensions that play a role in supporting search
on Semantic Web data.

The next section establishes the basic search terminology used throughout
the chapter. Section 2.3 provides an in-depth analysis of the di�erent types of
search functionality based on a survey of 35 Semantic Web applications. We ar-
gue that search is far from trivial, and list the di�erent roles semantics currently
play throughout the various phases of the search process. We discuss the main
conclusions in section 2.4.

2.2 Basic Search Terminology

We introduce the basic de�nitions used throughout the chapter.

Search process We follow the TRECVID 2007 Evaluation Guide-
lines (TRECVID organizers 2007 ) and divide the search process into
three di�erent phases: query construction, execution of the core search
algorithm and presentation and organisation of the results. We also take into
account user feedback on the query and on the results (see also Figure2.1).

Semantic search We use the term semantic search when semantics are used dur-
ing any of the phases in the search process.

Type of results Traditional search engines on the web typically assume the re-
sult of a search to be a set of web objects, e.g. text documents, images or
video. This also holds for some Semantic Web applications. Others, however,
return sets of matching URIs, sets of matching triples (an RDF sub-graph)
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or a combination of these. Often the behaviour of a system depends on the
type of result it assumes, so we make this explicit wherever this is relevant.

Overview pages and surrogates We refer to presentation of the ( k �rst) results
as the overview page, which typically represent results using surrogates. For
example, resulting HTML pages can be represented by their title and a text
snippet, while image or video results are often represented by thumbnails.

Local view page Surrogates typically provide links to the full presentation of
the result they represent. The latter is either the full presentation of an
information object (e.g. the full HTML page that is linked from the snippet
presented on the overview page), some human readable representation of
metadata associated with the result, or a human readable representation of
a resulting sub-graph. Following ( Rutledge et al. 2005), we refer to the latter
presentation as a local view page.

Syntactic matching Syntactic search matches the query against the textual con-
tent of the objects (if applicable), the literals in the RDF metadata, the URIs
in the system, or a combination of these.

Semantic matching We use the term semantic matching for those algorithms
that in addition to syntactic matching also use the graph structure of the
RDF metadata and/or its semantics to �nd results.

2.3 Analysis of semantic search

We systematically scanned all proceedings of the International and European Se-
mantic Web Conference series as well as the Journal of Web Semantics, to compile
a list of end-user applications described or referred to. For each system we collected
basic characteristics such as the intended purpose, intended users, the scope, the
triple store and the technique or software that is used for literal indexing. The
resulting document was made available online1 and announced on three public
mailing-lists 2 . Additionally, we sent personal emails to the authors of papers and
developers of all included systems. This resulted in an updated version of the
online document. This update was based on 15 email threads, in which additional
information was provided for 11 systems and 6 additional systems within the scope
of the survey were recommended, giving a total of 35 systems.

Based on the data resulting from the survey we performed a more thorough
analysis of the three individual phases in the search process of Figure2.1. For
each of these we consider the underlying functionality and the features of the cor-
responding user interface. The results of this analysis are summarised in Table2.3,

1 http://swuiwiki.webscience.org/index.php/Semantic Search Survey
2 public-xg-mmsem@w3.org, semantic-web@w3.org, public-semweb-ui@w3.org
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Query construction

Feature : Functionality Interface Components

Free text input : Keywords, natural language Single text entry, property-
speci�c �elds

Operators : Boolean constructs, syntactic
disambiguation, semantic con-
straints on input/output

Application-speci�c syntax

Controlled
terms

: Disambiguate input, restrict
output, select prede�ned queries

Value lists, faceted browser,
graph

User feedback : Pre-query disambiguation Autocompletion

Search algorithm

Syntactic
matching

: Exact, pre�x or substring
match, minimal edit distance,
stemming

Not applicable

Semantic
matching

: graph traversal, query expan-
sion, spread activation, RDF-
S/OWL reasoning

Not applicable

Result presentation

Data selection : Selected property values,
class-speci�c template, display
vocabularies

Visualised by text, graph, tag-
cloud, map, timeline, calendar

Ordering : Content and link structure based
ranking

Ordered list

Organisation : Clustering by property, by result
path or dynamic

Tree, nested box structure, clus-
termap

User feedback : Post-query disambiguation, rec-
ommendation of related objects

Facets, tagcloud, value list

Table 2.1: Functionality and interface support in the three phases of semantic search.

and the table also provides the structure of the remainder of this section. We dis-
cuss query construction in section 2.3.1, the search algorithms in 2.3.2 and the
presentation of the results in 2.3.3. Note that the examples and references merely
serve as illustrations, the full analysis with references is available in the online
survey.
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2.3.1 Query Construction.

The search process starts with the user constructing a query that re
ects his or her
information needs. We describe the functionality for this process as provided by
the systems in the survey and how this functionality is supported at the interface.

Functionality Constructing a query in free text requires little knowledge of the
system and the data structure. The price users have to pay is ambiguity: words can
have multiple meanings (lexical ambiguity) and a complex expression can have mul-
tiple underlying structures (structural ambiguity). Ambiguous input often leads
to irrelevant search results. To reduce ambiguity several systems allow additional
query constructs beyond free text input: structural and semantic operators and
controlled terms. We describe free text input and the additional query constructs
and the role of user feedback in the process of matching free text with controlled
terms.

Free text input is supported in existing systems in three ways. First, full text
search allows the user to �nd all objects with matching textual content or metadata.
In many semantic search engines full text search is the main entry point into the
system (Ding et al. 2005; Schreiber et al. 2006; Celino et al. 2006; Guha et al.
2003; DERI 2007). Second, free text input can be restricted to match a value of
a speci�c property. In faceted browsers this is the case when searching for a value
within a particular facet ( SIMILE 2005 ; m.c. schraefel et al. 2005; Hildebrand
et al. 2006). Finally, systems such as Aqualog (Lopez et al. 2005) and Ginseng
(Bernstein et al. 2006) support free text input in the form of natural language
expressions.

Syntactic operators explicitly de�ne the interpretation of complex search terms.
Well known examples are the boolean operators AND and OR. Several applications
employ third party search libraries such as Apache Lucene, which typically provide
an extensive collection of syntactic control structures 3 .

Semantic operators add explicit meaning to a query. In SemSearch, for exam-
ple, the user speci�es to which RDFS or OWL class a result should belong. The
authors illustrate this with the example article:motta for which the system re-
trieves all objects that are of type article and match the search term motta (Lei
et al. 2006).

Controlled terms provide the use of prede�ned concepts. In QuizRDF ( Davies
and Weeks 2004) the user selects an RDF class to determine the type of the search
term. Other systems provide autocompletion to support users with keyboard-based
input of controlled terms ( SIMILE 2005 ; m.c. schraefel et al. 2005; Hildebrand
et al. 2006; Kiryakov et al. 2004 ; Hyv•onen and M•akel•a 2006 ). A di�erent approach
is seen in DBin (Tummarello et al. 2006) and Haystack ( Quan and Karger 2004),
which allows the user to select prede�ned queries.

3 http://lucene.apache.org/java/2 3 2/queryparsersyntax.html
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User feedbackon the input is useful when there are multiple controlled terms
that match with the free text input. Several systems allow the user to select
the intended term before it is processed by the search algorithm (Celino et al.
2006; Hildebrand et al. 2006; Hyv•onen and M•akel•a 2006 ). This form of user
feedback allows pre-query disambiguation. In contrast, post-query disambiguation
is performed on the results of the search algorithm.

Interface The basic interface components to enter or construct a query are text
entry boxes and value selection lists. These components are used in various de-
signs, of which we mention three. If applicable, we describe the link from the
interface components to the underlying data structure. Furthermore, we describe
the interface aspects of user feedback on the input and several proposals for more
advanced query construction.

A single text entry �eld is su�cient for free text input, e.g. Google and several
systems that we analysed (Schreiber et al. 2006; Celino et al. 2006; Guha et al.
2003; Davies and Weeks 2004; Ding et al. 2004). Additional features included by
some systems are selectable result types (Ding et al. 2004) and options for the
search algorithm or presentation of the results ( Davies and Weeks 2004).

Property-speci�c search �elds support query construction guided by a speci�c
set of possible search values (Kiryakov et al. 2004 ; Mika 2006; He
in and Hendler
2000; Metaweb 2007). The value sets are typically de�ned by the range of the
corresponding RDF property.

Faceted browsingallows the user to constrain the set of results within a particu-
lar facet. Typically, facets are directly mapped to properties in RDF. Alternatively,
the mapping is made by projection rules. The advantage of an indirect mapping
is that this allows the developer to de�ne facets that match the user's needs while
keeping the data structure unchanged (Suominen et al. 2007a). Faceted browsing
is applied to Semantic Web data by ( SIMILE 2005 ; m.c. schraefel et al. 2005;
Hildebrand et al. 2006; Suominen et al. 2007a; Fluit et al. 2003a ; Hyv•onen
et al. 2005; Oren et al. 2006) as well as by the company Siderean in the Seamark
Navigator 4 .

User Feedbackis typically provided after the query has been entered, or dynam-
ically during the construction of the query as a form of semantic autocompletion.
The former method is used in Squiggle (Celino et al. 2006) and MuseumFinland
(Hyv•onen et al. 2005) where the disambiguation of the matching query terms is
presented after submitting the query. In semantic autocompletion the system sug-
gests controlled terms with a label pre�x that matches the text typed in already.
Hyv•onen and others describe the idea of semantic autocompletion and several
implementations in ( Hyv•onen and M•akel•a 2006 ). In faceted interfaces autocom-
pletion is often used within a single facet ( SIMILE 2005 ; m.c. schraefel et al. 2005;
Hildebrand et al. 2006; Kiryakov et al. 2004 ).

4 http://www.siderean.com/
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In general there is a clear need for simple interfaces, such as the single text entry
�eld. On the other hand, interface designs that support more complex interaction
styles potentially give the user more control, which is useful for the formulation of
more precise information needs.

2.3.2 Search algorithm

All text-based search involves some form of syntactic matching of the query
against textual content and/or metadata, an aspect well covered in Information
Retrieval ( Baeza-Yates and Ribeiro-Neto 1999). Semantic matching can extend
syntactic matching by exploiting the typed links in the semantic graph. Before we
describe semantic matching we brie
y describe syntactic matching, focusing on the
indexing functionality and the support that is already provided by the low level
software on which various systems are built.

Syntactic matching All systems in our study index the textual data in their
collection for performance reasons. Which textual data is indexed, e.g. the con-
tent, the metadata or the URIs, is important for the search functionality of the
system. In an ontology search engine such as Swoogle, users might want to search
on URIs (Ding et al. 2005). In annotated image collections the metadata forms
the primary source for indexing ( Schreiber et al. 2006; Celino et al. 2006; Hyv•onen
et al. 2005). For images that occur in web pages the contextual text provide an
alternative source (Celino et al. 2006; Group 2006). Indices can be based on the
complete word or on a stemmed version. Some interface functionalities require ad-
ditional features. Autocompletion interfaces, for example, require e�cient support
for pre�x matching. Some triple stores provide built-in support for literal index-
ing, for example, OpenLink Virtuoso 5 and SWI Prolog's Semantic Web library 6 .
Alternatively, a search engine, such as Lucene7 , can be used together with a triple
store.

Semantic matching After syntactic matching, the structure and formal seman-
tics of the metadata can be used to extend, constrain or modify the result set. Note
that in a connected RDF graph, any two nodes are connected by a path in this
graph. Naive approaches to semantic search are computationally too expensive
and increase the number of results dramatically. Systems thus need to �nd a way
to reduce the search space and to determine which semantically related objects are
really relevant.

Inspired by the semantic continuum described by Ushold ( Uschold 2003), we
distinguish three levels of semantic matching: graph traversal, explicit use of the-

5 http://www.openlinksw.com/
6 http://www.swi-prolog.org/packages/semweb.html
7 http://lucene.apache.org/
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sauri relations and inferencing based on the formal semantics of RDF, RDFS and
OWL.

Graph traversal takes only the structure of the graph into account. Several
techniques are in use to constrain graph search algorithms. In Tap, constraints
de�ne which relations to traverse for the instances of a particular class ( Guha et al.
2003). Alternatively, a weighted graph search algorithm may constrain the possible
path structures and path length. Such an algorithm requires the assignment of
weights to the edges in the graph, where the weights re
ect the importance of the
corresponding RDF relations. In e-Culture, weights are manually assigned to RDF
relations (Schreiber et al. 2006). SemRank automatically computes weights based
on statistics derived from the graph structure ( Anyanwu et al. 2005). Spread
activation ( Rocha et al. 2004) is another computationally attractive technique for
graph traversal, which can incorporate weights as well as the number of incoming
links.

Thesaurus relations are sometimes used for query expansion. With the accep-
tance of SKOS (W3C 2005) as a standard representation for thesauri, semantic
matching with hierarchical broader term (BT) and narrower term (NT) and the
associative related term (RT) can be implemented in a generic way. The Squig-
gle framework is an example in which this is done (Celino et al. 2006). Facet
browsers typically rely on hierarchical thesauri relations to restrict their result sets
(Hildebrand et al. 2006; Hyv•onen et al. 2005). Within the FACET project the
integration of thesauri in the search process is studied extensively. This resulted
in a demonstrator as well as a proposal for a semantic expansion service (Binding
and Tudhope 2004a), which in turn formed the basis for the experimental SKOS
API 8 .

RDFS/OWL reasoning can also in
uence the search results. Several systems
support RDFS subsumption once an RDF class is selected in the interface (Lei
et al. 2006; Tummarello et al. 2006; Auer et al. 2006; Duke et al. 2007). In Dose,
specialisation and generalisation over the subclass hierarchy is used dynamically
according to the number of search results (Bonino et al. 2004). Some systems
support partial OWL reasoning, and process, for example, only the OWL identity
relations. In Flink ( Mika 2005) and SWSE (DERI 2007) these are extensively used
to model the identity between extracted entities.

2.3.3 Presentation of Results

We describe how explicit semantics are used to extend the baseline functionality in
the presentation of search results, and the techniques that are used to visualise the
results in the interface. As a baseline we consider the presentation of search results
by popular search engines such as Google: the selected information for presentation
is the URI or label of the result, surrogates of the content (e.g. text snippets or

8 http://www.w3.org/2001/sw/Europe/reports/thes/skosapi.html
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image thumbnails) and, optionally, additional information such as the �le size. The
results are typically organised in a plain list and ordered by relevance. We describe,
for each aspect, how additional semantics are used to extend this baseline.

Functionality We consider three aspects of the presentation: selecting what
data to present, organising the results and ordering the results. In addition, we
discuss the function of user feedback on the results.

Selecting what to present | This issue is tightly bound to the question what
the search engine considers to be a \result". If the result is a Web page or other
information object, traditional surrogates are typically used. When the search
result is a set of URIs referring to nodes in an RDF graph, or a set of RDF
triples, systems need to invent new ways to represent the results in their overview
page. In most systems we studied, the decision on what (meta)data is used for the
surrogates is hardwired into the system. QuizRDF supports template de�nitions
for each RDF class (Davies and Weeks 2004). Dbin ( Tummarello et al. 2006)
create templates for speci�c user tasks and domains. Display vocabularies such
as Fresnel (Bizer et al. 2005), as used by Longwell (SIMILE 2005 ), provide full
control over what data to select for presentation and how to present it.

Organising the results | Semantics can also play a role in grouping semantically
similar results together in the presentation, a feature commonly referred to as
clustering. Assuming that users are interested in the results of only one cluster,
clustering can also be considered as a form of post-query disambiguation. In our
study we found several forms of clustering. In many systems, the values of a
particular property are used to group the result set on common characteristics
within a particular dimension. In ( Guha et al. 2003) results with similar types
are clustered together. In faceted browsers similar behaviour is found, systems
described in (SIMILE 2005 ; Hildebrand et al. 2006; Hyv•onen et al. 2005) all
support clustering on the values of a particular facet. Noadster uses concept lattices
to determine dynamically which properties to use for a given result set ( Rutledge
et al. 2005). In e-Culture ( Schreiber et al. 2006), the RDF path between the
literal that is syntactically matching the query and the result may span more than
one property. Clustering the results on these paths illustrate the interpretations
of the query.

Ordering of results | The order of the search results can determined with
di�erent techniques. Ranking of results based on relevance is a well covered topic
in Information Retrieval ( Baeza-Yates and Ribeiro-Neto 1999). Numerous algo-
rithms have been developed, evaluated and applied in successful applications. Term
frequency-inverse document frequency (tf-idf) is an often used syntactic measure
to determine the importance of a word based on the number of occurrences in a
document relative to the number of occurrences in the entire collection. Many sys-
tems in our study use Lucene, which provides ranking based on tf-idf. In addition
to textual content, the link structure is another source for ranking. Swoogle uses
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a variant of PageRank ( Page et al. 1998) to measure the relevance of RDF docu-
ments. PageRank was adapted to compensate for di�erent types of relations that
link RDF documents and terms ( Ding et al. 2005). In SWSE ( Hogan et al. 2006)
a variant of PageRank based on the principle of focussed subgraphs (Kleinberg
1999) is used.

User Feedback | In our study, we did not encounter typical IR user feedback
where the matching and ranking algorithms is in
uenced by the user's feedback.
We mainly encountered user feedback to disambiguate, specialise, generalise or
expand the result set. Most systems support expansion of a query by adding a
keyword or by selecting a value from a property �eld or facet. In several systems,
post-query disambiguation of free text input is supported through the selection
of an RDF type ( DERI 2007; Davies and Weeks 2004; Duke et al. 2007; Berlin
2007). Alternatively, queries can be specialised or generalised with concepts from
narrower or broader thesaurus relations (Celino et al. 2006; Hildebrand et al. 2006;
Hyv•onen et al. 2005). An unwanted side e�ect of query re�nement is the risk of
ending up with no results. This can be avoided by restricting the user beforehand
to use only those terms that lead to results. This is one of the principles behind
faceted browsing interfaces (Yee et al. 2003).

We observed that domain-speci�c applications use the semantics to organise
the search results into clusters. Domain-independent search engines typically rely
on ranking techniques for e�ective presentation of the search results.

Interface Most systems provide a straight-forward interface that directly re
ects
the structure of the selected data and how it is organised. Typical examples include
numbered lists for a linearly ranked set of results or visual grouping of clustered
results in nested box layout structures. Since RDF is represented as a graph,
visualising the data as a graph may seem a straightforward choice. However, from
a user interface perspective, \`big fat graphs" quickly become unmanageable (m.c.
schraefel and Karger 2006), with only a few exceptions including the visualisation of
social networks between small groups of people (Mika 2005). We discuss some other
visualisation techniques (see (Geroimenko and Chen 2003) for a more extensive
overview) we encountered.

Tagclouds indicate the importance of textual metadata with variations in the
font size. OpenAcademia (Mika 2006) visualises the concepts related to research
publications and search. DBpedia.org (Berlin 2007) presents the available RDF
types of the search results.

Clustermaps visualise the overlap between classes of instances, without needing
an explicit concept representing this overlap ( Fluit et al. 2003b ). For example in
AutoFocus a clustermap visualises the results of individual constraints as well as
result sets that satisfy multiple constraints ( Fluit et al. 2003a ).

Data type-speci�c visualisations are used in several systems to present space and
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time on a geographical map, timeline or calendar. The Simile timeline 9 , several
map visualisation tools and Google Calendar can be used through publicly available
APIs. Hence, we do not list the individual systems that make use of these.

Local view pages provide a detailed presentation of the metadata associated
with single URI. Systems such as Tabulator ( Berners-Lee et al. 2006) and Disco
(Bizer and Gau� 2007 ) are based on the notion of a concise bounded descriptionor
CBD 10 and present the statements where the current focus URI is a subject. Oth-
ers systems' local view pages may contain all statements in which the URI occurs
either as a subject or object. Sesame's URI explorer pages11 Noadster (Rutledge
et al. 2005) and E-culture ( Schreiber et al. 2006) also include statements where
the URI plays the role of the property.

2.4 Discussion

In a survey we investigated the search functionality and result presentation of 35
Semantic Web applications. We conclude that the applications support a wide
variety of di�erent types of tasks and provide access to di�erent types of data
sets. In addition, they provide di�erent types of support for the three stages of
the search process: query formulation, search algorithm and result presentation.
It, however, remains unclear how well these technologies improve support for end-
users. With a few notable exceptions (Ding et al. 2004; Sure and Iosif 2000),
the search algorithms analysed in this study are not or only brie
y evaluated on
the quality of their search results for end-users. A similar argument applies to
the interface components found in our study. For none of the systems we could
�nd user evaluations that would stand the criteria commonly found in the HCI
community.

In Information Retrieval, there is a long tradition of evaluating the quality of
retrieval systems. Conference series such as TREC and INEX contribute to an
(evolving) community consensus about which dimensions to evaluate, and how to
measure a system's performance on that dimension. It is safe to say that within the
Semantic Web community, we have not yet developed a similar consensus about the
use of explicit semantics to improve search, and how to evaluate and to compare
semantic search systems.

We conclude that given a speci�c domain and search task it is di�cult to deter-
mine how the semantically-rich graph structure should be used to bene�t the end
user. In the following three chapters we, therefore, investigate support for spe-
ci�c tasks and use qualitative evaluations to gather insights in the requirements to
support end-user access to semantically-rich linked data.

9 http://simile.mit.edu/timeline/
10 http://www.w3.org/Submission/CBD/
11 http://www.openrdf.org/





Chapter 3

Case study I: Subject matter
annotation

In this chapter we investigate, for a speci�c task, the use of graph struc-
tures in search functionality and result presentation to support users
searching in multiple heterogeneous vocabularies. The task this case
study focusses on is annotation of historical prints by domain experts.
In cooperation with professional cataloguers we develop a prototype
that supports annotation with terms from multiple vocabularies and
we qualitatively evaluate this prototype in a user experiment. The
study shows that a search algorithm requires di�erent con�gurations
to provide e�ective support for di�erent annotation �elds. In addition,
it shows that di�erent types of terms and vocabularies require di�erent
presentation and organisation methods.

This chapter was published as \Supporting Subject Matter Annotation
Using Heterogeneous Thesauri: A User Study In Web Data Reuse"
in the International Journal of Human Computer Studies ( Hildebrand
et al. 2009) and was co-authored by Jacco van Ossenbruggen, Lynda
Hardman and Geertje Jacobs.

3.1 Introduction

We report on a user study that investigates how museum professionals search for
appropriate terms within multiple thesauri during an annotation task. The study
was performed within the Print Room Online project at the Rijksmuseum Ams-
terdam for a period of 11 weeks, and includes a �eld study to gather information
about the current annotation practices, the iterative design of a prototype interface
to support annotation of subject matter and a user experiment to test the �nal
prototype. We discuss the outcome of this study in terms of the requirements on
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the underlying RDF data, the application's search functionality and user interface
design.

Our prototype can be seen as an example of an application that reuses avail-
able Web resources and re-purposes rich and highly heterogeneous linked data to
support users in a speci�c task. Although our insights are collected in very spe-
ci�c domain and for a speci�c task, our observations can be generalised in two
ways. Firstly, to annotation scenarios at other museums, (audio/video) archives
and libraries, as many issues also apply to their subject matter annotation tasks.
Secondly, to other scenarios in which the reuse of Web data should aid the end
user, as the issues we tackle are likely to occur in Semantic Web applications
dealing with heterogeneous data. We generalise our �ndings on the needs for in-
formation disambiguation, alignment, multilingualism, compound query support
and result visualisation and organisation to make them relevant for a wider range
of applications that reuse Web resources and/or Semantic Web technology.

This chapter is organised as follows. In Section 3.2 we document the current
annotation practice at the Print Room Online project of the Rijksmuseum. We dis-
cuss other approaches to thesaurus-based annotation in Section3.3. In Section 3.4
we sketch the phases of the study that are covered in the following sections: we
identify the requirements for subject matter annotation in Section 3.5, re�ne these
requirements by process of an iterative user interface design in Section3.6, and test
the resulting prototype in a user experiment discussed in Section 3.7. We present
conclusions and future work in Section 3.8.

3.2 Current annotation practices at the Rijksmuseum

The Print Room of the Rijksmuseum in Amsterdam, the Netherlands, has a col-
lection of about 700,000 prints, drawings and photographs. Within the project
Print Room Online the Rijksmuseum aims to register the basic properties of each
print, such as the object ID, storage location, title, creator and measurements.
In addition, the museum aims to make the collection accessible to the public by
making high quality digital scans and adding subject matter annotations. The
latter refers to the description of what is depicted on a print and is the focus of
this chapter. The upcoming three years the project will catalogue 100,000 objects
and make them accessible through the museum's website,www.rijksmuseum.nl .

We describe the annotation environment of the Print Room Online project and
the practices from before the start of our user study. The annotation is performed
by seven professional cataloguers. These are highly educated domain specialists,
each with knowledge of a particular part of the domain. To improve consistency,
the project management has developed an extensive annotation guideline docu-
ment based on the Spectrum1 and CIDOC 2 guidelines. The guidelines for the

1 http://www.collectionstrust.org.uk
2 http://cidoc.mediahost.org
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Figure 3.1: Sketch of the current Rijksmuseum setup for subject matter
annotation. Only the �ve �elds that are actually used are shown here. The
person, event and location �elds each give access to an associated, internal
thesaurus. The codes in IconClass are looked up using another tool, the
Libertas browser, after which they are copy-pasted into the Iconography
�eld. The dates are entered in a free text �eld that has no associated
thesaurus.

basic registration are straightforward and could be easily applied within the Ri-
jksmuseum's current environment. For the subject matter annotation there is,
however, little consensus within the cultural heritage community and very lim-
ited tool support. The management team of Print Room Online decided to use
a temporary solution. The cataloguers are instructed to describe the depicted
person/organisation, event name, place and date. In addition, one or more codes
from an externally developed classi�cation system, ( IconClass 3), should be added
when applicable. To save time and to achieve the required throughput rates the
subject matter annotation is limited to the main theme being depicted on the
object.

Figure 3.1 shows a schematic view on the annotation �elds and thesauri used.
The terms used are selected from three internally curated thesauri4 covering people,
places and events. The internal thesauri are stored and accessed in the museum
collection management system of which the current annotation facilities are an
integral part. Another application, the online IconClass Libertas browser, is needed
to search for the codes from IconClass .

After about one year, 30 747 objects from the Print Room have been annotated.
We analysed the annotations made for these objects. Table3.1 shows per thesaurus
the number of terms used to annotate the objects. This shows that 55% of the

3 http://www.iconclass.nl
4 We use the abbreviation RMA to refer to a thesaurus of the Rijksmuseum Amsterdam
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People Place Event IconClass Total

# 9,245 9,034 6,509 30,981 55,796
% 17 16 12 55 100

Table 3.1: For each thesaurus, the total number of terms used for the
annotation of the Rijksmuseum Print Room objects and the percentage
relative to the total number of terms used.

People Place Event Total

Terms in thesaurus 65,325 44,541 2,824 112,690
Terms used (total) 9,245 9,034 6,509 24,778
Terms used (unique) 1,574 1,523 492 3,589
New terms added # 516 169 205 890
New terms added % 33 11 42 25

Table 3.2: Thesaurus terms used for subject matter annotation for the
30 747 Print Room objects. Note the high percentage of missing depicted
persons and events that needed to be added.

annotation terms used are from the externally developed thesaurus, IconClass .
Note, in this research we have considered the classi�cation system IconClass as
any other thesaurus. Table 3.2 shows more details about the usage of the museum
in-house thesauri. The table lists the total number of terms in each thesaurus, the
total number of terms used for subject matter annotation, the number of unique
terms used, the number of terms that had to be added to the thesaurus during
the Print Room Online project and the percentage of added terms w.r.t. to the
unique terms. The table shows that a large number of new thesaurus terms had
to be added, in particular for the depicted persons and the depicted event �elds.
According to the cataloguers, it takes on average about 15 minutes to add a new
term to a thesaurus, including the research time. Converted, this means that one
person has been adding thesaurus terms for a full month, instead of cataloguing
objects.

The museum management realises that curating these thesauri is expensive,
and that despite the large e�orts, their coverage remains limited. In-house the-
sauri often re
ect the speci�c perspective of a relatively small group of domain
experts, which may cause di�culties when the resulting object descriptions are
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exposed to a wider user group, for example on the museum's public website. Inter-
nal thesauri, including those of the Rijksmuseum, tend to be mono-lingual, which
makes the annotations less useful for search applications in a multi-lingual context.
Additionally, the quality of the thesauri tends to degrade over time. For exam-
ple, as di�erent members of the organisation add new terms to a thesaurus, the
di�erences in style and the unintended creation of duplicates makes searching for
appropriate terms more di�cult. Finally, creating a vocabulary with a su�ciently
large coverage is virtually impossible when the vocabulary is created by a small
group of experts. A result of this is that cataloguers frequently �nd that the term
they need is missing, and are forced to collect the required information before it
can be added to the vocabulary. This is a time consuming task that signi�cantly
slows down the annotation process.

In contrast to in-house developed thesauri, other, more widely available the-
sauri5 are developed and maintained by other parties. These thesauri often re
ect
the perspective of a broader team of experts, are partially available in multiple lan-
guages, are actively maintained with clear quality control guidelines, and, �nally,
typically provide a much wider coverage of the target domain. The museum often
uses these thesauri as a starting when creating new terms for their own thesauri.
Recent standardisation e�orts, such as SKOS ( W3C 2005), signi�cantly lower the
technical boundaries to publish thesauri on the Web and reuse them in a speci�c
annotation tool. A drawback of some of these thesauri (e.g. WordNet ) is that
they are too general and lack terminology required by a speci�c museum. A more
general drawback of using external thesauri is that the museum loses full control
on the content of the thesauri used, and that the thesauri may overlap (that is,
the combined thesauri will most likely contain duplicates) and that the thesauri
might describe terms from a di�erent perspective than that of the museum.

An annotation tool that would be able to e�ectively use both internally and
externally developed thesauri could, in theory, combine the advantages of both ap-
proaches. The key research question is whether we can design an annotation tool
in which cataloguers can quickly �nd an appropriate term from multiple heteroge-
neously structured thesauri. In particular, we are interested in the requirements on
the thesauri and other data needed, on the underlying search algorithms deployed
to search multiple thesauri, and on the user interface design, the visualisation and
organisation of the term search results.

3.3 Related work

For an overview of image annotation on the Semantic Web we refer to the report of
the W3C Incubator Group on this topic ( W3C 2007). Here, we focus on di�erent

5 Examples include thesauri from the Getty institute, in the Netherlands the artist and art
historic ( IconClass ) thesauri from the Institute for Art History (RKD) and various versions of
WordNet in di�erent languages. More details are presented later in this chapter.
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techniques to support end-users with �nding (annotation) terms from vocabularies.

Hollink et al. ( Hollink et al. 2003 ) describe an early semantic image annotation
tool that supports (subject matter) annotation using terms from di�erent thesauri.
An interesting feature is the support for restrictions to limit the search results of
annotation �elds to terms from speci�c parts of a thesaurus hierarchy. For example,
when searching for terms of a depicted activity only terms from the \activity"
branch of WordNet were suggested. Although the tool allowed searching in
multiple thesauri for a single annotation �eld it does not scale well to the number of
terms we expect to use for the Rijksmuseum. In particular, we need more scalable
visualisation and organisation of the search results that can also be adapted for
the characteristics of speci�c thesauri.

Finding terms from thesauri is supported in several systems. The FACET
project provides several services on thesauri, in particular, to use the thesauri for
semantic expansion (Binding and Tudhope 2004b). The Finish Ontology Service
Infrastructure, FINNONTO ( Hyv•onen et al. 2008), provides several web services
for SKOS thesauri, and support simultaneous access to multiple thesauri. Their
services can also be used with a client side autocompletion widget to look up
thesauri terms.

Generic Semantic Web search engines such as Sindice (Tummarello et al. 2007),
Swoogle (Ding et al. 2005) and Falcon (Cheng et al. 2008) give access to many vo-
cabularies at once. Often a query leads to several pages of search results, requiring
the user to select the most appropriate term. Determining the most appropriate
term means, in this case, studying the RDF document a term belongs to, something
we can not expect from our end users.

Autocompletion is a technique that continuously provides suggestions while
the user is typing. Autocompletion has been applied in applications for many
decades. It is in particular successful for \term" search tasks with a limited vocab-
ulary ( Hildebrand et al. 2007), such as email addresses. Autocompletion is also
applied to thesaurus term search. Hyv•onen et al. provide an overview of di�erent
types of semantic autocompletion in ( Hyv•onen and M•akel•a 2006 ). Sinkkil•a et al.
propose to combine context navigation with autocompletion ( Sinkkil•a et al. 2008 ).
They did not experiment with the applicability of semantic autocompletion to end
users. In previous user studies we showed that the most suited visualisation and
organisation of autocompletion results di�ers per thesaurus ( Amin et al. 2009).

For the annotation prototype of the Rijksmuseum our aim is to use autocom-
pletion with multiple large and heterogeneous thesauri to e�ciently �nd terms.
This means we need to be able to access multiple thesauri simultaneously, provide
scalable search and presentation, and con�gure the visualisation and organisation
of the search results for di�erent types of thesauri.



Case study I: Subject matter annotation 29

Figure 3.2: The study at the Rijksmuseum Print Room included a require-
ments analysis (Sect. 3.5), an iterative user interface design phase (Sect. 3.6),
a pilot to test the experimental setup and the user experiment (Sect. 3.7).

3.4 User study

We performed a study at the Rijksmuseum Print Room. The aim of our study
is a) to formulate requirements for multi-thesauri term search in subject matter
annotation and b) acquire insights into the use of Semantic Web technologies when
applied in a real life setting. We decided to collect qualitative information about
the annotation practices and test di�erent solutions for multi-thesauri term search.
As our study is performed with a small group of experts it is in this stadium not
realistic to strive for quantitative data.

The study was performed over a period of 11 weeks and consisted of several
phases, as depicted in Fig. 3.2. The �rst phase consisted of an analysis of the
project's requirements. We present the details of the requirements analysis phase,
the main �ndings and its implications in Sect. 3.5. Based on these �ndings we de-
veloped a �rst prototype, which was re�ned in a process of iterative user interface
design. In Sect.3.6 we describe the second phase: the implementation of the proto-
type, the feedback acquired during prototyping, our interpretation of the feedback
in terms of design dimensions and the decisions we took. In the third phase we
tested our experimental setup with a pilot study, after which we performed a user
experiment in phase 4. We describe the details of the experimental design and the
key observations from the experiment in Sect. 3.7.

3.5 Requirements analysis

The initial contact with the Rijksmuseum Print Room Online project consisted of
two sessions in which we acquired information about the current annotation pro-
cess and formulated the requirements for the prototype. The �rst session consisted
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of face-to-face discussions with the project leader, lead cataloguer and a curator
of the Rijksmuseum. In the second session, we observed the lead cataloguer anno-
tating several prints during working hours. In addition, we analysed and discussed
the project's extensive cataloguing guideline document and a brief additional doc-
ument in which the project management sketched their requirements and wishes
for subject matter annotation.

3.5.1 Findings

Due to the extensive guidelines, developed within the PK Online project, the basic
registration is performed relatively consistent. The annotation of the subject mat-
ter, however, remains problematic, as the Rijksmuseum's thesauri do not provide
su�cient coverage (see Tab. 3.2) nor su�cient quality (clogging and limited addi-
tional information) needed for adequate annotation. As the project management
believes that the integration of externally developed thesauri could improve sub-
ject matter annotation in particular, we focused hereon and did not incorporate
the basic registration into our prototype.

Based on discussion and observations from several annotation sessions we iden-
ti�ed three types of term search tasks relevant for annotation:

1. The user already knows which term to add and needs to (quickly) �nd this
term in one of the thesauri.

2. The user has yet to discover the most suitable term and needs to explore the
thesauri to �nd it.

3. The user suspects a term is not present in any of the thesauri, and needs to
con�rm this before adding it to one of them.

Our aim is to support all three tasks in a single user interface. Below, we formulate
the initial requirements for the vocabulary data, the search functionality and the
user interface design.

3.5.1.1 Vocabulary data

In the Museum's current collection management system, the annotation �elds for
person, event and place require terms to be selected from one speci�c thesaurus.
Annotating prints for which all required terms are already in the thesauri is an
e�cient process, with most of the time being spent on researching what is being
depicted, and relatively little time spent on actual data entry. This picture, how-
ever, changes dramatically when terms are missing. First, the cataloguer needs
to do an exhaustive term search to be sure the term is really missing. Then she
needs to research and formulate a request to add the term to the thesaurus, detail-
ing exactly what term needs to be added, along with the additional information
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that needs to be recorded (e.g. biographical data for persons, geographical data
for places), and the provenance data of the literature sources upon which this
information is based. When the request has been �led, the cataloguer continues
her work, but needs to remember to come back to the annotation record of the
associated artwork to add the annotation once the missing term has been added
to the thesaurus. The whole process is extremely time consuming and disrupts
the normal annotation work 
ow. Not surprisingly, the project would like to in-
clude additional thesauri to increase the term coverage for all three �elds currently
associated with the internal thesauri (depicted persons, events and places).

One externally developed thesaurus, IconClass , is already used for the icono-
graphic annotations. Surprisingly, this thesaurus has not been integrated into
the museum's annotation interface or collection management system. Instead, the
cryptic IconClass term identi�ers (e.g. 45K21) are looked up in an independent
web-based interface for IconClass and copy-pasted from the web browser into the
annotation �eld or typed in manually. While cataloguers regularly make mistakes
during this process, it is hard to detect such errors because the current tool does
not contain the textual labels associated with the cryptic term identi�ers.

The terms from IconClass are well suited for the annotation of biblical and
mythological stories depicted on museum objects. For annotating more general
objects and concepts depicted on other prints and photographs, a more general
thesaurus would be required. Since such a thesaurus is currently not available
within the project, such annotations are either omitted or added to a free text de-
scription �eld, thereby losing all advantages of thesaurus-based annotation. While
for the depicted persons, events and places, the project would like to add external
thesauri to increase coverage (e.g. having more terms of similar nature), here an
additional thesaurus would need to provide a di�erent type of term (e.g. general
terms instead of speci�c terms).

3.5.1.2 Search functionality

In the annotation �elds of the museum's current system, cataloguers use keyword
search to �nd terms from a speci�c thesaurus. A single query gives access to
a separate page with matching terms from a single thesaurus, which is directly
associated with an annotation �eld. In the current interface, many queries already
yield long lists of results, and cataloguers fear this will only get worse when more
thesauri are added. The long lists make even the �rst search task, �nding a known
term, relatively di�cult.

The current tool provides no other means to access a thesaurus beyond keyword
search. This limits the cataloguer with the second term search task, when the right
annotation term is not known in advance and the cataloguer has to discover the
most suitable term. In a cleanup process of the RMA People thesaurus, the
Rijksmuseum sta� removed many duplicate artist names and added mappings to
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non-aligned equivalent terms. The occurrence of these duplicates is an indication
that the third task, con�rming that a term is not present, is also not well supported.

3.5.1.3 User interface design

The annotation interface of the museum's current system consists of many tabs,
showing a maximum of 10, each containing many annotation �elds. For the an-
notation of the depicted subject matter, within the project only �ve out of the
33 available subject matter annotation �elds are actually used. The project man-
agement expressed the need to simplify the annotation interface by signi�cantly
reducing the number of annotation �elds and improving the layout.

The search results in the Rijksmuseum's current annotation interface are visu-
alised by simply showing the term itself. Details about a term are only available in
a separate window that is shown on request. Comparing terms within the search
results is made more complicated with this type of result visualisation, as it re-
quires multiple clicks. What information should be used for visualisation depends
on the thesaurus. For example, in the IconClass browser, used by the Rijksmuseum
cataloguers, the term identi�er is also shown in the search results. This identi�er
indicates where in the hierarchy the term occurs, which helps experienced cata-
loguers to quickly determine if a result is the right term. For other thesauri, com-
pletely di�erent information might be more suited for the visualisation of search
results.

3.5.2 Implications

The �ndings above were discussed and translated to design decisions for the initial
prototype in terms of the vocabulary used, the supported search functionality and
the interface design.

3.5.2.1 Vocabulary data

After discussion with the project manager and lead cataloguer, we decided to build
a prototype which integrated data from �ve external thesauri, in addition to the
three internal thesauri developed and maintained by the Rijksmuseum. Our aim
was to cover di�erent aspects with multiple thesauri. As the quality of the data
is important for the museum we only integrated internationally respected sources.
Figure 3.3 shows the thesauri used per annotation �eld. We decided to use two ad-
ditional thesauri with individuals: Getty's United List of Artist Names 6 (ULAN )
and DBPedia's RDF version of person data7 from Wikipedia; and one additional
source of place names: Getty's Thesaurus of Geographic Names8 (TGN ). We also

6 http://www.getty.edu/research/conducting research/vocabularies/ulan
7 http://dbpedia.org
8 http://www.getty.edu/research/conducting research/vocabularies/tgn
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Figure 3.3: Prototype setup of the subject matter annotation �elds and the
multiple thesauri used for each �eld. The initial prototype contained two
extra �elds (iconography and event) which were later merged into a single
What �eld. As in the original annotation interface, the dates are entered
into a free �eld.

added the RKD IconClass thesaurus and, as a source for more general terms,
W3C's RDF version ( van Assem et al. 2006) of Princeton's WordNet 9 . Getty's
Art and Architecture thesaurus could be another source for generic concepts. We
expected the combination of IconClass and WordNet to provide reasonable
coverage, and thus chose not to add this thesaurus. An additional thesaurus with
relevant historical events and a thesaurus dedicated to persons depicted on por-
traits was high on the project's wish list but were not available during this study.

3.5.2.2 Search functionality

As we decided to provide autocompletion suggestions to the user, the search algo-
rithm should support fast pre�x search. To support search within multiple thesauri
the search algorithm of the prototype should be able to cope with the di�erences
among the thesauri and allow di�erent search strategies to be con�gured for each
thesaurus. The interface will contain di�erent annotation �elds that should give
access to di�erent types of thesauri terms. For example, only locations should be
suggested in the annotation �eld for depicted locations. To select terms of the
right type some form of result �ltering is, thus, required. In the RMA, Getty
and DBPedia thesauri type information about the terms is available, whereas in
WordNet and IconClass it is not directly indicated if terms are persons, loca-

9 http://www.w3.org/2006/03/wn/wn20
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tions or concepts. It is thus not straightforward to �lter out the di�erent terms
from WordNet and IconClass .

3.5.2.3 Initial interface design

The project management suggested that the initial prototype interface should focus
on the Who, What, Where and When of an object. Only the active �elds of
museum's annotation interface (5 out of 33): iconography, person, event, place and
date were incorporated into the prototype. An extra �eld was required to add
more general terms about what is depicted.

To allow more e�cient search in the now much larger set of vocabularies, we
decided not to use the current tool's interface where each term search results in
a separate \screen" with matching results to choose from. Instead, we designed
the prototype interface around annotation �elds with \autocompletion". For the
purpose of annotation this means that thesaurus terms can be suggested directly
within the annotation �eld, allowing the user to quickly try alternatives and create
an annotation with a minimal number of interaction steps. Part of this study is
to investigate if autocompletion can support all three term search tasks. Since the
project did not use a controlled vocabulary for the date �eld, nor wished to do so,
we did not focus on the interface to enter dates and continued to use a free text
annotation �eld.

3.6 Re�nement of requirements and design decisions

Based on the initial requirements we developed a �rst prototype, which was re�ned
through an iterative process of redesign and feedback by the project members. All
�ve prototypes were web applications accessible in a standard web browser. This
allowed the project members to use the prototype without supervision, in their own
time and environment. The �rst prototype was demonstrated and discussed face-
to-face with the project leader. The second and third prototypes were explored
unsupervised by the project leader and lead cataloguer, who provided feedback
by email and afterwards the �ndings were discussed face-to-face. The fourth pro-
totype was used for an interactive walk-through by two professional cataloguers,
who gave feedback during the walk-through. The �nal prototype was again ex-
plored unsupervised by the project leader and lead cataloguer, with feedback by
email and face-to-face discussion. We provide some brief information about the
implementation and illustrate the main functionality of the �nal prototype before
explaining the re�nements of the requirements and our design decisions.
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3.6.1 Prototype implementation

The client-side interface is implemented in HTML and JavaScript. The interface
widgets are developed on top of the Yahoo! User Interface (YUI) library 10 and
our con�gurable autocompletion widget, described in ( Hildebrand et al. 2007).
The server-side search algorithms are implemented in SWI-Prolog using its Web
and Semantic Web libraries (Wielemaker et al. 2007). The search functionality is
accessible through an API over HTTP. A request consists of one or more keywords
and a parameter list with search, organisation and visualisation options. The server
returns a structured response in JSON notation that contains matching thesaurus
terms and the requested display information. All software is distributed as part
of ClioPatria, the open source framework developed as part of the MultimediaN
E-Culture project ( Wielemaker et al. 2008).

We required RDF versions of all thesauri to be able to use them in our server
middleware. The Getty and the Rijksmuseum thesauri were already converted to
RDF within the MultimediaN E-Culture project ( Schreiber et al. 2008). Some ad-
ditional mappings were made to match the SKOS standardisation. W3C's version
of WordNet and the DBPedia person data were already available in RDF. For
IconClass we used the RDF version developed by the STITCH project 11 .

A screen shot of the annotation interface of the �nal prototype 12 is shown in
Fig. 3.4. The interface has a two column layout. The left side includes an editable
title, an image (if available) and a description of the current object. The right side
includes the subject matter annotation �elds. Each annotation �eld consists of a
header with the name of the �eld and a brief description of the available terms.
Below each header comes a text-input �eld and a list of the annotations that have
been added. The annotation �elds for Who, What and Where use autocompletion
to suggest terms while the user is typing. An annotation is made by selecting one
of the suggestions. An annotation can be removed by clicking the delete button
(cross) on the right. All changes directly update the data stored in the back-end.
Selecting the link labeled \done" brings the user back to an opening screen, where
the annotation of a new object can be started. The link labelled \cancel" does the
same and, in addition, removes the annotations already made.

3.6.2 Feedback

The iterative prototyping and the feedback provided by the project members iden-
ti�ed a number of topics that we used to re�ne the requirements from the �rst
phase. We highlight several issues that we believe are relevant to Semantic Web
technologies in general. Figure 3.2 provides a chronological overview, listing the
key feedback topics per prototype. Below we explain for each topic the relevance

10 http://developer.yahoo.com/yui
11 http://www.nwo.nl/catch/stitch
12 http://e-culture.multimedian.nl/pk/annotate?uri=RP-P-OB-77.320
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Figure 3.4: Interface layout of the �nal prototype. In the left column an
editable title �eld, image and editable description �eld. In the right column
the four subject matter annotation �elds. Image of the print used with
permission, courtesy of the Rijksmuseum Amsterdam.

to Semantic Web technology, the practical problem encountered in our study, our
interpretation in terms of the requirements and the design decision we made.

3.6.2.1 Term disambiguation

An important motivation for the use of unique identi�ers (URIs) for terms on
the Semantic Web is to solve ambiguity. Each URI only refers to, for example,
one person, location or concept. For annotation the user has to choose which
URI is the most appropriate for the current task. A label attached to a URI
might not be su�cient to determine this | the ambiguity of the labels was why
we needed unique identi�ers in the �rst place. WordNet , for example, contains
many homonyms, that is, words that have di�erent meanings. The RMA People
and ULAN thesauri contain many di�erent terms with the same or a very similar
name.

As in many Semantic Web applications, we thus have to decide what informa-
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Figure 3.5: Descriptions of individuals in the Who �eld. Underneath
the name a short biography is displayed. This contains the nationality,
role/profession and birth/death date. Note that for the �rst person listed,
only the profession is available in the data. The abbreviation RMA, shown
to the right, indicates the thesaurus source.

Figure 3.6: Descriptions of locations in the Where �eld. The name of the
location is shown, in addition to the associated country. Underneath the
name the place type is displayed. Again, the thesaurus source is shown to
the right. The �rst term occurs in both RMA Places as well as Getty's
TGN , the latter providing most of the additional information.

tion about each term should be used to present this term unambiguously. Even
when only a single matching term is found, presenting such extra information can
also help the user to con�rm that this term is indeed the one they had in mind.
During the discussion of the �rst prototype it became clear that for each �eld,
di�erent types of additional information should be shown in addition to the term
labels. Figures 3.5 and 3.6 show, for example, the di�erent information used for
presenting suggestions for the Who and Where �elds. As already mentioned in
the requirements, the cataloguers often use the cryptic identi�ers (called notations
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in SKOS) of the IconClass terms, and during the walk-throughs with the fourth
prototype it became clear that for disambiguating persons the birth and death
dates are very important clues. After the second prototype the cataloguers also
requested the addition of provenance information: \Always indicate where a term
comes from. This could be important when deciding on a particular term." In later
prototypes the cataloguers requested even more information to be shown, such as
thumbnails with examples of other objects annotated with the term.

On the data level, no changes were required to support this request (although
the thesauri do not always contain the necessary extra information for each term).

The required extensions to the underlying search functionality were more ex-
tensive. For the di�erent �elds and di�erent thesauri we needed to include di�erent
types of information. Some of the required information was not covered by the
standard SKOS model, and some information required some extra computation on
the underlying data. To 
exibly support thesaurus-speci�c con�gurations, we cre-
ated a plug-in model on the server executing the generic search algorithm. Plug-ins
were used to de�ne the speci�c information that should be collected for each search
result and to compose, for example, a short biography for an individual out of the
nationality, role/profession and birth/death date.

In the user interface, the amount of extra information requested by the cata-
loguers resulted in more information than would naturally �t into the autocomple-
tion suggestions list. We only put what we deemed the most important information
in the primary list. The remaining items were shown in a secondary panel, dis-
played when a term is highlighted. This panel shows, where available, a short
description, examples of other objects annotated with that term and the relevant
part of the thesaurus hierarchy (see right hand side Fig. 3.7).

3.6.2.2 Equivalent terms

In a setting where multiple data resources are aggregated from the web it is very
likely that the data contains duplicate terms. In this speci�c context this means
that equivalent terms are found in multiple thesauri. When project members tried
out the autocompletion in the �rst prototype, having the same label occurring
multiple times was found to be very confusing. We also observed that the presen-
tation of alternative labels for equivalent terms took up valuable real-estate in the
autocompletion result list. We decided that the search results should contain only
a single suggestion for each set of equivalent terms. To present the search results
from multiple sources in such a way it is thus very important that equivalent terms
are aligned.

On the Semantic Web, this means we have to determine if di�erent URIs refer
to the same term. For ontologies and vocabularies this is known as an alignment
problem. In our prototype, alignments between the equivalent terms within and
across thesauri were required to prevent duplicate results in the interface. Note
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that alignments are normally used to extend the number of search results by allow-
ing results indexed with terms from one vocabulary to be found with terms from
another vocabulary. In contrast, we need the alignments to reduce the number of
duplicate search results.

The original RMA thesauri already contained multiple terms for the same per-
son, location or event, with the alignment relations between them. The �rst proto-
type did not use these alignments. We corrected this oversight in the next version.
We also had to create alignments between the individuals in RMA People and
Getty's ULAN and the places in RMA Places and Getty's TGN . Our relatively
simple mapping tool only aligned identical terms (using skos:exactMatch rela-
tions), ignoring potential broader or narrower relationships across thesauri.

In the underlying search functionality, we initially extended the search algo-
rithm to use the alignment relations to �lter out duplicate terms. On the interface
level, however, this yielded unexpected results. Since for each suggested term extra
information is displayed (e.g. biographical information, short descriptions, alterna-
tive terms), removal of duplicates also resulted in the loss of such extra associated
information. The project members had several requests and questions concerning
this when confronted with the next prototype: \What happened to the terms left
out? We can't see all the names. [...] Some terms from the RMA thesauri have
limited additional information, is it possible to enrich this with information from
equivalent terms from other thesauri?"

To address this, we again modi�ed the underlying search algorithm, but now
to use the equivalence relations to collect, for each result, all relevant information
on its equivalent terms. This solution allowed the user interface to present a set of
equivalent terms as a single result, but also to use the extra information available
from all the thesauri. We also wanted the interface to show only one preferred label
for such a set of equivalent terms, but di�erent thesauri often indicate di�erent
preferred labels for the same concept. We solved this ad-hoc for this speci�c
project, because the members expressed a clear preference for the labels in the
Rijksmuseum thesauri.

3.6.2.3 Complementary thesauri

Some data sources available on the Web can be naturally combined for a speci�c
function. For example, in the prototype the di�erent thesauri with individuals were
all used in a single annotation �eld to describe depicted persons. For other sources
such a combination may seem less obvious. In the initial prototype WordNet ,
IconClass and the RMA Event thesaurus were all accessible from separate an-
notation �elds. After the cataloguers tested the second prototype it became clear
that the di�erence between the WordNet and IconClass �elds was unclear.
\The distinction between these two �elds is not intuitive for the cataloguer. One
term can occur in both the What and the Iconography �elds. Perhaps it is easier
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for the cataloguer if the information is presented in one �eld, but with a distinc-
tion between the IconClass and WordNet terms." . Di�erent thesauri may be
complementary to each other for a speci�c task. In our prototype the advantage of
combining complementary thesauri in a single annotation �eld is that alternative
suggestions from di�erent thesauri are given simultaneously for a single query.

The cataloguers indicated that the What �eld should provide access to Icon-
Class , WordNet and the RMA Event thesaurus simultaneously. To realise
this request, on the data level we added a superclass containing the terms of all
three thesauri, since the search algorithm already supported subclass reasoning
in the �ltering of the search results. In the user interface, we con�gured a single
autocompletion �eld to search all three thesauri.

3.6.2.4 Multilingualism

The Web contains sources in di�erent languages. Ontologies and vocabularies
may contain labels and descriptions in multiple languages. Limiting the data
sources used in an application to a particular language may, however, rule out
many useful terms. The RMA thesauri used in the prototype were all in Dutch,
but we only managed to �nd additional sources in English. Even IconClass ,
that was originally developed in the Netherlands, is not yet available in Dutch.
Feedback on the third prototype indicated that: \The di�erent languages in the
data could cause a problem. For example when searching in theWhat �eld it is
not possible to search for siegeand �nd an equivalent Dutch term from the RMA
Event thesaurus."

We decided not to change the data or the underlying search functionality, but
to use the experiment to explore the practical implications of having both Dutch
and English thesauri in a single annotation �eld. Given the expertise of our users,
we only changed the user interface to brie
y indicate in the description of the
annotation �eld headers which language to use for which thesaurus (see the header
of the What �eld in the top left of Figure 3.7 for an example).

3.6.2.5 Combining search with navigation

When searching for terms on the Semantic Web the user may not always know
in advance what exactly she wants to �nd. Instead she might prefer to explore
the available data to determine which term is most suited for her. For explorative
tasks, keyword search can be a good starting point, but not always su�cient. When
trying out the �rst prototype the cataloguers were pleased with the autocomple-
tion functionality, as it allowed them to quickly �nd known terms from multiple
thesauri. When using it to search in IconClass , however, some functionality com-
pared to the online IconClass browser was missing. The cataloguers often perform
a global search to �nd a relatively generic term, which they use as a starting point
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for further navigation along the hierarchical structure to �nd a more speci�c term.
This helps them to �nd suitable terms without knowing the exact term in advance.

To support a similar type of functionality we decided to, on the data level,
use the skos:broader relation to model all hierarchical relations among terms.
The RDF version of IconClass already used this relation to model its con-
cept hierarchy. For WordNet , we mapped its lexical hypernym relation, and
for TGN and RMA Places we mapped their geographical containment relation
to skos:broader .

In the underlying search functionality, we created a separate API that provides,
on request, the data for the partial hierarchy as well as data about the children
when the hierarchy is further expanded. Using this, we extended the user interface
to show parts of the hierarchy for each autocompletion suggestion. The screen
shot in Fig. 3.7 shows the hierarchy for the highlighted suggestion in a secondary
panel. The hierarchy contains the term itself, all its ancestors and the direct
children. More descendants are available on request by further expanding the
direct children.

3.6.2.6 Compound queries

When searching on the Semantic Web with a compound query, the query could
match a single literal containing all these keywords, or match multiple literals of
di�erent related terms. In our study we were confronted with both these variants
of compound queries.

First, during the walk-through of the fourth prototype we noticed that when
searching for speci�c thesauri terms, such as the historical and religious events in
IconClass , a single keyword is often not enough. For example, there are 490 terms
in IconClass matching \Mary". Adding an additional keyword can greatly reduce
the number of search results, for example, when the query \Mary" is extended with
the keyword \assumption" only 5 results are left. The IconClass browser and the
current annotation interface of the Rijksmuseum did not support queries consisting
of multiple keywords. the cataloguers would, therefore, �rst search on a generic
term and then navigate to the more speci�c term. Often the cataloguers, however,
knew the exact term or at least multiple keywords contained in the term. In the
search algorithm we added support to match multiple keywords within a single
literal.

Second, in the Where �eld of the �fth prototype we extended the algorithm to
also match multiple keywords against di�erent locations and use the hierarchical
relations to �nd the best term. This allows the user, for example, to add the name
of the country to a query for a city name. At the data and interface level no
additional support was required for compound queries.
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Figure 3.7: Annotation �eld with autocompletion. Suggestions are shown
for the query \siege". Results from both IconClass and WordNet are
shown (left), each presented in a separate group. A secondary panel (right)
shows more information for the highlighted term (\[45K] siege, position
war"), including the hierarchical structure the term is part of. The hierarchy
contains the term itself in bold, its ancestors and its direct children. Images
of the prints used with permission, courtesy of the Rijksmuseum Amsterdam.

3.6.2.7 Sorting and grouping search results

When a search application provides many search results for a query, some form of
organisation of these results is required to support the user with �nding the right
result. Ranking search results is an e�cient technique, but can only be applied if
data provides a good criterion to rank on. Initially, we sorted the search results on
the frequency of use, showing those used most frequently for annotation as the �rst
autocompletion suggestions. After trying the second prototype the cataloguers,
however, indicated that: \alphabetical sorting would be better for individuals and
events". During the discussion they indicated that alphabetical sorting helps them
to quickly scan a list of names.
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Alphabetical sorting is useful where there is a relatively large number of results
and the cataloguers have to �nd the right term among them, or to determine that
a term does not exist. In these tasks a frequency ranking is not helpful as it does
not give any insight about where a term can be found in the list. A potential
problem with alphabetical sorting is that the format of the labels can vary among
terms. For example, in the RMA People thesaurus the preferred label consists of
the forename and then the surname, while it is reversed in ULAN . We decided not
to change the original names in the thesauri and accept the e�ects on the sorting
strategy.

In the Who �eld it is common to have a large number of search results, as
there are many historical individuals with a similar name. At the same time, there
are still many individuals not contained in any of the thesauri. To support the
cataloguer in �nding terms from a long list, or determining that a term is missing,
we used alphabetical sorting in the Who �eld. In the Where �eld the opposite was
the case. The two place thesauri together provide high coverage for the annotation
task at the Rijksmuseum, and there are few duplicate place names13 . We thus
ranked the places according to their frequency of use.

In the What �eld we needed three di�erent sorting strategies. The cataloguers
were used to navigating the IconClass hierarchy starting from the highest match-
ing term. We thus decided for IconClass to show the terms highest in the hier-
archy �rst. For WordNet , we used the frequency counts stored in this thesaurus,
which indicate the relative frequency of use among homonyms in English. For the
events in the Rijksmuseum thesaurus we used alphabetical sorting.

To support the di�erent sorting strategies we used the same plug-in mechanism
as for the result visualisation. The plug-ins de�ne which information should be
used for sorting, which is then used by the algorithm to sort the terms. Because
all the sorting is done by the underlying search algorithm, no further changes were
needed in the user interface implementation.

Grouping similar types of results is another organisation strategy that is often
applied to search results. Grouping has the advantage of displaying a wider variety
of choices in the same screen real estate. In the prototype the cataloguers wanted to
search simultaneously on multiple complementary thesauri in the What �eld and at
the same time keep a clear distinction between the terms from each thesaurus. We
decided to create the distinction between the thesauri terms by visually grouping
the search results coming from the same thesaurus together.

On the data level, we needed to add the skos:inScheme property to each term
to explicitly specify to which thesaurus it belongs. In the underlying search func-
tionality, we extended the search algorithm and API with the option to group
results by any property. In the user interface the di�erent groups were realised by

13 Note that the North America section of TGN contains many places with the same name.
Because items from this part of the world are vary rare in the Print Room, we decided to omit
this part of TGN.
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adding group headers to the result list, as shown in Figure 3.7. For each group a
maximum of three suggestions were shown. Clicking the group header allowed the
user to view all suggestions within that group.

3.7 Evaluation

The goal of the user experiment was to qualitatively evaluate the solutions pro-
posed in the prototyping phase, by asking all cataloguers to use our prototype to
annotate a number of \new" artworks (that is, artworks they have not annotated
before) from their own area of expertise. To test our design for the user experiment
we �rst performed a pilot with one cataloguer from the Rijksmuseum.

Our aim was to use the �nal prototype in a realistic environment. In our initial
design the cataloguer would start describing the object using their own annotation
interface and switch to the prototype for the subject matter annotation. During the
pilot it became clear that only the editing of the title and description interacted
with the subject matter annotation. The cataloguer would, for example, start
with a description, make some annotations and then realise the description should
be changed. The cataloguer also used the autocompletion suggestions to �nd
the correct spelling for names she wanted to use in the title. Halfway during
the pilot study the project leader of Print Room Online suggested that, for a
realistic environment, it would su�ce to enter also the title and description �elds
in the prototype, and not to use the museum's own annotation interface during the
experiment at all. The second half of the pilot was successfully continued using
the simpli�ed setup.

In the pilot it also became clear that some functionality that was supported
by the prototype was not noticed by the cataloguer. We decided to add an online
tutorial, at the start of the experiment, to acquaint the participants with the
supported functionality. Below, we �rst describe the design of the experiment
after which we present the general observations on the coverage of the date used
and the use of autocompletion. Second, we give a qualitative evaluation of the
design decisions made in the prototyping phase.

3.7.1 Experimental design

The participants of the experiment consisted of �ve professional cataloguers and
two museum professionals who occasionally create annotations. Each participant
took part in a one hour annotation session, annotating about six \new" objects.
The objects were chosen by the project leader and matched the cataloguers ex-
pertise. Before the session the participant read an instruction manual 14 and went
through the interactive tutorial of about 15 minutes. After the annotation session

14 http://e-culture.multimedian.nl/rma/prototype manual.pdf
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they �lled in a questionnaire 15 . We asked a similar set of questions for each an-
notation �eld. The questionnaire focused on the topics for which we had provided
solutions in the prototype phase. For example, to test term disambiguation we
asked the participants: \How con�dent were you that the selected term was the
term you intended?", \Was it clear for each suggestion from which thesaurus it
came?" and we asked them to rank the di�erent types of additional information
that were presented. Further questions were about the usefulness/annoyance of the
(missing) alignments between equivalent terms, usefulness of autocompletion, the
sorting and grouping strategies and the formulation of compound queries. In ad-
dition we asked the participants for demographic information and their experience
with autocompletion.

Besides the questionnaires we used two other sources for evaluation. First,
the observation of the annotation sessions. All sessions were screen captured and
observed in real time by two researchers. The captured videos were annotated,
focusing on the query construction and the result selection. Second, query logs
showed precisely which characters were typed in the autocompletion �elds and
which annotations were made. The results that we present are based on the com-
bined analysis of the questionnaires, observation notes, screen recordings and query
logs.

3.7.2 Qualitative evaluation of design decisions

The key �ndings of the evaluation are summarised in Tab. 3.3. Below, we discuss
the �ndings for each design problem.

3.7.2.1 Term disambiguation

In the questionnaire we asked the participants to rate the usefulness of the addi-
tional information for the di�erent types of terms. As we only recorded the opinion
of seven participants we do not make any statistical claims about the importance
of particular types of information. We merely want to illustrate that cataloguers
prefer di�erent types of auxiliary information for di�erent types of terms. For
individuals the short biography is always considered the most important type of
information. In particular, we observed that the cataloguers used the birth and
death dates to compare against the creation date of the print. The description and
alternative spellings are also considered useful. For locations the place type, the
hierarchy and the description are all considered important. Hierarchy information
is also rated as very important for IconClass , but not at all for WordNet . For
the latter, the description and synonyms are preferred.

During the prototyping the project leader and lead cataloguer both stressed
the importance of the provenance information. Most participants, however, stated

15 http://e-culture.multimedian.nl/rma/questionnaire.pdf
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Design problem Findings

Term disambiguation Di�erent types of terms require di�erent types of additional
information to disambiguate them.

Equivalent terms Conservative alignment is important for annotation to remove
duplicates while preventing false positives.

Complementary

thesauri

Simultaneous search in complementary thesauri helps cata-
loguers to choose the most suited term as they can directly
compare alternatives.

Multilingualism Professional cataloguers can deal with sources in multiple lan-
guages. Autocompletion helps to deal with multilingualism,
as queries in di�erent languages can be tried quickly.

Combine search with
navigation

Autocompletion helps in annotation, as users often have to
extend a query and try multiple di�erent queries. Autocom-
pletion can be successfully combined with a partial hierarchy
to support selection of more speci�c terms. For some cases
it might be useful to have access to a full search/navigation
interface.

Compound queries To �nd speci�c thesaurus terms from a set of very similar
terms the user should be able to specify a query with multiple
keywords.

Sorting and grouping Professional cataloguers prefer a transparent sorting method,
such as alphabetical sorting. Depending on the type of terms a
frequency ranking might help for less experienced cataloguers.
Within a single annotation �eld it helps to distinguish terms
with a clearly di�erent type.

Table 3.3: Summary of the key �ndings of the user study with respect to the
seven design problems discussed in Section 3.6 and 3.7.

in the questionnaire that they were not interested in seeing the provenance infor-
mation. [P4]: \I don't care much about knowing where a term comes from. I just
want the right term (=most speci�c)." 16 . Our explanation for this discrepancy is
that during the prototyping the provenance was crucial to get an idea about the
added value of the additional di�erent thesauri. The lead cataloguer was also very
much interested in seeing which terms were missing from their own thesauri to
assess their quality. For the actual annotation tasks, however, this turned out to
be less important than we had expected. Furthermore, the cataloguers did not
consider if the thesauri were from authoritative sources, as they counted on the

16 Quotes from the participants have been anonymized and are indicated with P1 to P7).
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project management to handle this.

3.7.2.2 Equivalent terms

Only three cataloguers reported to have seen duplicate terms from di�erent the-
sauri. While two of them indicated they were not so disturbed by this, the third
indicated: [P4]: \I would be forced to check both suggestions to see which one is most
suited for me { more work." . Most cataloguers also didn't notice that some sugges-
tions were, in fact, a combination of multiple aligned equivalent terms and they also
indicated not to care about this. We got the impression that the cataloguers are
not bothered with the occurrence of incidental duplicates, [P6]: \understandable
when multiple thesauri are used", but that systematic occurrence of duplicates
would disturb their e�ciency. Aligning equivalent terms is thus important, but
does not need to be perfect: a few false negatives result in relatively harmless and
occasional duplicates17 .

3.7.2.3 Complementary thesauri

All cataloguers were pleased with the possibility to simultaneously search in the
di�erent thesauri of the What �eld. [P1]: \Finding alternatives in WordNet is
a plus if IconClass falls short." . WordNet was, in particular, useful to describe
[P2]:\concrete things" . Due to the di�erent perspectives between IconClass , art-
historic, and WordNet , linguistic, we did not provide alignments between these
two thesauri. In case similar suggestions were provided from both, the participants
were instructed to decide per annotation which thesaurus was most appropriate. In
practice, they tended to use IconClass as the primary source: [P4]:\I am tempted
to select terms from IconClass and use WordNet as a backup simply because they
are presented in this order." .

3.7.2.4 Multilingualism

As expected, the language variation among thesauri terms required the participants
to do some extra work: [P3]:\Sometimes a person name is translated from French
to Dutch, Louis=Lodewijk. You have to know this." . In practice, the cataloguers
sometimes had to try queries in multiple languages. In general, the translation
itself caused few problems for the professionals. Only for the look-up of English
terms from WordNet and IconClass they occasionally had to use a Dutch to
English dictionary, which slowed down the process considerably. This is, however,
also a problem in the current situation where project members have to search using
English terms in the IconClass web interface.

17 False positive alignments have a more severe impact. If term A ad B are falsely aligned,
they will be presented as a single result, and the user will no longer be able to select one of
them. In this scenario, therefore, a conservative alignment approach is best suited.
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3.7.2.5 Combining search with navigation

All participants indicated in the questionnaire that autocompletion was \very
useful". [P6]: \Autocompletion increases speed of working and consistent use of
terms." . During the experiment we observed that participants often used multiple
queries to �nd a term or to determine that a term does not occur in one of the
thesauri. [P5]:\You have to �gure out yourself how it could already be stored in
the thesaurus.". The feedback provided by the autocompletion suggestions helped
the cataloguers to see that a) there are too many results to investigate, b) the
results do not contain the intended term and c) there are no results at all. As
autocompletion provides instant feedback for every character typed, the user can
quickly switch between scanning the list of results, reducing or extending the query
or creating a new query. An example of (a) is that P3 queried on \hendrik" and
the system indicated that there were 778 matching individuals. This made her
decide to continue typing to specialise the query to \hendrik IV", which returned
only 5 individuals. To �nd a Dutch historical individual, P5 quickly tried di�er-
ent spelling variations of the name dijck, dyck and dijk , using the suggestions to
quickly determine that the right term was not found (b) or that there were no
results at all (c).

The hierarchical structure that was shown for the autocompletion suggestions
was used several times to select a more speci�c term. When P5 investigated the
suggestion \peace negotiations" from IconClass the hierarchy contained \signing
of peace treaty, concluding the peace" and this more speci�c term was selected.
Presenting only the partial hierarchy was su�cient to support this interaction. The
participants, however, also indicated they wanted to navigate the full hierarchy as
provided in the IconClass web interface: [P1]:\I missed the overview in the full
list with suggestions.". [P3]:\I would like to see the whole hierarchy, but that could
also be because I am used to it.".

3.7.2.6 Compound queries

In the questionnaire all cataloguers indicated that the support for compound
queries was very useful. A query consisting of multiple keywords allowed them
to quickly �nd speci�c known terms. This was in particular useful to �nd speci�c
terms from IconClass , which contains many similar terms about the same topic.
[P3]:\The Online IconClass browser does not support compound queries requiring
more time to �nd the right term. Now you can �nd a speci�c term, such as a
biblical event in one go. Very nice!" .

3.7.2.7 Sorting and grouping search results

The �ve professional cataloguers that participated in the study carefully investi-
gated the search results before selecting a term, whereas the two less experienced
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participants tended to select the �rst appropriate term. In cases with more than
one search result, the professionals scanned the entire list for possibly better can-
didates. The ranking of the search results is, therefore, for them not so important.
[P2]:\Ranking is not so important as I can scroll through the list." . In fact, the
cataloguers prefer the search results to be sorted in a way that is understandable.
[P5]:\Alphabetical sorting is what I expect for a name list." . The alphabetical sort-
ing of the search results that we used for the Who �eld helped the user, as it
makes it clear where to look for a term and when to stop looking. Alphabetical
sorting also helps the user when not all results are directly shown, as it is clear
which results can be expected if more results are requested. The non-alphabetical
sorting methods we used for the other annotation �elds were judged di�erently by
the participants. They were not particularly liked or disliked.

The participants indicated that some type of grouping of the search results was
perceived as useful. In particular, the separate group for events was considered use-
ful: [P2]: \Clearly separates the events, very useful when searching.". The distinc-
tion between terms from IconClass and WordNet was not considered intuitive
by all participants. There is some overlap between IconClass and WordNet ,
and presenting these similar terms in di�erent groups was often found confusing.
As indicated in the previous observation, seeing the source of the term is not so
important to the cataloguer. The positive feedback on the separate event group
could be an indication that a grouping by di�erent types of terms is more suitable.
This would require, �rst, to �lter out the persons and locations in IconClass and
WordNet use these in theWho and Where �elds. Second, the remaining concepts
in IconClass and WordNet should then be further classi�ed in a fashion that
is logical for the cataloguers, for example, by distinguishing named events from
generic objects.

Who What Where Total

Terms used 14 65 16 94
Terms not found # 9 9 1 19
Terms not found % 41 14 6 20

Table 3.4: Per annotation �eld the number of terms found and not found
during the user experiment.

3.7.3 Term coverage

Table 3.4 shows the number of terms found and not found in the user experiment
per annotation �eld. These numbers give some insight into the type of terms the
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Who What Where Total

Only RMA 13 1 3 17
Only external 0 64 4 68
RMA & external 1 0 9 10

Total 14 65 16 94

Table 3.5: Breakdown per thesaurus of the terms found in the experiment.

cataloguers used during the experiment. Most annotations were added in the What
�eld. The weak coverage of the thesauri for depicted people is still present. Ta-
ble 3.5 shows a breakdown of the terms found into those found only in an RMA
thesaurus, in one of the external thesauri or in both RMA and an external the-
saurus. The two external thesauri with individuals (ULAN and DBPedia) did not
provide terms useful in this annotation task. For the geographical places the exter-
nal thesaurus TGN provided additional coverage. Many depicted place names are
in both RMA Places and TGN . This overlap can also be considered an improve-
ment, as TGN provides additional information that is lacking in RMA Places .
Participants found this additional information helpful in term disambiguation.

For the terms needed in the what �eld, the combination of WordNet and
IconClass provided adequate coverage. The lack of an additional event the-
saurus is illustrated by the fact that only one term was selected from the RMA
Event thesaurus. During the experiment we also observed three cases in which
an historical event was missing. Note that a relatively high number of terms was
selected from WordNet , an a-typical source in this art-historical context. These
were mainly general terms that were either not present in IconClass , or only in
a very speci�c biblical or mythological context. The addition of WordNet was
considered a big added value by most project members.

3.8 Conclusions and future work

We have derived requirements and design decisions to support a term search task
on heterogeneous data in a real life setting. The study sets a �rst step to picture
the landscape of multi-thesauri term search on the Web of Data, which enables
further quantitative studies to be performed on thesaurus based annotation.

From the perspective of the museum sta�, the experiment was successful. They
appreciated the integration of the collection data, internal thesauri and external
thesauri into a single tool, the autocompletion search functionality and the extra
information that is displayed for each matching term. They also realise, however,
that deploying a similar \open" annotation tool in their daily work-
ow will require
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several actions. First, all other tools in the tool chain should be adapted to allow
the use of references to external thesaurus terms. This would require support for
URIs instead of keywords or internal database keys. Second, it requires a dialogue
with other cultural heritage institutions about the organisational aspects, such as
the control and maintenance of the data. The museum will have to deal with com-
plex questions about content, organisation and technical solutions. This project
will be quite a challenge for an art institution. The Rijksmuseum is exploring the
possibilities.

The extra thesauri deployed provided mainly a quantitative addition, by pro-
viding more terms of a particular type. In some cases, the addition was more of a
qualitative nature, for example where the more generalWordNet terms were bet-
ter suited to describe photographs than the speci�c terms from IconClass . The
integration of externally developed thesauri also proved bene�cial because they
provided more information about each term and were multilingual. In the proto-
type the coverage of persons and events was still limited, as suitable thesauri were
not available. A source for depicted persons could be an internal thesaurus from
the iconographic institute of the RKD containing Dutch historic �gures depicted
on portraits.

Some of the disadvantages of re-using data from heterogeneous thesauri can be
overcome with careful data alignment and enrichment, suitable search functionality
and domain speci�c con�guration of the user interface.

On the data level, thesauri may partially overlap, and we use common vocabu-
lary alignment methods to detect equivalent terms so we could avoid duplicates in
the user interface. In our case a conservative alignment method was most suited
as wrong alignments are harmful, because they remove possible candidates from
the search results whereas a few duplicates in the interface are acceptable. To
distinguish ambiguous terms from one another we present each term with addi-
tional associated information. For this, mappings to SKOS signi�cantly help to
address the heterogeneous structure of the various thesauri, as such mappings yield
common properties for preferred and alternative labels, scope notes and broader/-
narrower relations across all thesauri. In addition, we need extensions to SKOS
for representing common biographical and geographical properties. In future work
we would like to partially align WordNet and IconClass and enrich these vo-
cabularies to identify terms describing persons, location names and events.

We require search functionality that goes beyond the functionality of a standard
SPARQL endpoint. Fast pre�x string matching on RDF literals is required to
support autocompletion, along with �ltering of the matching results based on the
type, source or other properties of the associated term. Queries with multiple
keywords such as \Paris France" require additional support since they potentially
match on terms with a label matching one keyword and a related term matching
another keyword. This needs to be con�gurable by the client as it may be di�erent
depending on the task and thesauri used. The search engine also needs to have



52 Chapter 3

con�gurable support to combine several search results related by skos:exactMatch
relations into a single, coherent search result. Finally, to support hierarchical
navigation in the autocompletion we also need e�cient ways to retrieve the full
path to the root of the hierarchy for each search result.

In future work we would like to improve the search algorithm by suggesting
relevant results based on contextual information. One source of contextual infor-
mation is other thesaurus terms already added to a museum object. Another source
could be the free text in the title and the description, where automatic named en-
tity extraction could provide context or be suggested as annotation terms. The
contextual information could also be used to suggest annotation terms.

At the interface, di�erent thesauri require di�erent sorting, ranking and group-
ing strategies. For the visualisation, di�erent types of information and di�erent
forms of presentation are required in order to best support the end user in disam-
biguating and selecting the most appropriate term. In addition to keyword search,
some thesauri also require navigation interfaces to explore broader and related
terms. In current work we are developing a method that allows the con�guration
of the visualisation and organisation by mapping domain speci�c semantics to an
intermediate model.
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Case study II: Faceted browsing

In this chapter we investigate the exploration of multiple heterogeneous
linked data sources through faceted browsing. We explore solutions for
the required search functionality and presentation methods by the im-
plementation of a prototype system. We focus on the use of semantics
present in the data to extend traditional facet browsing functionality
i) to support the formulation of structured queries on linked data and
ii) to improve presentation methods to organise the large number of
navigation paths. The study shows that generic faceted browsing func-
tionality can be de�ned directly on top of the RDF triple model. The
extra semantics available in the data provide a means to extend this
functionality and to organise the navigation paths.

This chapter was published as \/facet: A Browser for Heterogeneous
Semantic Web Repositories" in the Proceedings of the International Se-
mantic Conference 2006 (Hildebrand et al. 2006) and was co-authored
by Jacco van Ossenbruggen and Lynda Hardman.

4.1 Introduction

Facet browser interfaces provide a convenient and user-friendly way to navigate
through a wide range of data collections. Originally demonstrated in the Fla-
menco system (Yee et al. 2003), facet browsing has also become popular in the
Semantic Web community thanks to MuseumFinland (Hyv•onen et al. 2005) and
other systems (SIMILE 2005 ). An individual facet highlights one dimension of the
underlying data. Often, the values of this dimension are hierarchically structured.
By visualising and navigating this hierarchy in the user interface, the user is able
to specify constraints on the items selected from the repository. To use an example
from the art domain: by navigating the tree associated with a \location created"
facet from the root \World", via \Europe" to \Netherlands", the results set is
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constrained to contain only paintings that have been painted in the Netherlands.
By combining constraints from multiple facets, a user is able to specify relatively
complex queries through an intuitive Web navigation interface. All values of a
dimension that would lead to an over-constrained query are dynamically removed
from the interface, preventing the user from running into frustrating dead ends
containing zero results.

We are working on repository exploration in the context of a national e-culture
project ( Schreiber et al. 2006). Our project's goals are similar to those of Muse-
umFinland , and aim at providing a syntactic and semantic interoperable portal
to on-line collections of national museums. A major di�erence, however, is that
we work with each museum's original metadata as much as possible. This means,
for example, that we do not map all metadata relations of the various museums
to a common set of ontological properties, nor do we map all metadata values to
terms from a common thesaurus or ontology.

Initially, we experimented with traditional facet browsers, which assume a �xed
set of facets to select and navigate through relatively homogeneous data. This,
however, con
icts with our approach for the following reasons. First, our data
set is too diverse to use a single set of facets: facets that make perfect sense for
one type of object are typically inappropriate for other types. A related problem
is that we cannot �x the facets at design time. When new data is added, the
system should be able to add new facets at run time. This requires an extension
of the facet paradigm to cater for objects of multiple types, to associate a set
of appropriate facets to each type dynamically and to navigate and search larger
sets of facets. Second, we use a rich and extensive set of art-related background
knowledge. As a result, users expect to be able to base their selection not only on
facets of museum artefacts, but also on facets from concepts from the background
knowledge, such as artists and art styles. This requires two other extensions: one
that allows users to switch the topic of interest, for example from artworks to art
styles; and another one that allows selection of objects of one type based on the
facets of another. For example, a set of artworks can be selected based on the
properties (facets) of their creators.

This article discusses these extensions as they are realised in /facet, the browser
of the project's demonstrator 1 . The article is structured as follows. The next
section introduces a scenario to illustrate the requirements for enhanced facet-
browsing across multiple types. Section 4.3 discusses the requirements in detail
and section 4.4 explains our design solutions in a Web-based interface. Section4.5
discusses related work and open issues.

1 See (Schreiber et al. 2006 ) for a more detailed description and
http://e-culture.multimedian.nl/art/facet for an on-line demo of /facet.
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4.2 Example scenario

Throughout the chapter, we use examples from the art domain. The system itself,
however, is domain independent and used on several other domains2 . The scenario
is divided in two parts: the �rst part illustrates typical usage of facet browsers;
the second part illustrates search tasks that go beyond the current state of the art
and introduce new requirements for facet browsers.

Our protagonist is Simon, a high school student who recently visited the Dutch
Kr•oller-M•uller museum. The museum's collection features several works from Vin-
cent van Gogh. Back at home, Simon has to write an essay on post-impressionism.
He remembers seeing a particular post-impressionist painting but can no longer
remember the name of the painter nor the title of the painting. The only thing he
remembers is that the painting depicted a city street at night time. He uses a facet
browser to restrict the search space step by step. He selects the current location
of the painting (Kr•oller M•uller), the art style of the painting (post-impressionist),
its subject type (cityscape), and the subject time (night). He �nds the painting
he was looking for among the few results matching his constraints (Vincent van
Gogh's "Cafe Terrace on the Place du Forum").

He now wants to further explore the work of Van Gogh, and selects this painter
from the creator facet, and resets all previous selections. The interface displays
the 56 paintings from Van Gogh that are in the repository. The facets now only
contain values of the remaining paintings. For example, the create location facet
instantly shows Simon that van Gogh made paintings in the Netherlands and in
France, and how many in each country. Simon asks the system to group the results
on create location and notices the signi�cant di�erence in the color palette Van
Gogh used in each country. By selecting \France" he zooms in further to explore
potential di�erences on the city level.

In addition to the types of browsing possible in typical facet browsers, Simon
also wants to explore works from painters born in the area of Arles. Unfortunately,
the artworks in the repository have not been annotated with the birthplace of
their creator. Simon uses multi type facet browsing and switches from searching
on artworks to searching on persons. The interface now shows the facets available
for persons, which include place of birth. Searching on Arles, he sees that four
painters with unfamiliar names have been born here, but that the repository does
not contain any of their works. Expanding his query by navigating up the place
name hierarchy, he selects artists from the Provence-Alpes-Côte d'Azur, the region
Arles is part of. He quickly discovers that Paul C�ezanne, a contemporary of Van
Gogh, was born in Aix-en-Provence in the same region.

Simon reaches his original goal by switching back from searching on persons
to searching on artworks. Despite this switch, the interface allows him to keep his

2 Demos on various domains are available at the /facet website
http://slashfacet.semanticweb.org/
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constraint on Provence-Alpes-Côte d'Azur as a place of birth. It thus shows only
artworks created by artists that were born in this region.

Backstage area . The experimentation environment in which /facet was devel-
oped, contains su�cient data to cover the scenario above. It uses a triple store
containing three di�erent collections with artwork metadata: the collection of the
Dutch National Museum of Ethnology 3 , the ARIA collection from the Rijksmu-
seum4 , and Mark Harden's Artchive collection 5 . RDF-versions of WordNet 6 and
the Getty AAT, ULAN and TGN thesauri 7 are also included. For the annotation
schema, we use Dublin Core8 and VRA Core 3 9 .

In total, the store contains more than 10.8 million RDF triples. Artwork images
are served directly from the websites of the museums involved. All the collection
metadata has been converted to RDF, with some minimal alignment to �t the
VRA Core 3 schema. In addition, explicit links were created from the art works to
the Getty thesauri: literal names of painters and other artists were automatically
converted to a URI of the ULAN entry; literal names of art styles and art materials
to a URI of the AAT entry; and literal place names to a URI of the TGN entry.
For example, in the scenario, somevra:Works have a dc:creator property referring
to the painter ulan:Person Paul C�ezanne, born in tgn:Place Aix-en-Provence in the
tgn:Region of Provence-Alpes-Côte d'Azur. Additionally, some artworks have been
manually annotated using concepts from the Getty thesauri and WordNet . In the
remainder of this chapter, we will use the following pre�xes for the corresponding
namespaces:wn, aat , tgn , ulan , vp, dc and vra .

4.3 Requirements for multi-type facet browsing

While the second half of the scenario sketches a seemingly simple means of accessing
information, a number of issues have to be addressed before it can become a reality.
Most facet browsers provide an interface to a single type of object. Including
multiple types, however, leads to an explosion in the number of corresponding
properties and thus the number of available facets. A facet browser still needs to
be able to present instances of all the types and allow a user to select a particular
type of interest. In addition, the relations between the types also need to be made

3 http://www.rmv.nl/
4 http://www.rijksmuseum.nl/collectie/ , thanks to the Dutch CATCH/CHIP project ( http:

//chip-project.org/ ) for allowing us to use their translation of the dataset to RDF.
5 http://www.artchive.com/
6 http://www.w3.org/2001/sw/BestPractices/WNET/wn-conversion.html
7 http://www.getty.edu/research/conducting research/vocabularies/ ,

used with permission
8 http://dublincore.org/documents/dcq-rdf-xml/
9 http://www.w3.org/2001/sw/BestPractices/MM/vra-conversion.html
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explicit and selectable by the user. To a large extent, the requirements we discuss
are a direct consequence of these two key points.

4.3.1 Dynamically selecting facets

Fortunately, a �rst way to deal with the increased number of facets lies in the
facet paradigm itself. One of the key aspects of all facet browsers is that, while
constraining the dataset, all links that would lead to an over-constrained query are
automatically removed from the interface, thus protecting the user against dead
ends. As a consequence, if no instance in the current result set has a particular
property, the facet associated with this property is removed from the interface.
In our multiple type scenario, this means that if two types have no properties in
common, the entire set of facets displayed is replaced when the user switches from
one type to the other.

Facets in context of the rdfs:subClassOf hierarchy For most classes that
have no subclasses, just hiding facets of properties that have no corresponding
instances will result in an interface with a set of facets that intuitively belong to
instances of that class10 . For the super-classes, however, it is not immediately
obvious what this \intuitive" set of facets is.

A �rst possibility is to associate with a speci�c class the union of the facets of its
subclasses. This has the advantage that users can immediately start browsing, even
if they have selected a class too high up in the hierarchy. By selecting a facet that
only applies to instances of one of the subclasses, the result set is automatically
constrained to instances of the intended class. A major drawback is that the
number of facets displayed rapidly grows when moving up the class hierarchy,
culminating in the complete set of all facets for rdf:Resource .

An alternative is to use the intersection of the facets of the rdfs:subClassOf
hierarchy. This has the advantage that the user only sees facets that are common
to all subclasses, and in practice these are, from the perspective of the super-class,
often the most important ones. A drawback is that when moving up the hierarchy,
one quickly reaches the point where the intersection becomes empty, leaving no
facet to continue the search process. This forces the user to navigate down the
class hierarchy to return to a usable facet interface.

A �nal possibility is to view the association of a set of facets with a certain
class as an aspect of the personalisation of the system. While personalisation is
one of the key aspects in our project, it is beyond the scope of this thesis.

Facets in context of the rdfs:subPropertyOf hierarchy As described above,
the rdfs:subClassOf hierarchy helps to reduce the number of facets by only showing

10 For simplicity, we ignore the question of whether or not to show sparsely populated prop-
erties, of which only a few instances have values.
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facets that are relevant to a particular class. A similar argument applies to the
rdfs:subPropertyOf hierarchy. On the one hand, the property hierarchy worsens the
problem by introducing even more facets: in addition to the facets corresponding
to the \leaf node" properties, their super-properties also become facet candidates.
On the other hand, the property hierarchy also provides an opportunity for an
interface to organise and navigate the property (and thus the facet) hierarchy,
allowing the user to select facets as part of the interaction.

4.3.2 Search in addition to navigation

While the beauty of facet browsing lies in the ease of constructing queries by nav-
igation, an often heard critique is that navigating deep tree structures is complex,
in particular for users who are not expert in the domain modelled by the hier-
archy. A second critique is that facet browsers become complex in applications
with many facets and when users do not know what facets to use for their task.
Multi-type facet browsing only makes this problem worse, by radically increasing
the number of facets in the system. A search interface in addition to the navigation
interface is thus required, and the two interaction styles should be well integrated
and complement each other.

4.3.3 Creating multi-type queries

The example of selecting artworks created by artists born in a particular region
requires a facet on a object of one type (ulan:Person ) to be applied to �nd objects
of another type ( vra:Work ). This is just one example of how such combinations can
be used to exploit background knowledge in the selection process.

Using facets across types only makes sense if the objects involved are semanti-
cally related so the browser is required to know which relation to use. For the end
user, the power of the facet interface lies in the ease of combining multiple facets
to construct a complex query. This should be no di�erent in a multi-type browser.
So in addition a transparent interface needs to be available to easily constrain a
dataset of one type, based on facets of another type.

4.3.4 Run-time facet speci�cation

Manual de�nition of relevant facets and hard-coding them in a facet browser might
be feasible for homogeneous data sets. This approach does not scale, however, to
heterogeneous data sets, where typically each type of object has its own set of
associated facets. Even for simple applications, the total number of facets might
rapidly grow to several hundreds. Instead of hard-coding the facets in the browser
software, some means is needed to externalise the facet de�nitions and make them
con�gurable independently from the software. This simpli�es maintenance and,
by simply reloading a new con�guration, allows adding and changing facets at
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Figure 4.1: Snapshot of the /facet GUI. vra:Work has been selected in the
type facet on the left, so only facets applicable to artworks are visible. Simon
has restricted the results to have tgn:Arles as the place of creation. The
interface shows Simon that the four matching paintings are created by either
ulan:Gauguin or ulan:Van Gogh (picked from a 
at list of artists), and that
all four have aat:post-impressionist as the art style (shown in the context
of its place in the AAT hierarchy).

runtime. The system also needs to be able to derive facet con�gurations from the
dataset automatically. This allows the facet browser to run instantly on any dataset
without prior manual con�guration, while also allowing later manual re�nement of
the generated con�guration. The latter is important, since it allows developers to
tune the interface for speci�c end users, who might not be best served by a generic
tool that gives access to all data.

4.3.5 Facet-dependent interfaces

A typical facet browser visualises the possible values of the facet either as a hier-
archy or as a 
at list. Related interfaces, such as those of mSpace (m.c. schraefel
et al. 2005) and Piggybank ( Huynh et al. 2005), have shown that some facets are
better shown using a more specialised visualisation or interaction technique, such
as geographical data displayed in an interactive map. To be able to tune a generic,
multi-type facet browser to a tool for end-users that have a speci�c task in a spe-
ci�c domain, we require a mechanism for supporting visualisation and interaction
plug-ins.

4.4 Functional design for multi-type facet browsing

We have explored the design consequences of these requirements in /facet. This
section explains and motivates our design decisions in the prototype.
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4.4.1 Browsing multiple object types

To support facet search for all object types, the /facet user interface needs a way to
search for objects other than artworks 11 . A natural and convenient way to integrate
such functionality is by regarding the rdf:type property as \just" another facet.
The facet applies to all objects and the values from its range are typically organised
by the rdfs:subclassOf hierarchy, allowing navigation just as for any other facet.
Since the semantics of this facet is derived directly from that of rdfs:type , by
making a selection users indicate the type of object they are interested in. This
constraint automatically selects which other facets are also active.

This is illustrated in Figure 4.1, which shows the upper half of the /facet
interface. On the left is the type facet with a part of the domain's class hierarchy.
Simon has already selected artworks (e.g. objects of rdf:type vra:Work ) and, as
a result, only facets applicable to artworks are available from the facet bar at
the top. Simon has expanded three of these from sub-menus of the facet bar:
Creation Site, Creator and Style/Period. He selected \Arles" in the Creation Site
facet. Apparently, the dataset contains only four objects of type vra:Work that were
painted in Arles, indicated next to the selected type and location tgn:Arles . Simon
has made no selections in the Creator and Style/Period facets, indicating that all
four paintings are \post-impressionist" and that one painting is by Gauguin and
three are by Van Gogh.

4.4.2 Semantic keyword search

In Figure 4.1, the art style's full path in the AAT concept hierarchy is automatically
unfolded because all paintings with \Arles" as the Creation Site share the same
style \post-impressionist". Showing the tree structure has the advantage that
Simon could quickly select related art styles by simply navigating this hierarchy.
This illustrates a well-known disadvantage of navigating complex tree structures:
if Simon had instead started by selecting the art style, he would need to have
known the AAT's art style classi�cation to navigate quickly to the style of his
choice, which is hidden six levels deep in the hierarchy.

To overcome this problem, we added a keyword search box to each facet, with
a dynamic suggestion facility, (b) in Figure 4.2. This allows Simon to �nd the style
of his choice based on a simple keyword search. This interface dynamically starts
suggesting possible keywords after Simon has typed a few characters. Note that
the typical \no dead ends" style of facet browsing is retained: only keywords that
produce actual results are suggested. Backstage, this means that in this case the
suggested keywords are picked from the (labels of) concepts under the AAT \Style
and Periods" subtree that are associated with art works in the current result set.
In practice, the intended keyword is typically suggested after only a few keystrokes.

11 We still use artworks as the default type to give users a familiar interface when starting up
the browser.
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Figure 4.2: Three types of keyword suggestion and search. (a) show search
on all instances, helping to select the right type. (b) shows search within a
single facet, helping to move in complex facet hierarchies. (c) searches across
all active facets, showing the user the di�erent uses of the keyword \Arles"
in di�erent facets.

This makes the interaction often faster than navigating the tree, even for expert
users who know the tree structure by heart.

The keyword search discussed above addresses the problem of navigation dif-
�culties within the hierarchy of a single facet. Another problem could be picking
the right facet in the �rst place. The keyword search box shown in (c) of Figure 4.2
addresses this problem. It provides the same search as the facet keyword search in
(b), only across all facets of the selected type. For the �gure, no type was selected
and all facets have been searched. Arles is suggested as a TGN concept used in
the facet corresponding to the vra:location.creationSite property (for paintings
created in Arles), but also as the place used in the facet of the vra:subject property
(for paintings that depict Arles), the birth and death place of Persons, etc. As a
result, this search box can be used to �nd the right facet, but also to disambiguate
keywords that have di�erent meanings or are used in di�erent ways.

A �nal problem can be that the user does not know the type to select to start
with. This is addressed by adding also a keyword search box to the type facet, as
shown in (a) in Figure 4.2. This searches over all literal properties of all instances
and highlights matching instances and their types in the context of their location
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Figure 4.3: Facet search on type vra:Work , but with a still active constraint
on ulan:Person (birthplace Provence-Alpes-Côte d'Azur). Also note the
timeline in the bottom, visualising multiple time-related facets. Images
courtesy of Mark Harden, used with permission.

in the class hierarchy.

4.4.3 Specifying queries over multiple object types

We strive to support selection of facets from objects with di�erent types in a trans-
parent way, without further complicating the interface. In the example scenario,
Simon searched on objects ofulan:Person , selecting
ulan:Provence-Alpes-Côte d'Azur as the place of birth.

After making this selection, Simon can just switch back to searching on art-
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works by selecting vra:Work in the type facet. In /facet, this would yield a page
such as the one shown in Figure 4.3. Note that under the facets, the currently
active constraints are shown, including the ulan:Provence-Alpes-Côte d'Azur con-
straint on the ulan:birthPlace facet of ulan:Person . For comparison, also a facet
on vra:Work has been selected, in this caseulan:Paul Cezanne as the dc:creator .

To realise the example above, the facet browser needs to know the relation
that can be used to connect a set of vra:Work s with a set of ulan:Person s born in
ulan:Provence-Alpes-Côte d'Azur . The current prototype searches for such prop-
erties at run time, and in this case �nds the dc:creator property, as intended. To
keep the user interface simple, we only support one property (that is, the �rst
suitable candidate found by the system) to connect the di�erent sets. Properties
with the same domain and range can be used for normal facet browsing within a
single type, but not for relating instances of di�erent types.

4.4.4 Run-time facet speci�cation

The facets that are shown in the interface can be con�gured in a separate �le.
Because a facet is de�ned in terms of RDF classes and properties, the con�guration
�le itself is also in RDF, using a simple RDF vocabulary.

The vocabulary de�nes instances of Facet by three key properties. For example,
the birthday facet is modelled by the hierarchyTopConcept and
hierarchyRelation properties de�ning the hierarchy to be shown in the interface,
by specifying the top of the tree ( tgn:World ) and the rdf:Property used for the
hierarchical relation (in this case vp:parent , the universal parent relation that is
used across the Getty vocabularies). The resourceProperty de�nes how places are
related to the painters, in this case by the ulan:birthPlace property.

Some other properties are optional and used to speed up or improve the user
interface. The explicit de�nition of the type of objects the facet applies to, for
example, makes it much more e�cient to quickly switch to the right set of facets
when users move from one type to the other. The rdfs:label property can be
used to specify the name of the facet, which defaults to the label or name of the
corresponding property.

To generate a �rst con�guration �le (that can later be hand edited), /facet
analyses the dataset and generates a set of RDF facet de�nitions similar to the
birthPlace facet example given above. For each property, the current algorithm
search for a hierarchical relation in the set of related values to �nd the top concepts.
If this relation is not found, or if the values are literals, it generates a facet with a

at list of values. For the scenario dataset, 22 hierarchical facets, 84 literal facets
and 154 facets with a 
at list of terms were found.
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4.4.5 Facet-speci�c interface extensions

The values of a facet are typically presented in a list or a tree structure with textual
labels. However, some structures are more easy to understand when presented
di�erently. In particular, data which can be ordered linearly can be presented as
points on an axis. Time, in particular, is a quantity that is often associated with
objects, not only in the cultural heritage domain. It is useful to give a timeline
representation of date data where this is appropriate. We have developed a timeline
plug-in to visualise time-related facets (such as dc:date and its sub-properties).

Not only artworks have associated dates, but also related objects such as
the life-span of the artist, Van Gogh, and the period associated with the
aat:post-impressionist art style. Since the temporal information is related to
the set of objects, this can be displayed together on a single timeline, as shown on
the bottom of Figure 4.3.

A timeline interface could also be extended to not only show the temporal in-
formation, but also allow it to be used as part of the facet constraint mechanism.
A similar facet dependent interface extension would be to relate geographical in-
formation together and display it on a two-dimensional spatial-axes interface such
as a map.

4.5 Discussion and Related Work

Initial development of /facet has been heavily inspired by the facet interface of
the MuseumFinland portal ( Hyv•onen et al. 2005). Where MuseumFinland is
built on a strongly aligned dataset, we focus on supporting heterogeneous, loosely
coupled collections with multiple thesauri from external sources. They provide
mapping rules that hide the peculiarities of the underlying data model from the
user interface. We have sacri�ced this abstraction level and expose the underlying
data model, but with the advantage that the software is independent of the data
model and requires no manual con�guration or mapping rules.

In comparison with mSpace (m.c. schraefel et al. 2005), /facet retains the
original facet browsing principle to constrain a set of results. In a visually oriented
domain such as ours, this leads to an intuitive interface where, after each step, users
can see a set of images that re
ect their choices: even users who do not know what
\post-impressionist" paintings are, can immediately see from the results whether
they like them or not. Also note that a heterogeneous dataset, such as ours, would
lead to an m-dimensional space with m > 250, which would make the mSpace
interface unusable. Alternatively, we could split up the data in multiple smaller
mSpaces, but would then have no way of connecting them.

Unlike /facet, the Simile project's Longwell ( SIMILE 2005 ) facet browser re-
quires to be con�gured for a speci�c dataset and its interface provides no solutions
for dealing with large numbers of facets. An advantage of Longwell over /facet is
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that the display of the results is fully con�gurable using Fresnel ( Bizer et al. 2005).
While Noadster ( Rutledge et al. 2005) is not speci�cally a facet browser, it

is a generic RDF browser. Noadster applies concept lattices to cluster search
results based on common properties. It clusters on any property, but ignores \stop
properties" that occur too frequently. The resulting hierarchy forms a Table of
Contents, with the original search results typically as leaf nodes, and common
properties as branches. An advantage of Noadster is that its clustering prioritizes
facets by placing those occurring more frequently in the matches higher in the tree.
A disadvantage is the occasional "noisy" excess of properties in the clustering.

While we claim that /facet has some key advantages over the systems dis-
cussed above, the current prototype also su�ers from some limitations. First, the
algorithm for determining the facet con�guration automatically needs further re-
�nement. We now treat every RDF property as a potential facet. We then �lter
out many \schema level" properties from the RDF, RDFS and OWL namespace,
and from our own internal namespaces (including the namespace we use for our
facet speci�cations). It is still possible that a certain type of object will be associ-
ated with so many facets that the interface becomes hard to use. The techniques
discussed in this chapter only partially address this problem, and they are highly
dependent on the structure of the rdfs:subpropertyOf hierarchy. More research
is needed to classify facets into a hierarchy that is optimised for usage in a user
interface. In addition, we currently generate facets for all literal properties. On
the one hand, this has the disadvantage that facets are generated for properties
such as comments in RDFS, gloss entries inWordNet and scope notes in the
AAT. The values of such properties are unlikely to become useful for constraining
the dataset. On the other hand, other properties with literal values, such as labels
in RDFS or titles in Dublin Core, provide useful facets. More research is needed
to provide heuristics for determining the type of literal values that are useful in
the facet interface.

In the type hierarchy, we display all classes from the underlying domain, �lter-
ing out only the classes from the RDF(S) and OWL namespaces and the system's
internal namespaces. Still, this often leaves classes that are not helpful for most
users. Examples include the abstract classes that characterise the top levels of
many thesauri, such as the vp:Subject , aat:Subject and aat:Concept classes in our
domain. The prototype's current facet-mining algorithm is unable to deal with
multiple hierarchies within a single facet. For example, many of our paintings
have subject matter annotations referring to concepts from WordNet . There are,
however, several di�erent relations that can be used to organise these into a hier-
archy, such as hypernym/hyponym and holonym/meronym. For the user interface,
it may be appropriate to merge the di�erent hierarchies in a single tree or to keep
them separate.

On the implementation side, the current prototype is developed directly on
SWI-Prolog. The server side is a Prolog module built on top of the SWI-Prolog
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Semantic Web Server (Wielemaker et al. 2003; Wielemaker 2005a). The client
side is a standard Web browser that uses AJAX ( Paulson 2005) for the dynamics
of the suggestion interface. A drawback of this implementation is that users have
to upload their data into /facet's triple store. We are planning to make future
versions of the browser using the SPARQL (W3C 2006) API, so that /facet can be
used to browse any RDF repository that is served by a SPARQL compliant triple
store. The large amount of RDFS and OWL-based reasoning at run time slowed
down the system and gave the impression of an unresponsive interface. To address
this, we reduced the amount of run-time reasoning by explicitly deriving the triples
needed for calculating the result set when starting up the server so we can quickly
traverse the expanded RDF-graph at run time. For example, we compute and add
closures of transitive and inverse properties to the triple set at start up or when
new data is added.

4.6 Conclusion and Future Work

We have discussed the requirements for a fully generic RDFS/OWL facet browser
interface: automatic facet generation; support for multiple object types; cross-
type selection so objects of one type can be selected using properties of another,
semantically related, type; keyword search to complement hierarchical navigation;
and supporting visualisation plug-ins for selected data types.

We developed the /facet Web interface to experiment with facet browsing in
a highly heterogeneous semantic web environment. The current prototype meets
the requirements discussed, it ful�ls the described scenario in a cultural heritage
domain and similar scenarios in other domains. A number of drawbacks remain,
which we would like to address in future work. First, determining the facets auto-
matically needs further re�nement. Second, we are still �ne tuning which classes
from the class hierarchy we want to show and which facets we want to associate
with the super-classes. Third, the prototype's current facet-mining algorithm is
unable to deal with multiple hierarchies within a single facet. Finally, we need to
develop a version of /facet that is independent of a particular triple store imple-
mentation and runs on any SPARQL compliant triple store.
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Case study III: Semantic search

In this chapter we investigate, for a speci�c task, the use of graph struc-
tures in search functionality and result presentation to support users
searching in multiple semantically-rich collections. The task this case
study focusses on is �nding artworks by domain experts. In a �rst ex-
periment a number of use cases from domain experts are collected and
the paths in the graph by which artworks can be found are analysed.
A number of di�erent types of paths are identi�ed and their useful-
ness is qualitatively evaluated. In a second experiment we explore how
the di�erent path types can be used in a semantic search algorithm to
support the intended search behaviour indicated by the experts. This
study shows that users need highly interactive support to explore mul-
tiple search strategies and that di�erent types of search functionality
require di�erent con�gurations of the graph search algorithm.

This chapter is submitted as a journal article titled \Searching in
semantically-rich linked data: a case study in cultural heritage" and
was co-authored by Jacco van Ossenbruggen, Lynda Hardman, Jan
Wielemaker and Guus Schreiber.

5.1 Introduction

The term \semantic search" has been used to refer to a wide variety of search
strategies. Some of these are based on logical inference, others on smart use of
statistics, and yet others on natural language processing. Within the Semantic Web
community, the focus of semantic search has been on improving the search process
by explicit use of knowledge encoded in RDF/OWL. In previous work ( Hildebrand
et al. 2007), we surveyed several RDF and OWL-based search systems. The survey
showed that di�erent systems use di�erent types of relations from the RDF data for
di�erent tasks. We have, however, little experimental evidence to support claims
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about what types of relations in real world RDF data are relevant to which search
tasks and how these relations are best deployed in a semantic search engine to
support the user with a particular task. In this chapter we present a case study
that investigates which relations between queries and search results are present in
the data, and to what extent these relations are relevant for users with a speci�c
search task.

Our case study makes use of the cultural heritage domain, where searching for
artworks can be a time consuming task, even for domain experts. To satisfy their
non-trivial information needs, they often need to formulate multiple queries and
manually combine and integrate the various search results into a single coherent
set of answers (Amin et al. 2008). We investigate how linked data can be used
to support the user with the task of �nding artworks. In particular, we focus on
semantically-rich and heterogeneous linked data, where artworks from multiple col-
lections have been annotated with terms from multiple structured and interlinked
vocabularies.

To better understand how the relations in the data can be used to link queries
to artworks we analyse three concrete use cases that are collected during interviews
with domain experts. Our �rst �nding is that the queries from these use cases can
be successfully matched to literals in our data set, and that many of these literals
are indeed directly or indirectly related to artworks. Our second �nding is that,
because of the heterogeneity of the data, there is a large number of di�erent types
of related terms that are potentially useful.

To deal with the heterogeneity of the data, we classify the relations into six
path types. In a second round of interviews with the domain experts, we solicit
their feedback on the relevance of these path types. Our key �nding here is that
while experts �nd the information resulting from all path types potentially relevant
for their search process, if and how they would like to practically use it depends
on many factors. This suggests that e�ective semantic search for experts in this
domain can only be realised in a highly interactive search application.

To support di�erent types of search strategies in an interactive search process
we explore the applicability and con�guration of the six path types in a graph
search algorithm. For this purpose we collected the 25 queries most frequently
submitted to a semantic search engine for cultural heritage. Using these queries
we investigate the e�ect of di�erent con�gurations of the graph search algorithm
on the results. Based on our �ndings we discuss the implications for the design of
an interactive semantic search application in the cultural heritage domain.

The chapter is organised as follows. In the next section we explain our study
setup. In section 5.3 we describe the linked data set used in the study. In section 5.4
we explain the expert use cases and the selection of the test queries. Section5.5
investigates how the queries in the use cases could be matched to literals in the data
set and how these literals can be related to artworks. The large number of paths
are abstracted to six path types. A qualitative evaluation of the relevance of these
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path types for the expert use cases is presented in section5.6. How to implement
the path types in a semantic search algorithm is explored in section 5.7. We discuss
the implications of our �ndings on the design of interactive search applications in
section 5.8, here we also include references to related work. Finally, section 5.9
presents the conclusions.

5.2 Study setup

For this study we collected two sets of test queries used to �nd artworks in a large
collection. For the �rst set, we collected the top 25 most popular queries from
the logs of the online Europeana \ThoughtLab" search engine. 1 The queries cover
a variety of di�erent categories. In addition to this set of queries, we collected
in-depth information about the use of text-based queries in expert use cases. We
interviewed three domain experts from the Rijksmuseum Amsterdam about in-
formation needs they recently encountered in their own work. The experts were
chosen to cover di�erent areas of expertise, including a librarian assisting in exter-
nal requests over the whole collection, a specialist in Japanese prints and an expert
in middle age prints. Details of the collected test queries, the domain experts and
their use cases are discussed in Section5.4.

We use the collections of annotated artworks and controlled vocabularies used
in the Europeana \ThoughtLab" as the data set for our experiments. Details about
this data set are given in the next section.

We focus our study on the investigation of two research questions: (i) Which
relations in linked data are useful in professional artwork search, and (ii) how
can these relations be used in a semantic search application? To answer the �rst
research question we analyse the di�erent path types in the linked data and qual-
itatively evaluate these types in a user study with domain experts. Based on the
�ndings of the �rst experiment, we perform a second experiment where we explore
how the path types indicated useful by the domain experts can be exploited in a
semantic search application.

First experiment | For the selected queries, we generate the paths of rela-
tions available in the data. We use a graph search algorithm to compute all paths
up to path length 6. By analysing the paths we collect �rst insights on how the
relations in the data can be used to relate artworks to the queries. In follow up
interviews with the domain experts we collect qualitative feedback for di�erent
path types.

Second experiment | For the 25 queries from the search logs we analyse
the results that can be found with the di�erent path types. We explore how the
algorithm should be tuned to approach the desired behaviour indicated by the
domain experts.

1 http://europeana.eu/portal/thought-lab.html



70 Chapter 5

Figure 5.1: Datacloud of the Europeana \ThoughtLab" data set

5.3 Data set

We use an existing data set: the data from the Europeana \ThoughtLab". Fig-
ure 5.1 provides an overview of the sources in the data. There are three types of
data sources: collections describing works of art (the circles with a coloured �ll
the �gure), vocabularies used to annotate the artworks (the remaining circles) and
alignments among the vocabularies (the arrows between the vocabularies). Note
that there are many di�erent vocabularies, and only three di�erent collections.

Collections | The artwork collections used are the internal collection
database of the Rijksmuseum Amsterdam, the RKDimages database of the Nether-
lands Institute for Art History (RKD) and the Atlas database of the Mus�ee du
Louvre. For all three sources, only the artworks for which images are available
on the Web were converted to RDF. The results are RDF descriptions of about
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170,000 artworks.
The three institutions have described their artworks using di�erent and rich

metadata schemata. These original schemata have been translated directly to
RDF, resulting in 469 di�erent metadata properties on subjects of type vra:Work .
All these properties have then been mapped to VRA, a specialisation of Dublin
Core for visual resources. The properties have a wide variety of values. Some are
short RDF literals, such as titles, measurements and dates. Longer RDF literals
include descriptions, literature references and editorial notes. Some values point
to terms de�ned in one of the controlled vocabularies, while others are structured
(blank node) values. The latter are used to capture relations with arity > 2, e.g.
that an artwork was part of a collection, but only during a speci�c period. In these
structured values, rdf:value is used to indicate the \main" value of the property,
in the example above the name of the collection. In an informal context we can
often ignore this use of blank nodes and simply consider the main value as a direct
property of the artwork.

In some cases there is no clear choice between modelling a metadata property
as a literal or as an object property. For example, some institutes use literal values
for dc:creator , often with conventions on how to spell an artist's name, while
others �ll the same �eld with a pointer to an entry in a prede�ned list of artists.
In fact, any literal property value can be replaced by a term which has the same
literal as an rdfs:label , and in the data set both modelling conventions are used.
Some �elds, however, have a such a wide range of values that it becomes virtually
impossible to prede�ne in a vocabulary. Titles, descriptions and editorial notes,
for example, are typically free text �elds in most collections, and represented as
literal RDF properties in the data set.

Vocabularies | All three institutions use and maintain their own in-house
vocabularies, that typically describe people, locations, events and concepts. The
Rijksmuseum and RKD also use concepts from the IconClass 2 classi�cation sys-
tem, currently maintained by RKD. In addition, the data contains several external
vocabularies. From Getty it includes the United List of Artist Names 3 (ULAN ),
the Thesaurus of Geographic Names4 (TGN ) and the Art and Architecture The-
saurus5 (AAT ). Finally, three interlinked lexical sources, the W3C's RDF version
of Princeton's WordNet 6 , the Dutch lexical semantic database Cornetto 7 and
the French Wolf version of WordNet 8 are included. All vocabularies are ei-
ther directly modelled in SKOS or mapped to SKOS using rdfs:subClassOf and
rdfs:subPropertyOf .

2 http://www.iconclass.nl
3 http://www.getty.edu/research/conducting research/vocabularies/ulan
4 http://www.getty.edu/research/conducting research/vocabularies/tgn
5 http://www.getty.edu/research/conducting research/vocabularies/aat
6 http://www.w3.org/2006/03/wn/wn20
7 http://www2.let.vu.nl/oz/cltl/cornetto
8 http://alpage.inria.fr/ � sagot/wolf-en.html
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Cross-vocabulary relations | The in-house vocabularies have been (par-
tially) aligned with those from Getty, for example, vocabularies for persons are
aligned with ULAN, those for locations with TGN and other concepts with AAT .
IconClass and AAT are also aligned with WordNet. For most alignments
skos:exactMatch is used, some others useowl:sameAs. In the data set alignment rela-
tions may also occur within a single vocabulary, typically to state that two terms
that were once thought as being distinct, are now to be considered equivalent.
These alignments were already present in the original vocabulary data provided
to the Europeana project. The majority of the alignments, however, relates terms
from di�erent vocabularies and are the result of automatic or manual vocabulary
alignment e�orts.

In addition to alignment relations, there are also vocabulary-speci�c relations
that link terms from di�erent vocabularies. For example, the locations from TGN
are used as values for the birth places of persons inULAN .

For more details on the conversion of the original data to RDF we refer to ( Tor-
dai et al. 2007; van Assem et al. 2004) and for details on the vocabularies alignment
to ( Tordai et al. 2009).

5.4 Collecting the query test set

Category Query

Concept: book, war

Location: portugal, spain, rome, italy, greece, paris, poland,
romania

Museum: prado, louvre

Painting: mona lisa

Style: renaissance

Person: klimt, van gogh, vermeer, rubens, goya,

shakespeare, munch, da vinci, monet, renoir, hitler

Table 5.1: Top 25 queries from the January 2009 logs of the Europeana
online \ThoughtLab" demonstrator and the inferred categories.

The 25 queries in Table 5.1 are taken from the January 2009 logs of the Eu-
ropeana online \ThoughtLab" demonstrator. While we do not have exact demo-
graphic data, we assume most visitors are lay persons and not art experts. In
total, the log of that month contained almost 13,500 session cookies, and 7,330
unique queries. After removal of the queries listed as examples on the website,



Case study III: Semantic search 73

and those used by the project members for demonstrations, the remaining top 25
queries were selected. When we interpret these queries we infer that two refer to
general concepts. All other queries refer to names: eight to location names, two
to museum names, one to the name of a painting, 11 to person names and one to
the name of a style/period.

These types of queries are comparable to those found in a more extensive study
by Trant on the search log data from the Guggenheim Collection on-line ( Trant
2006). We �nd the same focus on named entities as Trant, and, in particular,
artists names are searched on the most. Only we �nd fewer references to styles
and periods, and more to locations.

5.4.1 Expert use cases

The �rst set of interviews with the domain experts from the Rijksmuseum Ams-
terdam were centred around a search session within area of the expertise of the
participant. We asked the participants to reproduce an information need that they
had recently encountered, and perform the actions to satisfy this need with their
own tools. We asked them to think aloud and explain their actions. For each
interview, we recorded the search terms the experts entered and their motivation
to choose these. The interviews and the search queries were performed in Dutch.
In consultation with the participants we translated the topics and queries into
English.

5.4.1.1 Use case: peddler

The �rst participant (P1) is a librarian of the Rijksmuseum's reading room. One of
her tasks is to assist cultural heritage researchers in �nding museum objects. In the
interview she explains how she assisted a researcher with a study into the di�erent
ways \peddlers" (a kind of travelling merchant, in Dutch: \marskramers") have
been depicted on historical prints and paintings. The initial task of the librarian
is to collect evidence that the collection contains a variety of artworks depicting
peddlers.

The librarian starts her session by searching for museum objects in the mu-
seum's collection management system, using the querypeddler . She �rst searchers
in the title and second in the description �eld. These searches return only a few
objects. To �nd more objects she tries a new query street vendor , which is a
di�erent type of travelling merchant. This search term also returns a few objects.
She also triesstreet salesman . To get other ideas she turns to the library system
to �nd books about the topic. Using again the query peddler she �nds a book
about the topic. She selects the book from the library and �nds several prints
depicting peddlers. As these prints are made by Pieter Breughel , she returns to
the collection management system to �nd objects made by this artist. Although
there are many artworks that do not depict peddlers, one of the artworks that
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was displayed in the book is found. She concludes that there is su�cient material
about the topic. She reports back to the researcher, expecting to return later for
a more thorough investigation.

Because peddler was the query initially entered by the user, and a typical
example of a vocabulary concept, we will use this query in the remainder of the
article as the main query associated with this use case.

5.4.1.2 Use case: Fuji

The second participant (P2) is a cataloguer of the Rijksmuseum print room, spe-
cialised in Japanese prints. At the time of the experiment she was not performing
her own research, so we together discussed a possible query topic: artworks by
Ando Hiroshige that depict mountains. She initially explained that this topic was
too broad to be realistic. After the search session, however, she explained that the
session was typical for her search behavior.

Within the Rijksmuseum's internal database there are 163 prints from Ando
Hiroshige. In the search session, the participant searches within this set. She starts
by entering the query mountain in the title �eld. As there are only 3 artworks, she
adds the description �eld. Ten more artworks are found. She states: \The chance
is high that there are landscape paintings that contain mountains, but this has the
disadvantage you might get artworks without mountains". She adds the search
term landscape as a disjunctive query in the description �eld. Four additional
artworks are found, from which one indeed contains a mountain. She recognises
that this is the Japanese mountain Fuji , which she tries as her next search term.
There are 11 artworks that depict this mountain. She also tries the related term
valley in the description, which does not have any results. She explains that she
could continue with this process for a while.

When asked for other methods to search, she explains that if you know that
an artist has created artworks about a topic in a speci�c period, you can look for
other artworks within this period. Or if you know when a volcano erupted, you
can search for artworks that are created shortly after that date within the same
region.

Most queries used in this use case are typical thesaurus concepts, which are
represented in the data in a way similar to that of the \peddler" concept of the
previous use case. The queryFuji , however, refers to a geographical name, and has
di�erent characteristics. Because we know from the Europeana logs that location
names are frequently queried for, we will focus on this query as the main query
associated with this use case.

5.4.1.3 Use case: Gregory

The third participant (P3) is also a cataloguer of the print room. She is spe-
cialised in prints from the Middle Ages. In addition to her work as a cataloguer,
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she investigates a speci�c technique used for illustrations in Middle-Age books.
The Rijksmuseum print collection also contains prints that were originally parts
of books, and she tries to discover if any of these are made using this speci�c
technique.

As the technique of her interest is very rare and not named or described yet,
her main strategy is to query on topics she knows that are used in the books. In
previous research, she discovered that theGregorian mass is one of these topics.
She uses this as a search term to search for prints in the Rijksmuseum collection.
Several prints contain the search term in the title, but upon further study none
of these are made using the technique. To �nd more prints she also tries gregory
to �nd artworks depicting the pope \Gregory the Great" who was involved in this
mass. This returns fewer than 20 artworks, which can be studied one by one. She
also tries the search term mass. For this, many more artworks are found and she
wants to further constrain this set by place and time. In previous research she
discovered that the print technique is used in Germany between 1400 and 1500.
She demonstrates how a di�erent database supported her by allowing constraints
between 1400 and 1500. She also mentions that she would like to search on all
locations within Germany.

Again, most queries correspond to concepts. Only gregory refers to a person's
name, the other main type of query we found in the Europeana logs. We will
therefore focus on this query when further discussing this use case.

5.5 Analysis of relations found

To �nd the relations between queries and potentially related artworks in the RDF
data set, we apply a graph search algorithm (Wielemaker et al. 2008). To match
queries to RDF literals, we use the algorithm's default string matching technique
based on Porter stemming (Porter 1980) and tokenization. The directional graph
search traverses the graph from objects to subjects, but not the other way around:
only symmetric properties and properties with an explicitly de�ned inverse are
traversed in both directions. We set the maximum path length to 6, counted
by the number of properties. In our experience path lengths above 6 become
unrealistic to compute in reasonable time. For more details about the algorithm
used, we refer to (Wielemaker et al. 2008).

5.5.1 Expert use cases: path analysis

We analyse the paths from query to artwork that can be found for the three queries
described in the expert use cases. We de�ne a path as a series of triples, where the
object of the one is the subject of the following. The last object is the literal that
matched with the query and the �rst subject is the artwork found. At path length
1, artworks are, thus, related by an RDF property with a literal value that matches
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path length: 1 2 3 4 5 6

peddler 46 47 2 104 1 128 5 2,106 137 14,189 260 33,909
fuji 15 15 2 3 0 0 2 48 1 1 15 1,514
gregorius 56 68 5 5 4 9 1 40 33 235 119 1,146
gregory 8 9 11 57 2 3 19 158 64 3,714 154 8,992

Table 5.2: For each query from the expert use cases the number of di�erent
paths and the artworks found these paths (#paths #artworks).

the query. At path length 2, the artworks are related to a vocabulary term that is
in turn related to a literal matching the query. As we are interested in the di�erent
ways to �nd artworks and not how to �nd vocabulary resources, we consider all
properties to �nd artworks and only one path for each unique vocabulary term.

Table 5.2 shows for each query and path length the total number of artworks
and the total number of di�erent paths needed to �nd these artworks (displayed
as #path #artworks). At path length 1, for all queries only a small number of
artworks are found and almost as many paths are required to �nd these. In other
words, almost all artworks are found via a di�erent literal. At path length 2,
relatively few paths are required to �nd the artworks. In this case the di�erent
values by which the artworks are found are, thus, represented by a single vocabulary
term.

At path length 6, more than 1,000 artworks are found for all queries. For the
queries peddler and gregory over 1,000 results are already found for path lengths
4 and 5. For the query Fuji , however, only a small number of artworks is found
at path lengths 3,4 and 5. For comparison we also generated the paths for the 25
queries from the search logs (not shown in Table 5.2). From the 25 queries, 16 are
already related to more than 1,000 artworks at path length 4. The queries with
generic concepts, e.g. \war" and \book", well known persons, e.g. \van gogh",
and locations, e.g. \rome" and \paris", have over 10,000 results at path length 4.
The small number of results for the query Fuji at lengths 3 and 4 should thus be
seen as an exception, caused by a limited amount of information available on the
topic.

For the �rst expert use case ( peddler ) we describe in detail the di�erent paths
found at di�erent path lengths and discuss our �ndings from the analysis of these
paths. For the other two use cases we highlight the similarities and di�erences
compared to the �rst use cases.
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5.5.1.1 Use case: peddler

At path length 1 artworks are related by an RDF property with a literal value
that matches the query. The query peddler matches with literals used as titles,
descriptions and editorial notes of 47 artworks. The Rijksmuseum provides 15 of
the artworks, while the other 32 are from RKD. With the exception of the title
\The Peddler", which occurs twice, all other literals are unique. An example path
of length 1 is:

rma:SK-C-1346 dc:title "The peddlers"

At path length 2, the concept peddler in the RKD subject thesaurus is found
via a label matching the query. It is used to describe the depicted subject of 104
artworks from the RKD collection. Note that almost all artworks found at length
1 had a di�erent path, while the 104 artworks at length 2 are found by only two
vocabulary terms (see the second column in Table5.2). All artworks found by this
path are from the RKD collection, as only these are described with the concept
peddler from the RKD in-house thesaurus. An example path is:

rkd:68359 dc:subject rkd:peddler

rkd:peddler skos:prefLabel "peddler"

One artwork is also found by a di�erent path at length 2, because its title is
modelled as a compound object with the title as the value of the rdf:value property.

At path length 3 there is only one path, resulting in 128 related artworks.
These are described with the concept salesman, a more general concept of the
RKD concept peddler. An example path is:

rkd:9429 dc:subject rkd:salesman

rkd:salesman skos:narrower rkd:peddler

rkd:peddler skos:prefLabel "peddler"

At path length 4 there are �ve di�erent paths, resulting in 2,106 artworks. Four
of these paths contain vocabulary terms related to the concept salesmanin the
RKD thesaurus. One of these contains the more generic conceptprofessions. The
other two are more speci�c terms of salesman: market salesmanand �sh salesman.
These concepts are thus siblings of peddler. The activity of trade is found by a
skos:related property. An example path is:
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rkd:60688 dc:subject rkd:trade

rkd:trade skos:related rkd:salesman

rkd:salesman skos:narrower rkd:peddler

rkd:peddler skos:prefLabel "peddler"

The largest number of artefacts (1,772 out of 2,106) are found via the concept
basket from the RKD thesaurus. This concept is found through an equivalent
concept in Cornetto WordNet . The concept is a more generic term of a type
of basket used by peddlers, in Dutch named a \mars".

rkd:57252 dc:subject rkd:basket

rkd:basket skos:exactMatch wn:basket

wn:basket wn:hypernymOf wn:mars

wn:mars wn:gloss "peddler basket"

At path length 5 the number of paths drastically increases and results in over
14,189 related artworks. All 137 paths use relations from the RKD subject the-
saurus, of these, 117 lead to sibling concepts ofsalesman. In fact, we have now
reached all professions in the RKD thesaurus. Eight terms are related to the ac-
tivity of trade: six are skos:related , such as scale and market stall, one is the
more speci�c concept money trade and another is more generic concept. Seven
paths contain vocabulary terms related to the concept basket, including speci�c
types of baskets, such asfruit basket. The �nal �ve paths are concepts found via
skos:related and skos:broader properties from salesmanand market salesman. As
we start to drift o� topic we do not discuss the more than 33,000 results at path
length 6.

We conclude the analysis of this use case with three �ndings. First, some
artworks can only be found via literal properties, because they have not been
explicitly annotated with a vocabulary term that matches the query peddler .
Searching with the vocabulary concept peddleras the value of adc:subject property
only �nds artworks from the RKD collection, and none from the Rijksmuseum. All
results from the Rijksmuseum collection are found via literal properties, such as
dc:title and dc:description . This explains why expert P1, who is familiar with
the collection, searched on these literal properties during the �rst interview.

Second, a large number of additional artworks were found at lengths 3 and
above. The majority of these di�erent paths involves some combination of the-
saurus and alignment relations. The more than 14,000 artworks found at path
length 5 is overwhelming. From our analysis it is unclear a priori which paths
include results relevant to the search task.

Our third �nding is that some of the paths contain concepts that are, to a large
extent, similar to the alternative queries used by our expert user, but not exactly
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the same, e.g. salesman. In addition, the paths contain many other vocabulary
terms for which it is also not clear a priori if they are relevant to the search task.

5.5.1.2 Use case: Fuji

For the query fuji similar types of relations are used at path length 1 as in the �rst
use case: titles, descriptions and editorial notes. In this case only 15 artworks are
found, but again all results are found via di�erent literals. Interpreting the literals
showed that most were about Mount Fuji, and one was about the Fuji Photo Film
Company.

At path length 2 there are two paths, resulting in only three artworks. Here
we also �nd the two di�erent interpretations of the query, represented by two
vocabulary terms: Mount Fuji and Fuji Photo Film Company. At length 3 there are
no artworks found.

At length 4 there are two paths, resulting in 48 artworks from the Louvre
collection. Both paths include the term Fuji-san from the Joconde thesaurus. One
path leads to two artworks depicting mountains via the concept mountain, which
is related by two skos:broader relations to Fuji-san. Another path contains the
sibling concept of Fuji, the vulcano Vesuvio. At path length 5 another sibling is
found, in this case an additional step is required as the path goes via the term the
Alps.

At path length 6, 15 paths are found, resulting in 1,514 artworks. The majority
of the paths (13), contain geographical concepts from the Joconde thesaurus.
453 artworks from the RKD collection are found. For these artworks the concept
mountain from the RKD thesaurus is used as a value for the dc:subject property.
This concept is found through an alignment with WordNet , where it is related to
Fuji by three wn:hypernymOf relations. Via a similar path, artworks from the RKD
collection are found that depict cherry trees. In WordNet , fuji is also de�ned as
a speci�c type of cherry, and through wn:hypernymOf relations the generic concept
of cherry treeis found.

For the query fuji , the number of artworks found is considerably less than for
the query peddler . Most other �ndings are, however, similar. We do not �nd all
artworks depicting Mount Fuji by looking only at artworks with concept Mount Fuji
as adc:subject . At longer path lengths we �nd related vocabulary terms, including
some related to the queries from the expert use case, e.g.mountain. Only on a few
of these artworks mount Fuji is depicted. An additional �nding is that the query
has multiple interpretations. At path length 1 these interpretations are implicit
in the individual literals by which the artworks are found. At path length 2 the
interpretations are explicitly represented by di�erent vocabulary terms.
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5.5.1.3 Use case: Gregory

We analyse the paths for the query in Latin ( gregorius ) and in English ( gregory ),
as there are no alignments between the concepts in the di�erent languages.

At path length 1 there are 68 artworks found for the query gregorius . The
artworks are from RKD and the Rijksmuseum. Some of these are related to the
\mass of gregorius", others to \pope gregorius" and again others to topics unknown
to us. For the query Gregory the matching artworks are about many di�erent
topics. For example, several artworks are found because the background literature
used to describe the object is written by \J. Gregory".

At path length 2 the query Gregory leads to nine paths with a vocabulary term
from IconClass , of which seven are events that include \Gregory the Great". For
the query gregorius , the matching vocabulary terms are other persons. Two
persons are found because the query matches with their biography. Reading this
biography we discover that one is a cousin of Gregory the Great.

At path lengths greater than 3, the vocabulary terms found for the query
gregorius are linked to interpretations of the query that are not related to Gre-
gory the Great. A large variety of relations are used in these paths, such as the
collection-speci�c properties granted privilege and assigned to relations between
persons assisted by, teacher of and sibling of . Other persons are found because
they are born in a place with a matching name.

For the query Gregory similar types of paths are found. We also �nd at path
length 5 relations from WordNet . For example, 58 artworks are found because
they depict a pope. WordNet contains a wn:hypernymOf relation between Gregory
the Great and the concept pope. For a di�erent vocabulary term, a wn:hypernymOf
relation leads to the concept saint, resulting in an overwhelming 2,849 artworks.

Again we conclude that relevant artworks are found by matches on literal prop-
erties as well as via vocabulary terms. At longer path lengths there are many
di�erent paths and artworks found. Multiple interpretations of the query are also
found. An additional �nding is that di�erent interpretations of the query all lead
to more related results, whereas only the paths from one or a few interpretations
are useful. Another �nding is that vocabulary terms are found via labels as well
as descriptions, e.g. a biography, where the relation to the query is implicitly
captured in the text.

5.5.2 Abstraction of the paths

From the use cases above we conclude that a large number of artworks can be found
via many di�erent paths. The large number of resulting artworks makes evaluation
based on a domain expert scoring the relevance of each artwork unrealistic. Even
the number of di�erent paths is too large to be scored individually, also because
the semantics of many of the longer paths and the subtle di�erences between them
are hard to express in natural language or by some other understandable means.
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We therefore look for frequently recurring types in the paths we found, and see
if we can use these path types to classify all relations into a small number of
abstractions.

5.5.2.1 Metadata properties

Figure 5.2: Metadata paths : Two types of paths between a literal and an
artwork. The arrows are shown in the search direction, from object to subject.

The paths found in the three use cases show a clear distinction between those
that directly use the metadata properties on the artworks, and longer paths that
include relations between terms. With metadata properties we refer both to the
paths of length 1, where the query is matched to the value of a literal property of
an artwork and of length 2, where the query matches a label of a vocabulary term.
These two types of paths are represented in Figure 5.2. The path type labelled
literal property represents all paths with a direct relation between the matching
RDF literal and an artwork via an RDF property. In the three use cases artworks
were found using RDF properties for titles, descriptions and notes. Note the arrows
are shown in the search direction, thus from object to subject.

The path type labelled object property represents all paths where the matching
literal and artwork are connected through a single resource. In the three use
cases, artworks were found by vocabulary terms, such as persons, locations, events,
domain speci�c concepts and collection names. These terms were related to the
artworks using high level properties, such asdc:subject , as well as collection speci�c
properties, such asgranted privilege . Some artworks were found by an object with
a matching literal from the rdf:value property.
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5.5.2.2 Relations between vocabulary terms

The relations between the terms used in the paths longer than 2 follow from dif-
ferent schemata in the data set. The vocabularies are either directly modelled
in SKOS or they have there own schema, which is mapped to SKOS. At an ab-
stract level the relations between vocabulary terms can, thus, be de�ned in SKOS
using the hierarchical relations, skos:broader , skos:narrower ), the associative re-
lation skos:related and alignments, such as skos:exactMatch . Our data set only
contains equivalence alignments. We describe how these relations create di�erent
path types to �nd artworks.

Figure 5.3: Equivalence : Vocabulary terms de�ned as equivalent.

The path type in Figure 5.3 labelled Equivalence represents a path that aligns
two equivalent terms. This path can be used both directions, as the equivalence
relation is symmetric. Equivalence between two vocabulary terms can be de�ned
directly, for example, in the �rst use case the concept basket from the in-house
thesaurus of RKD was found via an equivalence alignment with WordNet . An
equivalence alignment can also cover multiple terms.

Figure 5.4: Hierarchical : Two types of hierarchical paths between vocabu-
lary terms: specialisation and generalisation.
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Figure 5.4 shows two types of paths to connect vocabulary terms by hierarchi-
cal relations. The path type labelled specialisation de�nes the relation by which a
more speci�c (or narrower) term is found. The path type labelled generalisation
de�nes the opposite relation by which a more generic (or broader) term is found.
For example, in the \peddler" use case the concept salesmanwas found as general-
isation of the concept peddler. In WordNet the concept mountain was found as a
generalisation of Fuji via three relations. By combining the a generalisation and a
specialisation a sibling term can be found. For example, in the \peddler" use case
the concept �sh salesmanwas found as a sibling of the conceptpeddler.

Figure 5.5: Association : Vocabulary terms associated by one or more relations.

The path type in Figure 5.5 labelled Association represents a path between
two vocabulary terms connected by an associative relation. By this path type an
associated term can be found. For example, in the �rst use case the concept the
activity trade was found via an association to salesman. A single path can contain
multiple association relations.

The four types of paths between vocabulary terms provide a means to extend
the object property path, replacing the single node with one or more related terms.
Inclusion of the di�erent path types has di�erent e�ects on the relation between
the artwork and the query. In the following two sections we investigate the role of
the di�erent path types in the search process, by (i) a qualitative evaluation with
the domain experts and (ii) a qualitative analysis of the results found.

5.6 Qualitative evaluation of path types

Having identi�ed the six path types through analysis of the data when then evalu-
ated to what extent the domain experts deem the information found by these path
types relevant for their search activities. We would like to evaluate the potential
relevance of the information itself, so we need to avoid that the experts' feedback is
in
uenced by RDF modelling 
aws in the RDF data set, bugs in the search engine
or confusing elements in the user interface of the Europeana \ThoughtLab". To
achieve this, we manually select web pages on the websites of the organisations
that originally provided the data before it was converted to RDF, where each web
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page shows some of the information directly resulting from applying one or more
path types to the original query. In this way, we collect six sets of web pages
for each query, where each set covers a speci�c type of information, and each set
consists of examples from the di�erent websites of the original content providers.

Each interview took place in the museum, using a museum computer to show
the participants the various webpages. Each interview lasted one hour, was voice
recorded and notes were taken by the conductor of the experiment and a second
observer. After reading a short description of the goals of the study and the outline
of the experiment, the participants were shown the six sets of pages. After seeing
each set, they were asked to comment freely on what they had seen and were also
asked �ve or six directed questions.

5.6.1 Searching free text �elds

To get feedback on the role of the di�erent metadata properties in the search
process, we showed the experts a set of pages from the collection websites. We
used pages that resulted from clicking on an individual search result associated to
one of the queries used in the �rst interview. We selected results that were found
by matches on di�erent properties, e.g. a page showing a painting with \peddler"
in the title, another page with a print with \peddler" in the description and a �nal
one with \peddler" in the depicted subject �eld. We asked the experts in which
�elds they would search.

All experts commented that searches on a controlled �eld, in general, yield
incomplete results. [P1]:\When I only need one or two examples, the thesaurus-
based search is best, because it will yield exactly the examples I need . . . but if I
really need all depictions of a speci�c topic, I will also search on free text �elds
such as title and description, because cataloguers never addall relevant terms to
the subject �eld." [P3]:\It depends if you know how thorough a collection has been
annotated. I know that the subject �eld has not been used for all objects of this
collection."

Experts strongly prefer to search in �elds using controlled vocabularies. In
practice, they need to search on the literal properties of free text �elds, because
they know the annotations with terms from controlled vocabularies are often in-
complete.

5.6.2 Search using controlled vocabularies

A key di�erence between searching object property �elds and searching in literal
property �elds is that the vocabularies can be used to explicitly disambiguate the
query if it has multiple interpretations (i.e. homonymy). We used web pages of the
thesauri providers' websites (i.e. from the Getty AAT, ULAN and TGN website,
Princeton's Wordnet site, the Joconde site of the French ministry of culture, the
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RKD site for Iconclass). Each web page showed the search results for the query in
the thesaurus, showing all di�erent interpretations of the query.

All experts appreciated being able to see the di�erent interpretations of the
query explicitly . [P1]: \Yes, if you know there are multiple meanings, you know
in advance you can expect lots of noise in the search results". All experts also like
the feature of thesaurus-based systems to search on only one speci�c meaning of a
term. [P2]: \If I search only on a thesaurus-controlled �eld, I would trust the list of
search results more, and would not click every result to check why it is a match".
Again, P3 uses this as a strategy to deal with errors in the data: [P3]: \I would
trust the results more than those of a free text �eld . . . but I would also search on
the other interpretations, just in case the cataloguers have made a mistake".

We conclude that when a query has multiple interpretations, experts would not
only like to be able to disambiguate and search using the intended interpretation,
but also to be made aware of other possible interpretations.

5.6.3 Search using equivalences

The key feature of the equivalence path type is that it links terms from di�erent
thesauri that have the same or similar meaning. We again selected web pages
from the thesauri web sites. We showed the participants that there are often
multiple thesauri containing terms relevant to their query, and showed the experts
that di�erent thesauri encode di�erent types of information related to their query.
Again, we asked them how useful these di�erent information elements would be in
their search process.

All experts found the thesauri that provided name variants (e.g. Fuji versus
Fujisan) and spelling variants (e.g. Fujisan versus Fuji-San) extremely useful, es-
pecially for person and location names. P2, looking at the name variants for Fuji
listed in TGN: [P2]: \Yes, this is very useful indeed. I would search on all variants
listed to see if the results would yield additional results." Also the multilingual as-
pects were considered useful: [P1]:\Having a domain-speci�c thesaurus in another
language is very useful, as normal dictionaries do not always cover the jargon I
am looking for. In addition, we are an internationally oriented museum, and the
search interface software on our website is multilingual. But the content is often
still in one language, which is confusing." [P3]:\For the names of saints, even
if you are using the Latin name, there are always subtle di�erences in di�erent
languages. So this is very useful."

We conclude that the experts consider equivalent relations across thesauri more
generally useful: their applicability is not limited to speci�c cases. They seem most
useful when the links to other thesauri bring in extra name or spelling variants, or
translations to other languages.
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5.6.4 Search using specialisation and generalisation

We selected web pages from the thesauri websites, with the term hierarchy fully
expanded wherever possible, showing all broader terms to the top of hierarchy, and
narrower terms wherever applicable.

When confronted with the full hierarchy experts responded positive [P3]: \Being
able to move down the hierarchy is useful for query re�nement when you have too
many results, or for broadening when you have too few". Most focussed on the
narrower relations: [P1]: \In general, the more speci�c you can be, the better." All
three also indicated a possible use for the more generic terms, but only in cases
where few results are found. P2 explained she might use more generic terms, but
only in combination with other terms or restrictions. After seeing that \Fuji" was
a narrower term of \mountain" in one thesaurus and of \Japan" in another: [P2]: \I
would do a new search by combining both \mountain" and \Japan"" .

The experts did not express a clear preference for the hierarchy from one the-
saurus above the other. One, however, expressed the need for semantic integration
of the di�erent hierarchies. [P1]: \In the ideal case, you should be able to use all
di�erent thesauri in a way that is fully integrated . . . but I do not know if that is
possible . . . it should be done right though, otherwise I would not trust it."

Experts had mixed opinions about the relevance of \sibling" terms, e.g. terms
with the same parent. [P3]: \ Maybe I would use these if the original query yields
insu�cient results . . . but even then, only if the terms are semantically close to the
original query." [P1]:\No. I would never use siblings in this case, as it would not
give new results. Fuji is by far the most important feature in this region. If a print
has been annotated with something else from this region, it would not depict Fuji
. . . otherwise Fuji would have been added as an annotation as well."

We conclude that experts see potential in using hierarchical relations for search,
but only if the other terms are semantically close, and even if this is the case, they
would only use them in speci�c cases.

5.6.5 Search using associations

As this path type is also thesaurus related, we again showed similar thesaurus
web pages, this time drawing the participant's attention to the section on the page
dedicated to horizontal relations. These relations might di�er widely, ranging from
general skos:related in the RKD thesaurus to speci�c ulan:brotherOf in ULAN.

Experts were all positive about this type of relations. After seeing Fuji being
related to \volcano" in WordNet: [P2]: \People always refer to Fuji as a mountain,
never as a volcano . . . but now I see this, I would also search for volcanoes in
Japan . . . I would not have thought of this myself." One expert even uses these
relations as part of a strategy to deal with errors in the data. [P3]: \For artists,
knowing family or apprenticeship relations is very important. If I know an artist
has a brother, for example, I would always search on the brother too, because works
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are sometimes attributed to the brother by mistake as the names are very similar.
Wrong attributions to students or teachers of an artist are also common."

Again we conclude that associative relations can potentially yield relevant
search results, but how to use them varies from case to case.

We conclude that experts prefer searching on a �eld that clearly indicates the
relation to the artwork and for which the annotation terms are taken from a con-
trolled vocabulary: this gives high precision, with results that can be quickly
assessed on relevance. They mainly use literal properties when striving for com-
pleteness: searching in free text �elds will yield additional results, but with lower
precision and the results typically require time consuming inspection to assess
their relevance. Equivalence paths seem useful, but mostly for name, spelling and
language variants. In addition, experts consider the information provided by the
hierarchical and association path types potentially useful in an interactive search
application. When and how they like to use this information depends, however,
on the context of the search task.

5.7 Exploring path type con�gurations

The analysis of the query types showed that a large number of paths relate art-
works to queries. In the previous section, we described how experts value the
information related to di�erent types of paths, where we manually collected the
related information. The question remains how these path types should be applied
in a search application. From the analysis in Section 5.5 we conclude that using
all path types for all queries results in too low precision. This is con�rmed by the
experts who indicated that they would use speci�c paths only in speci�c contexts.

To better understand how the di�erent types of paths can be used to e�ectively
support artwork search, more analysis is required. For this purpose we use the
25 queries that were most frequently submitted to the Europeana \ThoughtLab"
search engine. For each query we compute the number of artworks found for the
di�erent path types. In addition, we compute the number of vocabulary terms
found. You �nd an overview of this recall data in Table 5.3 (at the end of the
chapter).

In the following sections we discuss the di�erent columns of the table. We
provide a qualitative analysis for a number of topics, and based on observations,
discuss the precision of the retrieved artworks. To cover the full spectrum of
relevant topics further research is required.

5.7.1 Alternative matches for free text �elds

The experts prefer to search in �elds with terms from controlled vocabularies. For
the 25 search log queries we investigate if the vocabulary terms and the relations
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between them provide an alternative to �nding artworks by free text �elds. For this
purpose we �rst compute, for each query, the artworks found via a literal property
(LP). Accordingly we compute how many of these artworks are also found by a
matching vocabulary term, either used directly as an object property (OP) or
indirectly by a series of relations up to path length 5 (P5).

The column in Table 5.3 labelled LP shows for each query the total number of
artworks found via a matching literal property. The \ OP column shows how many
of these artworks are found via a vocabulary term with a label matching the query.
For the concept queries none of these artworks are found by an object property.
For most of the other types of queries the object property provides an alternative.
For example, the painting with the matching title \Van Gogh's bedroom in Arles"
is also found via the vocabulary term Vincent van Gogh, which is used as the value
of the dc:creator property.

On average 42% of the artworks found via a free text �eld can also be found
via an object property. Of the 58% of artworks without an object property many
are found via a match on an editorial note. For example, several artworks have
a literal property that describes the background literature used for cataloguing,
e.g. \the tulip book". These editorial notes match with the queries, e.g. book,
but the artworks found are in most cases not relevant. For some queries there
are, however, also relevant artworks that can only be found via a literal property.
For example, in the peddler use case the relevant artworks from the Rijksmuseum
collection could only be found via a matching title or description. In general, the
artworks found via literal properties cannot be excluded from the search results,
but some properties should be excluded to increase precision.

By using longer paths in the graph even more alternative paths become avail-
able to �nd artworks. The column in Table 5.3 labelled \ P5 shows the number
of artworks that can also be found by paths up to length 5. At path length 5,
79% of the artworks found via a free text �eld can be found via a vocabulary
term. For example, a painting created by Giovanni Antonio Boltra�o was found
for the query da vinci because it matched with the artwork's text of a description
property. The same artwork is also found via the vocabulary term for Boltra�o ,
which is the value of the dc:creator property, and this person is related to Leonardo
Da Vinci by the associative relation ulan:student of . We discuss in the following
paragraphs how to exploit these types of paths.

5.7.2 Using vocabulary terms for query disambiguation

The experts considered the vocabulary terms useful to disambiguate the query. We
investigate which vocabulary terms are good candidates for this type of query dis-
ambiguation. As a baseline we collect all vocabulary terms with a literal matching
the query. Next, we compute the di�erent literal properties by which these vocab-
ulary terms are found and the paths that relate them to artworks.
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The All column in Table 5.3 shows the total number of vocabulary terms with
a literal matching the query. For the concept and some location queries many
di�erent terms are found. Also for some person queries more than 100 di�erent
matching vocabulary terms are found. On further analysis we observe that a large
part of these vocabulary terms are found via descriptions, such as a biography.
The precision of the results found via these terms will be low. For example, the
vocabulary term for the Dutch politician Hendrikus Colijn matches the query war,
as this query occurs in his biography \...He served as minister of war ...". However,
most of the artworks where Hendrikus Colijn is the dc:subject do not depict war.

To increase precision we can consider using only the terms for which the query
matches with a \label property", rdfs:label or one of its sub-properties. The Label
column in Table 5.3 shows the number of vocabulary terms with a matching label.
Only 31% of terms matching the query are via a label property. For some queries
the number of di�erent vocabulary terms is still large. However, for disambiguation
not all the terms are required. The next column, labelled in OP , shows that only
14% of the terms with a matching label are directly related to an artwork. When
we are only interested in artworks found via object properties, these terms are
su�cient for the query disambiguation.

Where longer paths are used to �nd artworks, more vocabulary terms are re-
lated to the artworks and thus more interpretations of the query become available.
The column in Table 5.3 labelled in P5, shows the number of vocabulary terms
matching the query and related to artworks at path length 5. For the 25 queries
51% of the vocabulary terms with a matching label are related to an artwork at
path length 5. In other words when longer paths are considered more interpreta-
tions of the query lead to artworks.

5.7.3 Including equivalence

The external vocabularies provide information that the experts deem useful in the
search process. We investigate the e�ect of automatically including information
from external sources in the search process. As a baseline we collected all artworks
found via vocabulary terms with a matching label. The column labelled OP in
Table 5.3 shows the results. The next column, labelled +Eq , shows the number of
artworks found when equivalence relations are also included.

The e�ect of the equivalence relations is in general small. Only for the con-
cept queries signi�cantly more artworks are found. This increase is caused by the
external sources that provide English labels that can be matched with the query,
whereas the in-house vocabularies only provide Dutch or French labels. Including
the equivalence alignment relations, thus, provides support for multilingual search.
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5.7.4 Integrating specialisation and generalisation

The experts indicated that hierarchically related terms could be useful query sug-
gestions. We investigate how specialisation, generalisation and siblings can be
integrated into the search process. As a baseline we use the artworks found via ob-
ject properties and equivalence alignments (shown in the column labelled +Eq in
Table 5.3). The equivalence alignments are included to also make the hierarchical
relations from the external sources available to �nd artworks. Compared to this
baseline we investigate the additional artworks found by including specialisations,
generalisations and siblings.

The column labelled +Spec in Table 5.3 shows for each query the total number
of artworks found via one or more skos:narrower relations. For the concept and
location queries we see several large increases compared to the number of art-
works found via the equivalence path type alone. Automatically including these
specialisations can, however, result in many irrelevant artworks for a number of
queries. For example, the query rome matches with a vocabulary terms for the
city in Italy, but also with several mythological events from IconClass . Including
specialisations for all these terms will reduce precision, as typically only one or a
few interpretations of the query are intended. In these case it is better to apply
specialisation after the query is disambiguated.

The location and concept queries can also be generalised. However, these
generalisations lead to overly generic concepts, such as the continent Europe. We
do not further investigate generalisations of the queries here, but only note that for
more speci�c queries, such aspeddler in the �rst expert use case, generalisations
were more useful. Instead we take a closer look at sibling terms, the combination
of generalisation and specialisation. As shown in the +Sib column in Table 5.3,
the inclusion of sibling terms has dramatically increased the number of results. For
example, for the location queries artworks related to all other countries in Europe
are found. Again for the speci�c concept peddler, located deep in the hierarchical
structure, we observe that the sibling terms are closer related to the query. The
use of sibling terms should, thus, be in control of the user.

5.7.5 Integrating associations

The experts indicated that associations could be useful query suggestions. We
investigate the additional artworks found via association relations and the vocab-
ulary terms by which these artworks are found. The column labelled +Assoc in
Table 5.3 shows for each query the total number of artworks found via a path with
one or two association relations. For all types of queries we see an increase in the
number of artworks compared to the artworks found via object properties alone.
For all queries, on average 11 times as many artworks are found. In particular,
large increases are shown forperson queries. These are predominantly found via
the associative relations in ULAN. Large numbers of artworks are also found for
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the queries rome, italy and paris . The locations matching these queries are re-
lated to persons, for example by properties such asbirthPlace , and these persons
are themselves associated to other persons.

The column labelled Term in Table 5.3 shows the number of associated vocab-
ulary terms per query. A large number of vocabulary terms are associated with
a number of queries, with a maximum of 2,768 for the query paris . To get more
insight into the speci�c types of associations we compute the di�erent types of
properties by which these terms are found, the column labelled Rel. In particular,
for the queries with a large number of associated vocabulary terms we observe that
these are found by a relatively small number of relation types. We also compute
the di�erent types of associated terms e.g. person, location, event, collection and
concept, the column labelled Type. We observe that most queries are associated
to more than one type of term, but on average the queries have 2 di�erent types
of associated terms. We conclude that the types of the terms and the di�erent
relations, provide some categorisation of the large number of associations.

5.8 Implications for design

Based on the �ndings from the experiments we discuss the requirements to e�ec-
tively support domain experts in artwork search. We observed that the search
process typically consists of multiple iterations:

� The user starts with a basic keyword search to get an idea of the artworks
that are available in the collection,

� if insu�cient or irrelevant results are found the user reformulates the query,

� if the result set is too large the user adds additional �lters.

In this section we describe a number of implications on the search functionality
to support basic search, query reformulation and faceted result �ltering. For each
of these we describe how the search algorithm should be con�gured and discuss
the implications on the presentation of the search results and navigation paths.
Where applicable we discuss related work.

5.8.1 Basic search functionality

If the goal is to support the user in �nding artworks \directly" related to the query,
only literal and object property paths should be searched, in combination with the
equivalence relations to cater for name, spelling and language variants. To increase
precision of the obtained results, speci�c properties can be excluded. First, the
free text �elds found via editorial notes and sub properties of rdfs:comment could
be excluded, as these \meta" properties are unlikely to contain results that are
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relevant for most users. Second, only vocabulary terms with a matching literal
value of a sub-property of rdfs:label could be included, as the vocabulary terms
matching on other literal properties make the relation between query and result
indirect. Additionally, assessment of the results is, in both cases, more di�cult.
The user should, however, have the opportunity to disable these restrictions when
high recall is important.

There are tasks where the result set should also contain artworks related to
specialisations of the query. For example, for a query on works made in Germany,
it makes sense to also include works made in a city within Germany, as we observed
in the \Gregory" use case. The skos:narrower relation, however, is used for di�erent
types of specialisations in our data set and yields low precision for many queries.
For example, the concept war specialises inWordNet to battle; battle specialises
to soldier, but also to horse. It is unlikely that returning depictions of horses on
a query for depictions of war is the intended behavior for most search tasks. The
user should thus be able to control the in- or exclusion of specialisations.

In our data set, we observed that there are di�erent interpretations for most
queries and typically only one of these is intended by the user. The user experiment
(Section 5.6) and the result analysis (Section 5.7), showed that automatically in-
cluding the indirect relations for the other interpretations may dramatically reduce
precision. We thus advise not to include specialisations before the query has been
disambiguated. For the other types of relations we should be even more cautious.
Hollink et al. showed that there are only a few combinations of hierarchical rela-
tions from WordNet that actually yield good precision and recall ( Hollink et al.
2007). We thus advise to omit relations other than specialisation in the basic
search functionality. We discuss below how to use them for query reformulation.

In the presentation of the search results, the relation between the results and the
query should be communicated to the user, as the domain experts assess the results
found via controlled vocabulary terms di�erently from results found via a plain text
�eld. In ( Schreiber et al. 2008), for example, the results are clustered based on the
relation between results and query. As mentioned by Hearst, such clustering has
the advantage that irrelevant groups of results can be quickly eliminated ( Hearst
2006).

5.8.2 Interactive query reformulation

The large number and the diversity of the relations make it di�cult to e�ectively
include them automatically in basic search functionality. Koenemann and Belkin
also concluded that interactive query expansion improves e�ectiveness and user
satisfaction over automatic expansion ( Koenemann and Belkin 1996).

As most search sessions require several queries before the desired results are ob-
tained, e�ective support for interactive query reformulation would thus be a useful
feature of a semantic search application. The relations between vocabulary terms
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are likely candidates for such functionality. The experts indicated that they want
to explore multiple search strategies. We distinguish three such strategies based
on expert users feedback in Section5.6: disambiguation of the query with vocab-
ulary terms, specialisation or generalisation of the query and recommendation of
associated vocabulary terms.

Query disambiguation To disambiguate multiple interpretations of a keyword
query, the vocabulary terms should be provided as suggestions. The suggestions
should include at least all the vocabulary terms used in the basic search function-
ality, as for these it is known they are directly related to artworks. For further
exploration other related vocabulary terms could be suggested to the user. Pre-
senting them separately makes the user aware of the di�erence.

A selected vocabulary term provides the query for the basic search functionality.
The URI of this term can be directly used to �lter the results. This, however, will
not �nd results by free text �elds. It will require further research to discover if
and how the labels of the vocabulary terms can also be used for disambiguation of
the free text �elds.

In the presentation of the suggested navigation paths, ranking could help the
user choose the appropriate vocabulary terms. Meij et al. demonstrated the use
of DBPedia to discover the concepts contained in text-based queries (Meij et al.
2009). They show that the corresponding concepts can be e�ectively re-ranked
by learning the most e�ective features. The literature also provides suggestions
for grouping similar results. For example, the terms can be grouped by di�erent
types (Amin et al. 2009). This requires vocabulary terms to have more speci�c
types than skos:Concept alone. In Chapter 3 (Hildebrand et al. 2009) we concluded
that in term search additional information is often required to disambiguate terms
that have similar labels, for example, by showing the profession and birth date of
people.

Query specialisation or generalisation The hierarchically related vocabulary
terms could be presented to the user as specialisation or generalisation suggestions,
including at least the narrower terms and a broader term. The equivalence align-
ments could also be included, as di�erent thesauri provide their own hierarchical
structures.

The hierarchical relations of similar types of thesauri may need to be integrated
into a single structure. For geographical thesauri this is often straightforward.
In Chapter 3 (Hildebrand et al. 2009) we demonstrated that the integration of
TGN and the in-house location thesaurus of the Rijksmuseum created a useful
extension for both sources. TGN providing the top level of the hierarchy, with the
Rijksmuseum thesaurus contain speci�c details, such as street names (Hildebrand
et al. 2009). The hierarchical structures of di�erent types of thesauri are, however,
often better presented as alternatives, providing di�erent perspectives on the topic
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(e.g. art speci�c in AAT , religious, biblical and mythological in IconClass and
lexical in WordNet ).

For the interface to support the navigation, we advise a design that provides
interactive expansion, as this gives the user control over the path length and the
direction, preventing the explosion of related terms. In addition, Joho et al. also
showed that the presentation of a hierarchical structure can signi�cantly reduce
the time users need for query re�nement compared to suggestions presented in a
list ( Joho et al. 2002).

Recommending associated terms After disambiguation of the query, vocab-
ulary terms that are associated to the query, or otherwise related, could be made
available as query suggestions. The suggestion algorithm could even include com-
binations of all path types. For example, in the �rst use case the concept of trade
was associated to the conceptsalesman, which was a generalisation of the query
peddler .

In the presentation of suggested navigation paths it is important that the rela-
tion to the query is communicated. The experts indicated that the type of relation
helps to determine if a suggestion should be explored. Magennis and Rijsbergen
showed that it is often di�cult for end users to determine which suggestions are
more useful (Magennis and van Rijsbergen 1997) and Ruthven concluded that the
identi�cation of relationships among related information can help the user make
such a decision (Ruthven 2003).

As the number of associated vocabulary terms become large, additional organ-
isation needs to be provided. In Chapter 4 (Hildebrand et al. 2006) we demon-
strated the use of sub-property relations to hierarchically organise the properties
in the interface. To be helpful to the user, however, the sub-property hierarchy
needs to be well designed.

5.8.3 Result �ltering

In addition to reformulation of the query, the user also needs to be able to �lter
the result set on other dimensions. For example, P3 wanted to search for artworks
related to the query gregory , but only when they were made in Germany at a par-
ticular time. In addition, the user should be able to combine query reformulation
with result �ltering. For example, P2 wanted to generalise the Fuji in combination
with a constraint on the location, e.g. querying for volcanos (a generalisation of
Fuji) but constrained to results made or depicting scenes in Japan.

A popular method to interactively add these types of constraints is faceted
browsing (Yee et al. 2003). In Chapter 4 (Hildebrand et al. 2006) we showed that
this functionality can be e�ectively applied to RDF data. The precise integration
of facet browsing with basic search functionality and query reformulation requires
further research.
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The main implications for design are that basic search functionality should only
include literal and object properties, combined with equivalence. Hierarchical and
associative relations are best used after query disambiguation. In some cases,
specialisation of the query can be directly included after disambiguation, whereas
the inclusion of generalisation and associations always needs to be under control
of the user. The interactive search functionality for query reformulation needs to
be combined with methods for result �ltering.

5.9 Conclusion

We conclude that there is no one-size-�ts-all solution for semantic search. Instead
e�ective end-user support requires the user to explore di�erent search strategies,
such as direct search on the artworks metadata, query disambiguation, query spe-
cialisation and generalisation, suggestions of associated terms and result �ltering.
The search functionality to support these strategies require di�erent con�gurations
of the path types. A graph search algorithm should be able to support these con-
�gurations. We analysed the potential paths and their con�gurations for a speci�c
cultural heritage data set. In addition, the di�erent types of search results and
the large number of candidates for query reformulation require di�erent types of
organisation and presentation methods.

We consider this study a �rst exploration to better understand how to search in
semantically-rich and heterogeneous linked data. On the one hand, the qualitative
analysis con�rms the results already known in Information Retrieval, such as the
need for interactive solutions to word sense disambiguation, query expansion and
result �ltering. On the other hand, the study explored new aspects introduced by
linked data. First, the presence of multiple (partially) aligned vocabularies intro-
duces both new opportunities as well as new problems. Second, the annotations
from controlled vocabularies and the relations between the terms from these vo-
cabularies provide semantically-rich background knowledge. The explicit types of
the terms and relations within this background knowledge can be exploited in the
search functionality and result presentation.

We are currently working on implementations of speci�c types of search func-
tionality. In future work we plan to perform quantitative evaluations of these
individual solutions by conducting user experiments with a larger number of par-
ticipants performing a speci�c search task.
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Chapter 6

ClioPatria: Semantic search and
annotation framework

In this chapter we describe the architectural support required for the
three case studies Chapter 3, Chapter 4 and Chapter 5. We focus
on the support required for the graph search functionality described
in Chapter 5. In addition, we discuss how the con�gurations of the
result selection and presentation, as identi�ed in the case studies on
annotation Chapter 3 and semantic search Chapter5, can be supported
by parameterized web services. The implementation of the ClioPatria
framework proofs the feasibility of generic support for term and graph
search on RDF data sets and their parameterization to provide task-
speci�c support.

This chapter was published as \Thesaurus-based search in large het-
erogeneous collections" in the Proceedings of the International Seman-
tic Web Conference 2008 (Wielemaker et al. 2008), where it received
an honorary mention. It also appeared in the PhD thesis of Jan
Wielemaker (Wielemaker 2009b). It was authored together with Jan
Wielemaker and co-authored by Jacco van Ossenbruggen and Guus
Schreiber.

6.1 Introduction

Traditionally, cultural heritage, image and video collections use proprietary
database systems and often their own thesauri and controlled vocabularies to index
their collection. Many institutions have made or are making (parts of) their collec-
tions available online. Once on the web, each institution, typically, provides access
to their own collection. The cultural heritage community now has the ambition
to integrate these isolated collections and create a potential source for many new



98 Chapter 6

inter-collection relationships. New relations may emerge between objects from
di�erent collections, through shared metadata or through relations between the
thesauri.

The MultimediaN E-culture project 1 explores the usability of semantic web
technology to integrate and access museum data in a way that is comparable to
the MuseumFinland project ( Hyv•onen et al. 2005). We focus on providing two
types of end-user functionality on top of heterogeneous data with weak domain
semantics. First, keyword search, as it has become the de-facto standard to access
data on the web. Secondly, thesaurus-based annotation for professionals as well as
amateurs.

This chapter is organised as follows. In Sect. 6.2 we �rst take a closer look
at our data and describe our requirements by means of a use case. In section
Sect. 6.3 we take a closer look a search and what components are required to
realise keyword search in a large RDF graph. The ClioPatria infrastructure is
described in section Sect.6.4, together with some illustrations on how ClioPatria
can be used. We conclude the chapter with a discussion where we position our
work in the Semantic Web community.

6.2 Materials and use cases

Metadata and vocabularies In our case study we collected descriptions of
200,000 objects from six collections annotated with six established thesauri and
several proprietary controlled keyword lists, which adds up to 20 million triples.
http://e-culture.multimedian.nl/demo/) We assume this material is representative
for the described domain. Using semantic web technology, it is possible to unify the
data while preserving its richness. The procedure is described elsewhere (Tordai
et al. 2007) and summarised here.2

The MultimediaN E-Culture demonstrator harvests metadata and vocabular-
ies, but assumes the collection owner provides a link to the actual data object,
typically an image of a work such as a painting, a sculpture or a book. When in-
tegrating a new collection into the demonstrator we typically receive one or more
XML/database dumps containing the metadata and vocabularies of the collection.
Thesauri are translated into RDF/OWL, where appropriate with the help of the
W3C SKOS format for publishing vocabularies ( Miles and Bechhofer 2009). The
metadata is transformed in a merely syntactic fashion to RDF/OWL triples, thus
preserving the original structure and terminology. Next, the metadata schema is
mapped to VRA 3 , a specialisation of Dublin Core for visual resources. This map-
ping is realised using the `dumb-down' principle by means of rdfs:subPropertyOf

1 http://e-culture.multimedian.nl
2 The software can be found at http://sourceforge.net/projects/annocultor
3 Visual Resource Association, http://www.vraweb.org/projects/vracore4/
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and rdfs:subClassOf relations. Subsequently, the metadata goes through an en-
richment process in which we process plain-text metadata �elds to �nd matching
concepts from thesauri already in the demonstrator. For example, if the dc:creator
�eld contains the string Pablo Picasso, than we will add the concept ulan:500009666
from ULAN 4 to the metadata. Most enrichment concerns named entities (peo-
ple, places) and materials. Finally, the thesauri are aligned using owl:sameAs and
skos:exactMatch relations. For example, the art style Edo from a local ethno-
graphic collection was mapped to the same art style in AAT 5 (see the use cases
for an example why such mappings are useful). Our current database (April 2008)
contains 38,508 owl:sameAs and 9,635 skos:exactMatch triples and these numbers
are growing rapidly.

After this harvesting process we have a graph representing a connected network
of works and thesaurus lemmas that provide background knowledge. VRA and
SKOS provide |weak| structure and semantics. Underneath, the richness of the
original data is still preserved. The data contains many relations that are not
covered by VRA or SKOS, such as relations between artists (e.g. ULAN teacherOf
relations) and between artists and art styles (e.g. relations between AAT art styles
and ULAN artists ( de Boer et al. 2007)). These relations are covered by their
original schema. Their diversity and lack of de�ned semantics make it hard to
map them to existing ontologies and provide reasoning based on this mapping.

Use cases Assume a user is typing in the query \picasso". Despite the name
Picasso is a reasonably unique in the art world, the user may still have many
di�erent intentions with this simple query: a painting by Picasso, a painting of
Picasso, the styles Picasso has worked in? Without an elaborate disambiguation
process it is impossible to tell in advance.

Figure 6.1 show part of the results of this query in the MultimediaN demon-
strator. We see several clusters of search results. The �rst cluster contains works
from the Picasso Museum, the second cluster contains works by Pablo Picasso
(only �rst �ve hits shown; clicking on the arrow allows the user to inspect all re-
sults); clusters of surrealist and cubist paintings (styles that Picasso worked in; not
shown for space reasons), and works by George Braque (a prominent fellow Cubist
painter, but the works shown are not necessarily cubist). Other clusters include
works made from picasso marble and works with Picasso in the title (includes two
self portraits). The basic idea is that we are aiming to create clusters of related
objects such that the user can afterwards choose herself what she is interested in.
We have found that even in relatively small collections of 100K objects, users dis-
cover interesting results they did not expect. We have termed this type of search
tentatively `post-query disambiguation': in response to a simple keyword query the
user gets (in contrast to, for example, Google image search) semantically-grouped

4 Union List of Artist Names is a thesaurus of the Getty foundation
5 Art & Architecture Thesaurus, another Getty thesaurus
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Figure 6.1: Clustered result presentation when searching for \picasso".
Images of paintings courtesy of Mark Harden, used with permission.

results that enable further detailing of the query. It should be pointed out that
the knowledge richness of the cultural heritage domain allows this approach to
work. In less rich domains such an approach is less likely to provide added value.
Notably typed resources and relations give meaning to the path linking a literal
to a target object.

Another typical use case for search concerns the exploitation of vocabulary
alignments. The Holy Grail of the uni�ed cultural-heritage thesaurus does not
exist and many collection owners have their own home-grown variants. Consider
the situation in Figure 6.2, which is based on real-life data. A user is searching for
\tokugawa". This Japanese term has actually two major meanings in the heritage
domain: it is the name of a 19th century shogun and it is a synonym for the
Edo style period. Assume for a moment that the user is interested in �nding
works of the latter type. The Dutch ethnographic museum in Leiden actually has
works in this style in its digital collection, such as the work shown in the top-
right corner. However, the Dutch ethnographic thesaurus SVCN, which is being
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Figure 6.2: Explore alignment to �nd Edo painting from \tokugawa". Image
of print courtesy of Museum Volkenkunde.

used by the museum for indexing purposes, only contains the label \Edo" for this
style. Fortunately, another thesaurus in our collection, the aforementioned AAT,
does contain the same concept with the alternative label \Tokugawa". In the
harvesting process we learned this equivalence link (quite straightforward: both
are Japanese styles with matching preferred labels). The objective of our graph
search is to enable to make such matches.

Although this is actually an almost trivial alignment, it is still extremely useful.
The cultural-heritage world (like any knowledge rich domain) is full of such small
local terminology di�erences. Multilingual di�erences should also be taken into
consideration here. If semantic-web technologies can help making such matches,
there is a de�nite added value for users.

6.3 Required methods and components

In this section we study the methods and components we need to realise the key-
word search described above. Our experiments indicate that meaningful matches
between keyword and target often involve chains of up to about �ve relations. At
this distance there is a potentially huge set of possible targets. The targets can
be organised by rating based on semantics or statistics and by clustering based
on the graph pattern linking a literal to the target. We discuss three possible ap-
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proaches: querying using a �xed set of graph patterns, completely unconstrained
graph search and best-�rst exploration of the graph.

6.3.1 Using a set of �xed queries

A cluster as shown in Figure 6.1 is naturally represented as a graph pattern as
found in many Semantic Web query languages. If we can enumerate all possible
meaningful patterns of properties that link literals to targets we reduce the search
process to �nding instances of all these graph patterns. This would be a typical
approach in Semantic Web applications such as DBin (Tummarello et al. 2006).
This approach is, however, not feasible for highly heterogenous data sets. Our
current data contains over 600 properties, most of which do not have a well de�ned
meaning (e.g., detailOf , cooperatedWith , usesStyle ). If we combine this with our
observation that is it quite common to �nd valuable results at 4 or even 5 steps from
the initial keywords, we have to evaluate a very large number of possible patterns.
To a domain expert, it is obvious that the combination of cooperatedWith and
hasStyle can be meaningful while the combination bornIn and diedIn (i.e., A is
related to B becauseA died in P , where B was born) is generally meaningless, but
the set of possible combinations to consider is too large for a human. Automatic
rating of this type of relation pattern is, as far as we know, not feasible. Even if the
above is possible, new collections and vocabularies often come with new properties,
which must all be considered in combination to the already created patterns.

6.3.2 Using graph exploration

Another approach is to explore the graph, looking for targets that have, often indi-
rectly, a property with matching literal. This implies we search the graph from Ob-
ject to Subject over arbitrary properties, including triples entailed by owl:inverseOf
and owl:SymmetricProperty . We examine the scalability issues using unconstrained
graph patterns, after which we examine an iterative approach.

Considering a triple store that provides reasoning over owl:inverseOf and
owl:SymmetricProperty it is easy to express an arbitrary path from a literal to
a target object with a �xed length. The total result set can be expressed as a
union of all patterns of �xed length up to (say) distance 5. Table 6.1 provides the
statistics for some typical keywords at distances 3 and 5. The table shows total
visited and unique results for both visited nodes and targets found which indicates
that the graph contains a large number of alternative paths and the implementa-
tion must deal with these during the graph exploration to reduce the amount of
work. Even without considering the required post-processing to rank and cluster
the results it is clear that we cannot obtain interactive response times for many
queries using blind graph exploration.

Fortunately, a query system that aims at human users only needs to produce the
most promising results. This can be achieved by introducing a distance measure
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Keyword Dist. Literals Nodes Targets Time

Visited Unique Visited Unique (sec.)

tokugawa 3 21 1,346 1,228 913 898 0.02
steen 3 1,070 21,974 7,897 11,305 3,658 0.59
picasso 3 85 9,703 2,399 2,626 464 0.26
rembrandt 3 720 189,611 9,501 141,929 4,292 3.83
impressionism 3 45 7,142 2,573 3,003 1,047 0.13
amsterdam 3 6,853 1,327,797 421,304 681,055 142,723 39.77

tokugawa 5 21 11,382 2,432 7,407 995 0.42
steen 5 1,070 1,068,045 54,355 645,779 32,418 19.42
picasso 5 85 919,231 34,060 228,019 6,911 18.76
rembrandt 5 720 16,644,356 65,508 12,433,448 34,941 261.39
impressionism 5 45 868,941 50,208 256,587 11,668 18.50
amsterdam 5 6,853 37,578,731 512,027 23,817,630 164,763 620.82

Table 6.1: Statistics for exploring the search graph for exactly Distance steps
(triples) from a set of literals matching Keyword . Literals is the number of
literals holding a word with the same stem as Keyword ; Nodes is the number
of nodes explored and Targets is the number of target objects found. Time
is measured on an Intel Core duo X6800.

and doing best-�rst search until our resources are exhausted(anytime algorithm) or
we have a su�cient number of results. The details of the distance measure are still
subject of research (Rocha et al. 2004), but not considered vital to the architectural
arguments in this article. The complete search and clustering algorithm is given
in Figure 6.3. In our experience, the main loop requires about 1,000 iterations to
obtain a reasonable set of results, which leads to acceptable performance when the
loop is pushed down to the triple store layer.

6.3.3 Term search

The combination of best-�rst graph exploration with semantic clustering, as de-
scribed in Figure 6.3, works well for 'post-query' disambiguation of results in ex-
ploratory search tasks. It is, however, less suited for quickly selecting a known the-
saurus term. The latter is often needed in semantic annotation (Chapter 3) (Hilde-
brand et al. 2009) and `pre-query' disambiguation search tasks. For such tasks we
rely on the proven autocompletion technique, which allows us to quickly �nd terms
related to the pre�x of a label or a word inside a label, organise the results (e.g.,
organise cities by country) and provide su�cient context (e.g., date of birth and
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1. Find literals that contain the same stem as the keywords, rate them on minimal edit
distance (short literal) or frequency (long literal) and sort them on the rating to form
the initial agenda

2. Until satis�ed or empty agenda , do

(a) Take highest ranked value from agenda as O. Find rdf (S,P,O ) terms. Rank the
found S on the ranking of O, depending on P . If P is a subProperty of owl:sameAs,
the ranking of S is the same as O. If S is already in the result set, combine their
values using R = 1 � ((1 � R 1 ) � (1 � R 2 )). If S is new, insert it into agenda , else
reschedule it in the agenda.

(b) If S is a target, add it to the targets . Note that we must consider rdf (O,IP,S ) if
there is an inverseOf (P,IP ) or P is symmetric.

3. Prune resulting graph from branches that do not end in a target.
4. Smush resources linked by owl:sameAs, keeping the resource with the highest number

of links.
5. Cluster the results

(a) Abstract all properties to their VRA or SKOS root property (if possible).
(b) Abstract resources to their class, except for instances of skos:Concept and the

top-10 ranked instances.
(c) Place all triples in the abstract graph. Form (RDF) Bags of resources that match to

an abstracted resource and use the lowest common ancestor for multiple properties
linking two bags of resources.

6. Complete the nodes in the graph with label information for proper presentation.

Figure 6.3: Best �rst graph search and clustering algorithm

death of a person). Often results can be limited to a sub-hierarchy of a thesaurus,
expressed as an extra constraint using the transitive skos:broader property. Al-
though the exact technique di�ers, the technical requirements to realise this type
of search are similar to the keyword search described above.

6.3.4 Literal matching

Similar to document retrieval, we start our search from a rated list of literals that
contain words with the same stem as the searched keyword. Unlike document
retrieval systems such as Swoogle (Ding et al. 2004) or Sindice (Tummarello et al.
2007), we are not primarily interested in which RDF documents the matching
literals occur, but which semantically related target concepts are connected to
them. Note that term search (Sect. 6.3.3) requires �nding literals from the pre�x
of a contained word that is su�ciently fast to be usable in autocompletion interfaces
(see alsoBast and Weber 2007).
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6.3.5 Using SPARQL

If possible, we would like our search software to connect to an arbitrary SPARQL
endpoint. Considering the �xed query approach, each pattern is naturally mapped
onto a SPARQL graph pattern. Unconstrained graph search is easily expressed
too. Expressed as a CONSTRUCT query, the query engine can return a minimal
graph without duplicate paths.

Unfortunately, both approaches proved to be unfeasible implementation strate-
gies. The best-�rst graph exploration requires one (trivial) SPARQL query to �nd
the neighbours of the next node in the agenda for each iteration to update the
agenda and to decide on the next node to explore. Latency and volume of data
transfer make this unfeasible when using a remote triple store.

The reasoning for clustering based on the property hierarchy cannot be ex-
pressed in SPARQL, but given the size and stability of the property hierarchy we
can transfer the entire hierarchy to the client and use local reasoning. After ob-
taining the clustered results, the results need to be enriched with domain speci�c
key information (title and creator) before they can be presented to the user. Re-
questing the same information from a large collection of resources can be realised
using a rather inelegant query as illustrated in Figure 6.4.

SELECT ?l1 ?l2 ...
WHERE { { ulan:artists1 rdfs:label ?l1 } UNION

{ ulan:artists2 rdfs:label ?l2 } UNION
...

}

Figure 6.4: Query the labels of many resources

We conclude that SPARQL is inadequate for adaptive graph exploration algo-
rithms, incapable of expressing lowest common parent problems and impractical
for enriching computed result sets 6 . Finally, regular expression literal matching
cannot support match on stem. Pre�x and case insensitive search for contained
word can be expressed. Ignoring diacritic marks during matching is generally re-
quired when dealing with text from multiple languages using multiple scripts, but
is not supported by the SPARQL regular expression syntax. 7

6.3.6 Summary of requirements for search

� Obtain rated list of literals from stem and pre�x of contained words.

6 Some of these issues are being addressed in the changes that will be made to the SPARQL
query language to form SPARQL 1.1 http://www.w3.org/TR/2009/WD-sparql11-query-20091022/

7 Some regex variations support diacritic mark matching. For example CQP http://www.ims.
uni-stuttgart.de/projekte/CorpusWorkbench/
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� The OWL primitives owl:inverseOf and owl:SymmetricProperty are used to
specify which relations are searched in both directions.

� Entailment over owl:TransitiveProperty is used to limit results to a particular
hierarchy in a SKOS thesaurus.

� Entailment over owl:sameAs for term search.

� The best-�rst graph exploration must be tightly connected to the triple store
to enable fast exploration of the graph.

� Reasoning with types as well as the class, concept and property hierarchy.
This includes �nding the lowest common parent of a set of resources in these
hierarchies. Note that none of these form strict trees (i.e., the relations form
cycles and nodes have multiple parents).

6.4 The ClioPatria search and annotation toolkit

We have realised the functionality described in the previous section on top of the
SWI-Prolog 8 web and Semantic Web libraries (Wielemaker et al. 2008; Wiele-
maker et al. 2007) that are distributed as standard packages of SWI-Prolog. This
platform provides a scalable in-core RDF triple store ( Wielemaker et al. 2003) and
a multi-threaded HTTP server library (( Wielemaker et al. 2008)). ClioPatria is
the name of the reusable core of the E-culture demonstrator, the architecture of
which is illustrated in Figure 6.5. First, we summarise some of the main features
of ClioPatria.

� Running on a Intel core duo X6800@2.93GHz, 8Gb, 64-bit Linux it takes
120 seconds elapsed time to load the 20 million triples. The server requires
4.3Gb memory for 20 million triples (2.3Gb in 32-bit mode). Time and space
requirements grow practically linear in the amount of triples.

� The store provides safe persistency and maintenance of provenance and
change history based on a (documented) proprietary �le format.

� Di�erent operations require a di�erent amount of entailment reasoning. No-
tably deleting and modifying triples complicates maintenance of the pre-
computed entailment. Therefore, reasoning is as much as possible based on
backward chaining, a paradigm that �ts naturally with Prolog's search driven
programming.

8 http://www.swi-prolog.org
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Figure 6.5: Overall architecture of the ClioPatria server

6.4.1 Client-server architecture

In contrast to client-only architectures such as Simile's Exhibit ( Huynh et al. 2007),
ClioPatria has a client-server architecture. The core functionality is provided as
HTTP APIs by the server. The results are served as presentation neutral data ob-
jects and can thus be combined with di�erent presentation and interaction strate-
gies. Within ClioPatria, the APIs are used by its web applications. In addition,
the APIs can be used by third party applications to create mash-ups.

The ClioPatria toolkit contains web applications for search and annotation.
The end-user applications are a combination of server side generated HTML and
client side JavaScript interface widgets. The generated HTML contains the layout
of the application page including place markers for the interface widgets. The in-
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terface widgets are loaded into the page on the client side and populate themselves
by requesting data through one of the APIs.

The reusability of the design is demonstrated by a variety of applications that
use ClioPatria, either as central server or as service within a larger application.
Besides for the MultimediaN E-Culture demonstrator 9 for which ClioPatria was
developed, it is currently in use by the following projects. The K-Space European
Network of Excellence is using ClioPatria to search news.10 At the time of writing
Europeana11 is setting up ClioPatria as a demonstrator to provide multilingual
access to a large collection of very divers cultural heritage data. The ClioPatria
API provided by the E-Culture Project is also used by the CATCH/CHIP project
Tour Wizard that won the 3rd prize at the Semantic Web Challenge of 2007. For
the semantic search functionality CHIP uses the web services provided by the
ClioPatria API.

6.4.2 Output formats

The server provides two types of presentation oriented output routines. Compo-
nents are Prolog grammar rules that de�ne reusable parts of a page. A component
produces HTML and optionally posts requirements for CSS and JavaScript. For ex-
ample, the component localview emits an HTML div and requests the JavaScript
code that realises the detailed view of a single resource using an AJAX widget.
Components can embed each other. Applications produce an entire HTML page
that largely consists of con�gured components. HTML pages, and therefore ap-
plications, cannot be nested. The HTML libraries de�ne a resource infrastructure
that tracks requests for CSS and JavaScript resources and uses this together with
declarations on CSS and JavaScript dependencies to complete the HTML head
information, turning components into clean modular entities.

Client side presentation and interaction is realised by JavaScript interface wid-
gets. The widgets are built on top of the YAHOO! User Interface (YUI) library. 12

ClioPatria contains widgets for autocompletion, a search result viewer, a detailed
view on a single resource, and widgets for semantic annotation �elds. The re-
sult viewer can visualise data in thumbnail clusters, a geographical map, Simile
Exhibit, Simile Timeline and a Graphviz 13 graph visualisation.

The traditional language of choice for exchanging data over the network is
XML. However, for web applications based on AJAX interaction an obvious alter-
native is provided by JSON ( JavaScript Object Notation 14 ), as this is processed
natively by JavaScript capable browsers. JSON targets at object serialisation

9 http://e-culture.multimedian.nl/demo/search
10 http://newsml.cwi.nl/explore/search
11 http://www.europeana.eu/
12 http://developer.yahoo.com/yui/
13 http://www.graphviz.org/
14 http://www.json.org/
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rather than document serialisation and is fully based on UNICODE. James Clark,
author of the SP SGML parser and involved in many SGML and XML related
developments acknowledges the value of JSON.15 JSON is easy to generate and
parse, which is illustrated by the fact that the Prolog JSON library, providing
bi-directional translation between Prolog terms and JSON text counts only 792
lines. In addition the community is developing standard representations, such as
the SPARQL result format ( Clark et al. 2007).

6.4.3 Web services provided by ClioPatria (API)

ClioPatria provides programmatic access to the RDF data via several web ser-
vices16 . The query API provides standardised access to the data via the SPARQL.
As we have shown in Sect.6.3 such a standard query API is not su�cient to pro-
vide the intended keyword search functionality. Therefore, ClioPatria provides an
additional search API for keyword-based access to the RDF data. In addition,
ClioPatria provides APIs to get resource-speci�c information, update the triple
store and cache media items. In this chapter we only discuss the query and search
API in more detail.

6.4.3.1 Query API

The SPARQL library provides a Semantic Web query interface that is compatible
with Sesame (Broekstra et al. 2002) and provides open and standardised access to
the RDF data stored in ClioPatria.

Both SPARQL are translated into a Prolog query that relies on the rdf (S,P,O)
predicate provided by SWI-Prolog's RDF library and on auxiliary predicates that
realise functions and �lters de�ned by SPARQL. Conjunctions of rdf/3 statements
and �lter expressions are optimised through reordering based on statistical in-
formation provided by the RDF library ( Wielemaker 2005b). Finally, the query
is executed and the result is handed to an output routine that emits tables and
graphs in various formats speci�ed by SPARQL.

6.4.3.2 Search API

The search API provides services for graph search (Figure 6.3) and term search
(Sect. 6.3.3). Both services return their result as a JSON object (using the seri-
alisation for SPARQL SELECT queries, Clark et al. 2007). Both services can be
con�gured with several parameters. General search API parameters are:

� query (string j URI ): the search query.

15 http://blog.jclark.com/2007/04/xml-and-json.html
16 http://e-culture.multimedian.nl/demo/doc/
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� �lter (false j Filter ): constrains the results to match a combination of Fil-
ter primitives, typically OWL class descriptions that limit the results to
instances that satisfy these descriptions. Additional syntax restricts results
to resources used as values of properties of instances of a speci�c class.

� groupBy (false j path j Property ): if path , cluster results by the abstracted
path linking query to target. If a property is given, group the result by the
value on the given property.

� sort (path length j score j Property ): Sort the results on path-length, seman-
tic distance or the value of Property .

� info (false j PropertyList ): augment the result with the given properties and
their values. Examples are skos:prefLabel , foaf:depicts and dc:creator .

� sameas(Boolean): smushes equivalent resources, as de�ned byowl:sameAs or
skos:exactMatch into a single resource.

Results that are semantically related to a keyword, e.g. \picasso" can be re-
trieved through the graph search API with the HTTP request below. The vra:Work
�lter limits the results to museum objects. The expression view=thumbnail
is a shorthand for info = ["image":"thumbnail", "title":"vra:creator",
"subtitle":"dc:creator"] .

/api/search?query=picasso&filter=vra:Work&groupBy=path&view=thumbnail

Parameters speci�c to the graph search API are:

� view (thumbnail j mapj timeline j graph j exhibit ): shorthands for speci�c
property lists of the info parameter.

� abstract (Boolean): enables the abstraction of the graph search paths over
rdfs:subClassOf and rdfs:subPropertyOf , reducing the number of clusters.

� bagify (Boolean): puts (abstracted) resources of the same class with the
same (abstracted) relations to the rest of the graph in an RDF bag. For
example, convert a set of triples linking a painter over various sub properties
of dc:creator to multiple instances of vra:Work into an RDF bag of works
and a single triple linking the painter as dc:creator to this bag.

� steps (Integer): limits the graph exploration to expand no more than Integer
nodes.

� threshold (0.0..1.0): cuts o� the graph exploration at the given semantic
distance (1.0: close; 0.0 in�nitely far).
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For annotation we can use the term search API to suggest terms for a particular
annotation �eld. For example, suppose a user has typed the pre�x \pari" in a
location annotation �eld that only allows European locations. We can request
matching suggestions by using the URI below, �ltering the results to resources
that can be reached from tgn:Europe using skos:broader transitively:

/api/autocomplete?query=pari&match=prefix&sort=rdfs:label&
filter={"reachable":{"relation":"skos:broader","value":"tgn:Europe"}}

Parameters speci�c to the term search API are:

� match (prefix j stemj exact ): de�nes how the syntactic matching of literals
is performed. Autocompletion, for example, requires prefix match.

� property (Property , 0.0..1.0): is a list of RDF property-score pairs which
de�ne the values that are used for literal matching. The score indicates pref-
erence of the used literal in case a URI is found by multiple labels. Typically
preferred labels are chosen before alternative labels.

� preferred (skos:inScheme , URI ): in case URIs are smushed the information
of the URI from the preferred thesaurus is used for augmentation and organ-
isation.

� compound (Boolean): if true , �lter results to those where the query matches
the information returned by the info parameter. For example, a compound
query paris, texas can be matched in two parts against a) the label of the
place Paris and b) the label of the state in which Paris is located.

6.5 Discussion

In this chapter we analysed the requirements for searching in large, heterogeneous
collections with many relations, many of which have no formal semantics. We
presented the ClioPatria software architecture we used to explore this topic. Three
characteristics of ClioPatria have proved to be a frequent source of discussion:
the non-standard API, the central main memory store model and the lack of full
OWL/DL support.

6.5.1 API standardisation

First, ClioPatria's architecture is based on various client-side JavaScript Web ap-
plications around a server-side Prolog-based reasoning engine and triple store. As
discussed in this chapter, the server functionality required by the Web clients can
not be provided by an o�-the-shelf SPARQL endpoint. This makes it hard for Se-
mantic Web developers of other projects to deploy our Web applications on top of
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their own SPARQL-based triple stores. We acknowledge the need for standardised
APIs in this area. We hope that the requirements discussed in this chapter provide
a good starting point to develop the next generation Semantic Web APIs that go
beyond the traditional database-like query functionality currently supported by
SPARQL.

6.5.2 Central, main memory storage model

From a data-storage perspective, the current ClioPatria architecture assumes im-
ages and other annotated resources to reside on the Web. All metadata being
searched, however, is assumed to reside in main memory in a central, server-side
triple store. We are currently using this setup with a 20M triples dataset, and
are con�dent that our current approach will easily scale up to 300M triples on
modern hardware (64Gb main memory). Our central main memory model will not
scale, however, to the multi-billion triple sets supported by other state-of-the-art
triple stores. For future work, we are planning to investigate to what extent we
can move to disk-based or, given the distributed nature of the organisations in
our domain, distributed storage strategies without giving up the key search func-
tionalities of our current implementation. Distribution of the entire RDF graph
is non-trivial. For example, in the keyword search, the paths in the RDF graph
from the matching literals to the target resources tend to be unpredictable, varying
highly with the types of the resources associated with the matching literals and
the type of the target resources. Implementing a fast, semi-random graph walk in
a distributed fashion will likely be a signi�cant challenge. As another example, in-
terface components such as a Web-based autocompletion Widget are based on the
assumption that a client Web-application may request autocompletion suggestions
from a single server, with response times in the 200ms range. realising su�ciently
fast responses from this server without the server having a local index of all liter-
als that are potential suggestion candidates will also be challenging. Distributing
carefully selected parts of the RDF graph, however, could be a more promising
option. In our current data sets for example, the sub-graphs with geographical
information are both huge and connected to the rest of the graph in a limited and
predictable fashion. Shipping such graphs to dedicated servers might be doable
with only minor modi�cations to the search algorithms performed by the main
server. This is a topic we need to address in future work.

6.5.3 Partial OWL reasoning

From a reasoning perspective, ClioPatria does not provide traditional OWL-DL
support. First of all, the heterogeneous and open nature of our metadata repos-
itories ensures that even when the individual data �les loaded are in OWL-DL,
their combination will most likely not be. Typical DL violations in this domain
are properties being used as a data property with name strings in one collection,
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and as an object property with URIs pointing to a biographical thesaurus such as
ULAN in the other; or rdfs:label properties being used as an annotation prop-
erty in the schema of one collection and as a data property on the instances of
another collection. We believe that OWL-DL is a powerful and expressive subset
of OWL for closed domains where all data is controlled by a single organisation.
It has proved, however, to be unrealistic to use OWL DL for our open, heteroge-
neous Semantic Web application where multiple organisations can independently
contribute to the data set.

Secondly, our application requires the triple store to be able to 
exibly turn on
and o� certain types of OWL reasoning on a per-query basis. For example, there
are multiple URIs in our dataset, from di�erent data sources, representing the
Dutch painter Rembrandt van Rijn . Ideally, our vocabulary mapping tools have
detected this and have all these URIs mapped to one another using owl:sameAs.
For an end-user interested in viewing all information available on Rembrandt, it
is likely bene�cial to have the system perform owl:sameAs reasoning and present
all information related to Rembrandt in a single interface, smushing all di�erent
URIs onto one. For an expert end-user annotating an artwork being painted by
Rembrandt the situation is di�erent. When selecting the corresponding entry from
a biographical thesaurus, the expert is probably interested into which vocabulary
source the URI is pointing, and how entries in other vocabularies di�er from the
selected one. This requires the system to largely ignore the traditional owl:sameAs
semantics, present all triples associated with the di�erent URIs separately, along
with the associated provenance information. This type of ad-hoc turning on and
o� of speci�c OWL reasoning is, to our knowledge, not supported by any o�-the-
shelf SPARQL endpoint, but crucial in all realistic multi-thesauri Semantic Web
applications.

Thirdly, we found that our application requirements rarely rely on extensive
subsumption or other typical OWL reasoning. In the weighted graph exploration
we basically only consider the graph structure and ignore most of the underlying
semantics, with only a few notable exceptions. Results are improved by assigning
equivalence relations such asowl:sameAs and skos:exactMatch the highest weight
of 1:0. We search the graph in only one direction, the exception being proper-
ties being declared as anowl:SymmetricProperty . In case of properties having an
owl:inverseOf , we traverse the graph as we would have if all \virtual" inverse triples
were materialised. Finally, we use a simple form of subsumption reasoning over the
property and class hierarchy when presenting results to abstract from the many
small di�erences in the schemata underlying the di�erent search results.
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Con�guring Semantic Web interfaces
by data mapping

From the three case studies (Chapters 3, 4 and 5) it became clear
that di�erent types of user interaction are required and the search
functionality and presentation methods of these need to be con�gured
for the speci�c domain and task. In this chapter we propose a method
to con�gure interface components for Semantic Web applications. We
describe how the underlying data model of interface components can
be formally de�ned, allowing Semantic Web application developers to
con�gure a component using familiar RDF constructs. This chapter
demonstrates how the search functionality and presentation methods
of interface components can be con�gured for di�erent domains.

This chapter was published as \Con�guring semantic web interfaces by
data mapping" in the Proceedings of the Workshop on Visual Interfaces
for the Social Semantic Web (Hildebrand and van Ossenbruggen 2009)
and was co-authored by Jacco van Ossenbruggen.

7.1 Introduction

Semantic Web data is typically rich in interconnections and highly heterogeneous.
Designing user interfaces for applications that use this type of data is intrinsically
hard. Designing interfaces for highly diverse data tends to lead to overly generic
interfaces that do not communicate the richness of the data to the end user. On
the other hand, interfaces that communicate this richness e�ectively tend to work
well for only a set of �xed schemata and not for the entire dataset. Finding a
sweet spot that balances these two forces is not trivial, especially if one takes
into account that most Semantic Web developers are not UI specialists, and often
have even little a�nity with UI design. The problem is even deepened because
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many Semantic Web developers tend to build UIs from scratch, as the �xed data
model that is assumed by many o�-the-shelf UI toolkits seems to con
ict with the
heterogeneity of their data.

In this chapter, we argue that for a wide range of applications, such a sweetspot
can be identi�ed and formally modelled in RDFS or OWL. By building standard
interface components on top of this model, building an initial interface can be as
easy as mapping the application's data model to this interface model.

This approach has the advantage that it leverages the signi�cant amount of de-
sign, implementation and testing e�ort already invested in today's Web UI toolkits,
and we believe that reuse of these commonly available toolkits will, in general, lead
to better interfaces than interfaces that are designed and implemented from scratch
by a (small) Semantic Web research team.

In addition, it replaces the traditional con�guration and tailoring that is needed
to adapt a generic interface to a local dataset by a straight forward RDF data
mapping task, a skill most Semantic Web developers will have. By providing
default mappings, it is even possible to provide a no-con�guration, �rst crude
version of a user interface, very early in the application development life cycle.
This will give RDF data developers the \instant grati�cation" that has made many
Web 1.0 and 2.0 applications so popular. It also encourages them to, during their
data modelling and data development tasks, think about how their data will be
used in the end-user applications, and how their modelling decisions may impact
the interface.

Finally, while our approach provides pre-packaged solutions for common tasks,
it does not prohibit application developers to go beyond those solutions in order to
add more advanced or more application speci�c interface components. It is built
to be extended or to build other layers on top of it.

This chapter is structured as follows. In the next section, we discuss related
work and compare it to the approach proposed in this chapter. As an example
user interface model and its binding to a Web UI toolkit, we discuss the interface
model upon which the ClioPatria ( Wielemaker et al. 2008) interface components
are built, and how these components are implemented on top of the Yahoo! User
Interface (YUI) library. We show how this model can be used to easily create two
interfaces, one in the cultural heritage domain and one in the news domain. In the
last section, we discuss the pros and cons of our approach.

7.2 Related Work

modelling part of the user interface in RDF is in itself not new. Fresnel ( Pietriga
et al. 2006) is a good example of an RDF vocabulary that can be used to specify
the presentation details of the RDF data as they appear in the user interface.
For interface widgets Fresnel forms a good solution to de�ne the visualisation of
individual data items within a widget. The Fresnel vocabulary can't be applied



Configuring Semantic Web interfaces by data mapping 117

to for the con�guration of widget speci�c properties as this requires a vocabulary
speci�c for this widget.

Simile's faceted browser Longwell supports Fresnel for the visualisation of the
results (SIMILE 2005 ). In addition, the set of facets displayed in the interface can
be de�ned in a con�guration �le in RDF. The individual facets are, however, not
be con�gurable.

Web interface widgets have become a standard in web development. The choice
among JavaScript libraries is numerous and all provide a convenient abstraction
of low-level issues, such as cross-browser support. Interface widgets for semantic
content are also available. Eetu M•akel•a et. al. provide several interface widgets
that work on top of their ontology service infrastructure ONKI ( M•akel•a et al.
2007). Example widgets are autocompletion and faceted navigation. They also so
seem to strive for easy con�guration of the widgets, but have not presented a clear
model for this.

The approach of semantic widgets is also used by the Semantic Web company
Mondeca 1 .

7.3 Combining the Yahoo! User Interface Library with the
ClioPatria Interface Model

In many domains there is a central role for persons, locations, times and artefacts.
Sometimes these are modelled together as an event. For example, in the cultural
heritage domain works of art are created by persons at a speci�c time and location.
In a �gurative art it may also be important to know which persons, times and
locations are depicted. News images are also made on a speci�c time and place
by a speci�c photographer and depict an event often involving persons, times and
locations. Persons, locations and times are thus good candidates for a central
model which is su�ciently generic, while su�ciently speci�c to answer the classic
who, where and when questions to the end user. Man-made artefacts also play a
central role in many domains and there speci�c properties can often be abstracted
from by using, for example, a general vocabulary such as Dublin Core. In addition,
di�erent domains often deploy their own set of speci�c thesaurus concepts that
describe the properties of events. We found that SKOS provides a su�ciently rich
and abstract model to describe these concepts and their relations.

Within the semantic search and annotation framework ClioPatria ( Wielemaker
et al. 2008) we have developed several interface widgets. When deploying ClioPa-
tria in a speci�c application domain we use persons, locations, times, artefacts and
thesaurus concepts as an intermediate model between the interface model and the
domain speci�c details of the underlying RDF data. In the following paragraphs

1 http://www.mondeca.com/index.php/en/intelligent topic manager/applications/
semantic portal semantic widgets
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we explain the con�guration dimensions of two of these interface widgets, auto-
completion and faceted navigation, and show how this can be captured in an RDF
interface model. In the next section we show how the intermediate model sketched
above can be mapped to these widget's interface models.

7.3.1 Example 1: Autocompletion

Autocompletion is an interface feature that allows users to type only a few charac-
ters instead of a full word or phrase. After the user has entered the �rst characters,
the system responds by completing the word or phrase. If the characters typed
in so far can be completed in more than one way, most interfaces present a list of
multiple options. The user can than either select one of the options from the list,
or continue typing to narrow down the number of options.

Figure 7.1: Autocompletion suggestions of historical persons. Underneath
the name a short biography is displayed. This contains the nationality,
role/profession and birth/death date. Note that for the �rst person listed,
only the profession is available in the data. The abbreviation RMA, shown
to the right, indicates the thesaurus source.

In context of the Semantic Web autocompletion is useful to quickly �nd a vo-
cabulary term by one of its labels 2 . In Chapter 3 (Hildebrand et al. 2009) we
argued that for di�erent tasks and data sets autocompletion widgets require a
di�erent con�guration. The screenshots in Figure 7.1 and Figure 7.2 show auto-
completion suggestions of historical persons and thesauri concepts. In the next
section we discuss the con�gurations of these two widgets, here, we focus on the
main di�erences between these two widgets. First, the widgets suggest a di�er-
ent type of term (e.g. persons and concepts), thus, requiring a di�erent selection
of the right RDF resources. Second, the persons areorganised in an alphabeti-
cally ordered list, while the concepts are grouped by di�erent thesauri and ranked

2 For sake of simplicity we do not consider �nding terms by a label of a related term.
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Figure 7.2: Autocompletion suggestions of thesauri concepts. Results from
both IconClass and WordNet are shown, each presented in a separate
group. A secondary panel shows more information for the highlighted term
(\[45K] siege, position war"), including the hierarchical structure the term
is part of. The hierarchy contains the term itself in bold, its ancestors and
the direct children. Images of the prints used with permission, courtesy of
the Rijksmuseum Amsterdam.

according to popularity. Finally, the individual suggestions are visualised di�er-
ently in each widget. The suggested persons are shown with extra biographical
information, whereas, the concepts are shown within their hierarchy.

The two examples are built on top of the YUI autocompletion widget. The YUI
widget contains several client side con�guration parameters, it supports custom
functions for result formatting, construction of remote data requests and it provides
many event handlers. Although this is su�cient to con�gure the widget for an RDF
data source, we experienced that it required extensive JavaScript programming to
obtain the appropriate con�gurations. For example, visualising di�erent types of
information requires the con�guration of the server request as well as the client
side JavaScript formatting functions.
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An interface model for an autocompletion widget provides a single focal point
for the con�guration of a widget and only requires Semantic Web modelling skills.
Note, we do not claim that this is a complete model for autocompletion, we merely
want to illustrate that it is possible to de�ne an interface model for an autocom-
pletion widget in RDF. The model we present is for an extended version of the
YUI autocompletion widget ( Hildebrand et al. 2007). We added support for clus-
tered presentation of search results, a secondary display that is shown when the
user hovers over a suggestion, a single con�gurable result formatting function and
support for easy con�guration of the server side search algorithm.

Figure 7.3: Interface model for ClioPatria's thesaurus concept autocomple-
tion widget. All organisation and visualisation properties are optional.

An interface model for the RDF concept autocompletion widget is shown in Fig-
ure 7.3. The widget contains three main con�guration properties that correspond
with the three phases of the search process: selection, organisation and visualisa-
tion. For the selection of the appropriate term it should be known what type of
terms should be selected and which literals should be used to �nd these terms?
The �rst is con�gured by providing an rdfs:Class for :target 3 . The second re-
quires the de�nition of a collection of RDF label properties for :match . The order

3 The properties and classes used in the interface models are contained in our own namespace
http://e-culture.multimedian.nl/ns/interface/ . In this chapter we omit this namespace and
simply write a colon.
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of the properties indicates which property has preferences in case the same term
is found by multiple labels. The selected terms can then be organised in a list or
in groups of di�erent lists. The grouping is performed on the values of the RDF
properties provided for :group . The terms in the list can be ordered according
to several criteria and are de�ned in a collection as a value of :sort . The built
in constant, exact puts all terms with an exact matching label before terms with
partial matching labels. Another built in constant is inlink that sorts the terms by
the number of incoming links they have in the graph. Further sorting criteria are
the display labels (explained in the next paragraph) or any RDF Property. The
number of results that are returned can be limited by de�ning :max. In a grouped
organisation the maximum applies to the number of items within a group. Finally,
terms that are de�ned as equivalent (owl:sameAs or skos:exactMatch) are shown
as a single suggestion when:smush is set to true.

Figure 7.4: Layout of an autocompletion result. Primary display with a
preLabel, the label itself, an alternative label between brackets, a postLabel
aligned on the right side and a subLabel on a second line. The secondary
panel provides additional space for larger content, such as images, descrip-
tions and trees.

The results are visualised in a primary display panel. Besides the matching
label itself the formatting function can print four additional labels: :preLabel ,
:altLabel ,
:postLabel and :subLabel . Figure 7.4 shows the skeleton of the primary display
and an additional secondary result display. The secondary display, shown when
the user hovers over a suggestion, provides place markers for an image, a longer
piece of text and a tree containing the result.
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7.3.2 Example 2: Faceted browsing

Facet browser interfaces provide a convenient way to navigate through a wide range
of data collections. Originally demonstrated in the Flamenco system ( Yee et al.
2003), facet browsing has also become popular in the Semantic Web community
thanks to MuseumFinland (Hyv•onen et al. 2005) and other systems (Huynh et al.
2007; m.c. schraefel et al. 2005; SIMILE 2005 ). An individual facet highlights
one dimension of the underlying data. Often, the values of this dimension are
hierarchically structured. By visualising and navigating this hierarchy in the user
interface, the user is able to specify constraints on the items selected from the
repository.

The facet browser we developed within ClioPatria, /facet (Chapter 4) (Hilde-
brand et al. 2006), can be applied to any RDF dataset. By considering the Class
and Property hierarchy as special facets the user could con�gure the interface to
her needs. In the Class facet the user selects the target objects (e.g. documents
or persons) and from the Property facet she selects the facets she wants to nav-
igate (e.g. creator and subject for documents or birth place and birth date for
persons). This approach provides an instant interface for Semantic Web engineers.
Presenting the raw data is, however, not suited for end user applications. In the
project HealthFinland it was demonstrated that through careful user studies a
more user-friendly con�guration of the facets can be achieved ( Suominen et al.
2007b).

Consider a faceted interface on a collection of documents. Each individual
facet contains the values within one dimension. For example, one facet might
display all the creators, whereas, another might display the subject categories. On
an RDF data source this type of value selection corresponds to the values of a
particular RDF property (e.g. dc:creator and dc:subject). Other selection criteria
are also possible, such as all instances of a particular Class. In a similar fashion
as the autocompletion suggestions, di�erent types of facet values require di�erent
methods of organisation. The creators might be best organised in an alphabetically
ordered list, while the hierarchical structure is important for the subject categories.
Also the visualisation of facet values shows similarities with the autocompletion
widget. Adding extra information in the display may help to disambiguate similar
values. In addition, speci�c types of values (e.g. geographical locations and dates)
are suited for alternative visualisation (geographical map and timeline).

When the number of de�ned facets is too large to be shown in the interface, it
has to be de�ned which facets are shown. In Longwell a facet view can be de�ned
as a collection of facets for a particular target. The facets de�ned in this view
are shown, while all other facets are collapsed and available on requested. An
alternative method is to allow multiple views and allow the user to select the most
appropriate view. For example, the creation view contains all facets that cover the
creation of a document, whereas, the content view contains the facets about the
topic. In either solution, a view de�nes which facets are selected for display.
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As an example we describe a possible model for a faceted navigation widget. A
screenshot of this widget, used for a collection of news items, is shown in Figure7.9.
The widget displays multiple facets that are de�ned in a facet view and allows
the selection of alternative views. The individual facets are built on top of the
autocompletion widget, which allows re-use of its organisation and visualisation
methods. In addition, it allows autocompletion within each facet. Again, we make
the disclaimer that our purpose is not to provide a complete model for faceted
navigation, but merely to illustrate that it is possible to de�ne an interface model
for a faceted navigation widget in RDF.

Figure 7.5: Interface model for ClioPatria's faceted navigation widget.

An interface model for a faceted navigation widget is shown in Figure 7.5.
The widget can contain multiple facet views, that each apply to the objects of
a particular Class. Each facet view contains an RDF list of facets. A facet is
con�gurable in the selection of facet values, the organisation and visualisation of
these values. At the moment our widget only supports the selection of facet values
from an RDF Property. The con�guration of the organisation and visualisation is
similar to that of the autocompletion widget. In addition, the facet values can be
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organised hierarchically, meaning that initially only the root values of the hierarchy
are shown and after selection of one of these its children become available.

7.4 Con�guring interface widgets: a mapping task

Given an interface model the con�guration of a Semantic Web application becomes
a task of mapping the right properties and classes to this model. In practice, this
often means �rst �nding a suited intermediate model for the domain. For example,
in terms of persons, locations and times. Second mapping this intermediate model
to the widget's interface model. We illustrate the mapping task with two use
cases: con�guring autocompletion components for an annotation application and
con�guring faceted navigation for a news application.

7.4.1 Use case 1: Rijksmuseum annotation user experiment

In Chapter 3 (Hildebrand et al. 2009) we developed a prototype interface for the
subject annotation performed at the Rijksmuseum in Amsterdam, the Netherlands.
The professional annotators of the Rijksmuseum describe thousands of artworks
a year by assigning terms from controlled vocabularies. Finding the right term is
complicated because the vocabularies used are large, very detailed, contain similar
terms (or even duplicates) and often the annotator does not know exactly how to
spell a term. We experienced that autocompletion helps professional annotators
to �nd the right terms, but only when the widget is properly con�gured.

In an extensive study with these professionals we gathered the requirements
for term search from multiple thesauri. During an iterative process of prototyp-
ing and discussion we tested several con�gurations of autocompletion widgets. A
screenshot of the interface of the �nal prototype is shown in Figure 7.6. On the
right side the interface contains three autocompletion �elds to look-up terms from
thesauri and a free text �eld to input dates. One of the results of the study is that
the three autocompletion �elds all required a di�erent con�guration.

The interface model for the autocompletion widget, as described in the previous
section, is based on our �ndings at the Rijksmuseum. We acknowledge that a single
study might not be su�cient to determine a complete interface model that applies
to other domains. On the other hand, all three autocompletion �elds required
di�erent features and con�gurations. Furthermore, the three �elds cover generic
types of terms (persons, thesaurus concepts and locations) that are very likely to
be used in other domains as well.

We �rst introduce the vocabularies used in the annotation interface, before
describing the con�guration of the person and concept autocompletion �elds. We
used three thesauri with persons: Getty's United List of Artist Names 4 (ULAN ),

4 http://www.getty.edu/research/conducting research/thesauri/ulan/
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Figure 7.6: Interface of the Rijksmuseum subject annotation interface. The
four annotation �elds in the right column are con�gured to support e�ective
search in di�erent thesauri. Image of the print used with permission,
courtesy of the Rijksmuseum Amsterdam.

DBPedia's RDF version of person data 5 from Wikipedia ( WP ) and the Rijkmu-
seum's own people thesaurus. All three thesauri were mapped to the generic
\Person" scheme scheme of ULAN. For places we also used, Getty's Thesaurus
of Geographic Names6 (TGN ) and aligned it with the Rijksmuseum's place the-
saurus. We used SKOS for the geographical containment relations in combination
with location-speci�c properties from TGN. The concepts used in this domain were
also modelled or mapped to SKOS. In addition to the Rijksmuseum's events the-
saurus we added the RKD IconClass 7 thesaurus and, as a source for more general
terms, W3C's RDF version of Princeton's WordNet 8 .

5 http://dbpedia.org/
6 http://www.getty.edu/research/conducting research/thesauri/tgn/
7 http://www.iconclass.nl/
8 http://www.w3.org/2006/03/wn/wn20/
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7.4.1.1 Autocompletion on persons

:PersonAutocomplete
a :Autocomplete ;
:label "search person"@en;
:label "zoek persoon"@nl ;
:selection [

:target ulan:Person ;
:match (skos:prefLabel rdfs:label)

] ;
:organization [

:sort ("exact" :matchLabel);
:smushing "true"

] ;
:primaryDisplay [

:subLabel (
ulan:role
ulan:nationality
ulan:birthDate
ulan:deathDate

) ;
:altLabel skos:prefLabel ;
:postLabel skos:inScheme

] ;
:secondaryDisplay [

:description ulan:biography ;
:image vra:subject

] .

Figure 7.7: Person autocompletion allows autocompletion on instances
of ulan:Person . The results are sorted �rst on exact matches and then
alphabetically on the matching label. Results that are de�ned as equivalent
(skos:exactMatch or owl:sameAs) are smushed. Each result is displayed
with extra information. The primary display contains a short biography
composed out of the values di�erent properties and it contains the thesaurus
source. The secondary display contains a full description and an artwork
that depicts the person.

Figure 7.7 shows the con�guration of the autocompletion widget in the Who�eld.
The selection is restricted to terms of type ulan:Person . Note, the class of persons
in the Rijksmuseum thesaurus and DBPedia people are subclasses ofulan:Person .
We only consider literal values of skos:prefLabel and rdfs:label , where preference
is given to the skos:prefLabel as this is �rst in the list. The results are organised
alphabetically on the label and �rst showing all terms with an exactly matching
label. The professionals at the Rijksmuseum explicitly indicated that they expect
alphabetical ordering for a list of person names. As the autocompletion �eld gives
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access to the terms from di�erent overlapping vocabularies it turned out essential
to smush equivalent results to a single suggestion.

The primary display contains three labels in addition to the matching label.
The :altLabel is only shown in case the match was not found an askos:prefLabel .
Thus, when a hit is found by a skos:altLabel it's skos:prefLabel is also shown.
The :endLabel contains the value of the skos:inScheme property. Thus indicating
the thesaurus the term comes from. The professional annotators requested this
information as terms are suggested from their own as well as other thesauri. The
:subLabel shown beneath the main label is composed out of the values of four
properties. Together these compose a short biography of the person. The annota-
tors use this information to disambiguate similar persons from one another. The
secondary display contains an image depicting the person and a longer biography.

:ConceptAutocomplete
a :Autocomplete ;
:label "search concept"@en;
:label "zoek concept"@nl ;
:selection [

:target [
owl:unionOf (

ic:Concept ;
wn:Synset ;
rma:Event

)
] ;
:matchLabel (skos:prefLabel rdfs:label) ;

] ;
:organization [

:sort ("exact" "inlink") ;
:group skos:inScheme

] ;
:primaryDisplay [

:subLabel skos:broader
] ;
:secondaryDisplay [

:description skos:note ;
:image vra:subject

] .

Figure 7.8: Concept autocompletion allows autocompletion on instances
of skos:Concept . The results are sorted �rst on exact matches and then
on the number of in-links. The suggestions from the same thesaurus are
grouped together. In the secondary display a tree is shown with the all
ancestors and direct children of the result.
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7.4.1.2 Autocompletion on thesaurus concepts

Figure 7.8 shows the con�guration of the autocompletion widget in the What�eld.
We only describe the con�gurations that are di�erent from the Who�eld. The target
is de�ned as an owl:union of three classes,IconClass and WordNet terms and
the events from the Rijksmuseum thesaurus. The terms from the three thesauri
are each shown in a separate group. The Rijksmuseum wanted to give preference
to terms from IconClass and only use WordNet as a backup. organising the
results in di�erent groups allowed the annotators to easily compare terms from the
di�erent thesauri to one and other. Within each group the results are ordered by
the number of links that are pointing to the term. Intuitively, this means that the
popular terms are shown �rst.

7.4.2 Use case 2: K-Space Semantic News Browser

ClioPatria is used to support search and browsing of news items (Troncy 2008).
These news items are described with multimedia standards, news codes from the
IPTC standard and additional metadata from various thesauri modelled (mapped)
to SKOS. The additional metadata is acquired through extraction of named en-
tities such as persons, organisations and locations, from the textual stories. The
extracted named entities are mapped to existing resources available on the Web,
such as locations from Geonames, and persons from DBPedia. The data set in this
use case consists of news items from 2006, including the World Cup football.

A screenshot of the faceted interface from ClioPatria is shown in Figure 7.9.
The top part contains four facets: document type, creation site , event and
person. The result viewer, visible below the facets, contains news items related
to the keyword \zidane". The current query is shown in the header of the result
viewer. The user can extend the query by selecting values from the facets. In
this case the value \photo" is selected from the document type facet. The other
facets only contain values that correspond with the current result set. Note, this
prevents the user from constructing queries that lead to an empty result set.

Figure 7.10 shows an excerpt of the facet and facet view con�guration for
a news demonstrator. The creationSite facet applies to instances of the class
NewsItem, as indicated by the value of the :facetTarget property. This facet
will display values from the newsml:locCreated property. As the values are part
of a geographical containment hierarchy, this is used for the organisation. In the
screenshot of Figure 7.9 the creationSite facet it is visible that initially only
the children of the hierarchy root (e.g. World) are shown (e.g. Europe, Africa
and Asia). When one of these values is selected, the children available through the
hierarchical relation, geo:parentFeature , become available. Four facets are grouped
into a facet view that covers the content of news items. In a similar fashion other
facets can be grouped into views on the production and document characteristics.
The facet view menu shown in the screenshot on the top left allows the user to
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Figure 7.9: Faceted interface of the NewsML demonstrator. Four facets
are active: document type, creation site , event and person . The value
\photo" is selected from the document type facet. The full query also
contains the keyword \Zidane", as is visible in the header above the results.
Images used with permission, courtesy of INA.

select one of these facet views.

7.5 Conclusion and Future Work

We have shown how we can use RDF to model the interface widgets of a speci�c
Web application, an abstract intermediate data model, and the mapping between
these two models. We argue that this approach can provide developers with an
interface early in the development cycle of a Semantic Web application. As long
as the chosen widgets, associated interface model and intermediate model prove
to be su�ciently rich, all the developer needs to do is to provide the mappings (in
RDF) between his own data model and the intermediate model, using skills that
Semantic Web developers can be safely assumed to possess. This approach also
allows Semantic Web UIs to be built on top of existing Web tool kits, without
sacri�cing the heterogeneity and semantic richness of the underlying data.

A �rst drawback of our approach is that our interface models are typically
speci�c for a given interface widget or toolkit. If the same RDF data needs to be
displayed the same way in multiple interfaces, a vocabulary such as Fresnel, that
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:CreationSite
a :Facet ;
:label "creation site"@en ;
:label "maak lokatie"@nl ;
:target (newsml:newsItem) ;
:property newsml:locCreated ;
:hierarchy [

a :Hierarchy ;
:label "Geonames location hierarchy"@en ;
:label "Geonames locatie hierarchie"@nl ;
:relation geo:parentFeature ;
:root geo:World

].

:DepictedPerson
a :Facet ;
...

...

:ContentView
a :FacetView ;
:label "content"@en ;
:label "content"@nl ;
:target (newsml:newsItem ;
:facets
( :DocumentType

:DepictedEvent
:DepictedPerson
:CreationSite

) .

:ProductionView
a :FacetView ;
...

Figure 7.10: Excerpt of the facet and facet view con�guration for a news demonstrator

abstracts from the interface technology used, might be a better alternative. In
our applications, we have aimed to fully exploit the functionality of the interface
widgets, and have traded the advantages of extra functionality against generality.
Other developers might make a di�erent trade o�.

A second drawback surfaces when a given set of widgets and the associated
interface model provides insu�cient functionality. Then, extensions will require
traditional Web scripting skills to develop extensions to widget set, typically in-
volving a mix of HTML, CSS and JavaScript. But it also requires skills to be able
to model these extensions in RDF or OWL, and this combination of skills might
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be hard to �nd.
For future work, we would improve upon our current interface model and its

implementation. The current implementation is realised as an integral part of the
ClioPatria server framework, and we are investing ways to be able to apply the
same approach to create interfaces on top of arbitrary SPARQL endpoints.
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Conclusions

The goal of this thesis is to explore end-user access to semantically rich and het-
erogeneous linked data. To achieve this goal we investigated:

RQ 1. How semantically-rich graph structures can be used in search functionality
to support the user in �nding objects in heterogeneous linked data?

and,

RQ 2. How semantically-rich graph structures can be used in the presentation of
the results found in heterogeneous linked data?

The research questions were �rst addressed in a literature study (Chapter 2). In
a survey of search and browsing applications for Semantic Web data di�erent
types of search functionality and presentation methods are analysed. The survey
provides an overview of the semantic relations, algorithms and interface designs
used in existing applications. Without a common evaluation method 1 it, however,
remains unclear how well these technologies improve support for end-users. Given
a speci�c domain and search task it is, therefore, di�cult to determine which
semantic relations, algorithms and interface designs should be used to provide
e�ective access.

This thesis studied the search functionality and result presentation in three case
studies using the linked cultural heritage data: annotation, faceted browsing and
semantic search. Chapter 3 studied the required support for artwork annotation
in a user study with professional cataloguers from the Rijksmuseum Amsterdam.
The �nal prototype was successfully used for professional annotation in an exper-
imental setting and was judged positively by the cataloguers. The Rijksmuseum
Amsterdam is currently investigating integration of such a system in their work-

ow.

1 At the time of writing the 3rd Semantic Search workshop has announced the organisation
of a small-scale evaluation campaign for the �rst time. http://km.aifb.uni-karlsruhe.de/ws/
semsearch10/
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In Chapter 4, a generic solution for faceted browsing of heterogeneous linked
data was explored by the implementation of a prototype. The prototype provides
a completely data-driven solution that can be applied to any small to medium
sized RDFS repository. In addition to the cultural heritage domain it has been
used to give access to news images and articles (Troncy 2008), music songs and
artists ( Raimond and Sandler 2008) and historical events ( Shaw et al. 2009).

In Chapter 5, support for semantic search was investigated in two experiments.
First, the usefulness of di�erent paths of relations in linked data is investigated
in a user study with a small number of domain experts. A number of path types
are identi�ed and their usefulness is qualitatively evaluated. In the second exper-
iment, the implementation of the path types in a semantic search application is
investigated with the most frequently used queries from a search log. Implications
for the design of an interactive search application for cultural heritage are derived.

In Chapter 6, the architectural support for the required search algorithms is
investigated and their implementation as web services is discussed. The web ser-
vice of the MultimediaN E-Culture project is used by the CHIP project ( Aroyo
et al. 2007) to provide text-based search functionality within their recommenda-
tion system. In Chapter 7 the required interface designs, in the form of several
JavaScript Widgets, are discussed. To tailor the behavior of these widgets to a
speci�c domain and task a method was presented to support con�guration by data
mapping.

Below, we revisit the two research questions posed in Chapter1. We then re
ect
upon our work and discuss future research.

8.1 The research questions revisited

We discuss the high level conclusions for the two research questions based on the
�ndings of the literature study, the three cases studies and our experiences in
providing architectural support.

8.1.1 Search functionality for semantically-rich linked data

Semantically rich graph structures can be used in search functionality to provide
e�ective end-user support when the search algorithm is con�gured for the speci�c
data and task. In addition, interactive support should be provided for di�erent
phases of the search process. We discuss the need for con�guration of term search
and graph search algorithms, and the support for di�erent types of end-user inter-
action. Finally, we discuss how the semantic relations provided by RDF(S), OWL
and SKOS are used in the explored solutions.
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Con�guring search algorithms The literature study indicates that generic
text-based search functionality can be de�ned directly on top of the RDF data
model (Chapter 2). In the user studies on annotation (Chapter 3) and semantic
search (Chapter 5) we showed that this does not, however, provide su�cient sup-
port for end-user applications. To provide e�ective task-speci�c support search
algorithms need to be con�gured in several dimensions.

� E�ective support for annotation requires di�erent con�gurations of a term
search algorithm for di�erent search �elds. The interface described in the case
study on annotation (Chapter 3) required search �elds to describe the who,
what, where and when depicted on artworks. The �elds required di�erent
con�gurations of the search algorithm, for example, di�erent �lters had to
be provided to constrain the candidate results.

� E�ective support for semantic search requires con�gurations of a graph search
algorithm at di�erent phases of the search process. In the case study on
semantic search (Chapter 5) we derived that the process of searching for
artworks contains di�erent phases. Di�erent types of relations in the data
are useful in these phases. For example, the initial search results need to
include artworks related by literal and object properties as well as equivalence
alignments. For query reformulation, however, di�erent types of hierarchical
and associative relations between vocabulary terms need to be included.

To support the required search behavior for annotation (Chapter 3) and semantic
search (Chapter 5) we implemented con�gurable algorithms for term and graph
search. The algorithms are made available in ClioPatria as parameterized web
services (Chapter 6).

Supporting end-user interaction A search process often consists of multi-
ple cycles in which the user tries di�erent queries and explores di�erent search
strategies. Interactive solutions can e�ectively support the user in this process.

� Faceted browsing provides a generic solution to interactively navigate linked
data repositories. In the literature it is shown that faceted browsing can ef-
fectively support the user with the exploration of annotated objects (Chap-
ter 2). In the case study on faceted browsing (Chapter 4) we showed that
this interface paradigm can be applied to linked data. In addition, the tradi-
tional functionality, which only allows direct constraints on the results, can
be extended to support navigation of the graph structure to create indirect
constraints.

� Autocompletion provides e�ective end-user interaction when searching for
speci�c vocabulary terms. In the case study on annotation (Chapter 3) au-
tocompletion was successfully used by professional cataloguers to �nd an-
notation terms from multiple vocabularies. Autocompletion enabled users
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to quickly try multiple queries, as it allowed them to easily switch between
scanning the list of results, reducing or extending the query or creating a
new query.

� E�ective support for access to semantically-rich linked data requires di�erent
types of end-user interaction. In the case study on annotation (Chapter 3)
text-based search alone showed to be not always su�cient to �nd vocabulary
terms. In some cases the cataloguers wanted to navigate the hierarchical
structures in which the search results were contained. In the case study on
semantic search (Chapter 5), we observed that domain experts require sup-
port for multiple search strategies. To support these strategies we identi�ed
di�erent types of end-user interaction, for example, query disambiguation
by selecting vocabulary terms and query reformulation by navigating the
hierarchical structure.

Many reusable interface components that support user interaction are already
available on the Web. To apply these components, such as JavaScript widgets,
to heterogeneous linked data they have to be con�gured for the speci�c domain
and task. Typically this requires a developer for the programming and a domain
expert that knows how the domain speci�c data should be used in the component.
In Chapter 7 we proposed a method to capture the functionality of interface com-
ponents in a model. Once such a model is implemented there is no more need for
a programmer and the component can be con�gured by mapping domain speci�c
data to this model.

Using semantics for search functionality We explored the use of three2 types
of semantic relations available in the data: (i) thesaurus speci�c relations in the
original vocabularies, (ii) alignments between concepts from di�erent vocabularies,
(iii) lightweight schema mappings and (iv) ontological descriptions of properties.
We discuss how these semantic relations were used in the three case studies.

� SKOS provides a useful abstraction for vocabularies on which speci�c func-
tionality can be de�ned. As all vocabularies in the data set were modelled
or mapped to SKOS, we could use the SKOS relations to provide search
functionality for all vocabularies. For example, in the annotation prototype
(Chapter 3) the skos:prefLabel and skos:altLabel provided a generic means
to de�ne the values for string matching with the query and de�ne the pre-
ferred label in case multiple matches are found. The skos:broader relation
de�nes the hierarchical structure of a thesaurus, providing a generic means
to support hierarchical navigation of di�erent thesauri. This was used in the
prototypes for annotation (Chapter 3), faceted browsing (Chapter 4) and we

2 http://en.wikipedia.org/wiki/The Spanish Inquisition (Monty Python)
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proposed it as a method for query reformulation in an interactive semantic
search application (Chapter 5).

� Alignment relations allow the inclusion of data from external sources, increas-
ing recall in text-based search. In our data, equivalent terms from di�erent
vocabularies are aligned using theskos:exactMatch and owl:sameAs relations.
In the search functionality these equivalence relations allow information from
external sources to be included. For example, in the case study on annotation
(Chapter 3), the alignment with external vocabularies increased the available
information by which the terms from in-house thesauri could be found. They
provided useful spelling variations, synonyms, nicknames and multiple lan-
guages. In the user study on semantic search (Chapter5), the experts also
indicated a need for the integration of information from external vocabular-
ies. Here they provided additional literals as well as useful relations between
terms for query reformulation.

In our work we only considered equivalence alignments. Other alignment
relations, such as skos:closeMatch and skos:broaderMatch , also allow the in-
clusion of external information, but functionality should consider their asso-
ciative and hierarchical nature.

� Schema mappings enable integrated access to heterogeneous data while pre-
serving the richness of the individual collections and vocabularies. Instead of
a single unifying data model, the di�erent schemata of the collections and
vocabularies are aligned by lightweight mappings with rdfs:subPropertyOf
and rdfs:subClassOf relations. In the search functionality these mapping
relations enable integrated access. For example, in the faceted browsing pro-
totype (Chapter 4) the mappings from the collection speci�c properties to
a common super property enabled integrated access. For example, a facet
corresponding to the dc:creator property provides integrated access to the
large number of speci�c creator properties from the di�erent collections. At
the same time the rich information was maintained by allowing the user to
still select a facet corresponding to a collection speci�c property.

� Meta properties of the relations in the data enable integrated search function-
ality over heterogeneous linked data. The schemata in our data set contains
\meta" properties, such as owl:inverseOf and owl:symmetricProperty . These
are useful for data integration purposes. For example, the hierarchical rela-
tions are de�ned by some organisations using skos:broader , while others use
skos:narrower . SKOS de�nes that these two are each other inverse, using the
\meta" property owl:inverseOf . Applications only need to support the se-
mantics of such \meta" properties to provide integrated search functionality.
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8.1.2 Presenting the results found in heterogeneous linked data

Semantically rich graph structures can be used in the result presentation to pro-
vide e�ective end-user support when the presentation information and organisation
method is con�gured for the speci�c data and task. In addition, appropriate ab-
stractions in the data are required to make the large diversity in heterogeneous
data manageable. We discuss the need for con�guration of result organisation and
presentation methods, and the need for common abstractions in the data. Finally,
we discuss how the semantic relations can be used to support such con�guration
and abstraction.

Con�guring presentation algorithms Linked data contains various charac-
teristics and many speci�c RDF properties that can be used for the organisation
and presentation of the search results. To provide task-speci�c support di�erent
methods are required for di�erent types of terms.

� Unambiguous presentation of vocabulary terms requires di�erent types of ad-
ditional information for di�erent types of terms. In the case study on anno-
tation (Chapter 3) it became clear that a label alone was not always su�cient
to disambiguate di�erent vocabulary terms and additional information had
to be presented. The required information varied for di�erent types of terms.
For example, profession, nationality and birth/death dates for people, and
the country and place type for geographical locations.

� Search results from di�erent vocabularies require di�erent organisation strate-
gies. In the case study on annotation (Chapter 3) it became clear that
professional cataloguers prefer di�erent sorting and grouping strategies for
di�erent annotation �elds. For example, they preferred to sort people al-
phabetically, as this is a natural and transparent ordering for names. For
IconClass they preferred presentation of the concepts towards the top of
the hierarchy �rst, as they are used to navigating from these to more speci�c
concepts. Searching in multiple thesauri, e.g in WordNet and IconClass ,
the presentation of the results in separate groups for each vocabulary helps
to distinguish between di�erent types of term.

To support con�gurable result organisation and presentation the web service for
term search had to be extended (Chapter 6). In addition, the organisation and
presentation dimensions had to be included in the RDF model describing the auto-
completion widget. This provides a solution to con�gure the selection, organisation
and visualisation of the widget in a single con�guration �le (Chapter 7).

Providing appropriate abstractions Heterogeneous data contains a large
number of di�erent types of resources and relations. To avoid overwhelming the
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user, this diversity should not always be presented. For a speci�c domain, appro-
priate abstractions, which match with the conceptual model of the user, should be
identi�ed. In our studies on the cultural heritage domain artefacts, persons, loca-
tions, events and domain speci�c concepts were reoccurring abstractions. These
abstractions should be used in the presentation of the navigation paths and search
results to provide a manageable and coherent view.

� For a speci�c task a small number of abstract facets should be presented to
the user. For non-trivial data sets a generic solution for faceted browsing
will result in a very large number of facets. The rdfs:subPropertyOf relations
in the data provide a means to organise the facets and provide the user
with a smaller number of abstract facets (Chapter 4). To support a speci�c
task the existing properties in the data might, however, not match with the
user's conceptualisation of the domain. In this case, appropriate end-user
facets should be identi�ed and manually con�gured using mappings to the
underlying data.

� E�ective presentation of the search results requires the identi�cation of com-
mon abstractions in the domain that cover the richness of the data. In the
user study on semantic search (Chapter 5), the domain experts indicated
that their assessment of the search results depends on the relation to the
query. Results found by a literal property need manual assessment, whereas
the results found by a term from controlled vocabulary are trusted by the
relation to this term. The individual collections contain a large number of
di�erent types of relations by which artworks can be related to the query,
e.g. many speci�c types of creator relations. In the presentation of the initial
search results this level of detail should be hidden from the user. Instead, a
number of common high-level properties in the domain should be used, e.g.
creator and subject, to provide a simple uni�ed view on the results.

In the analysis of the graph search algorithm for the search log queries (Chap-
ter 5), a large number of related vocabulary terms were found as potential
candidates for query reformulation. The association relations by which these
terms are found and the classes they belong to provide a means to organ-
ise the suggestions for query reformulation. Using the right abstractions for
these properties and classes a large number of suggestions for query refor-
mulation can be organised while providing an intuitive navigation structure.

Using semantics for organisation and presentation In the result presen-
tation we explored the use of the same four types of semantic relations available
in the data: (i) thesaurus speci�c relations in the original vocabularies, (ii) equiv-
alence alignments between concepts from di�erent vocabularies (iii) lightweight
schema mappings and (iv) ontological descriptions of properties.
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� SKOS provides a useful abstraction for vocabularies on which speci�c pre-
sentation methods can be de�ned, but the use of domain speci�c vocabularies
is still required. In the case study on annotation (Chapter 3), the presenta-
tion properties of the results were partially available as the values of SKOS
properties, e.g. the preferred and alternative labels, a description and the
hierarchical structure. To this extent a generic presentation solution could
be provided. For the persons and locations, however, additional properties
were required, such as the profession, nationality and birth/death dates for
people. As di�erent vocabularies provided their own types of properties for
these values, mappings were required between these properties from di�erent
vocabularies.

� Equivalence alignments should be used to remove duplicate search results.In
the case study on annotation (Chapter 3), similar concepts from di�erent vo-
cabularies need to be presented as a single search result to prevent duplicate
results in the interface. The study showed that for this search task a conser-
vative alignment method is most suited. Incorrect alignments are harmful,
because they remove possible candidates from the search results whereas a
few duplicates in the interface are acceptable.

� Hierarchical relations between di�erent schema provide a useful dimension
to provide di�erent abstractions of the result presentation. In the case study
on faceted browsing (Chapter 4), it was shown that the rdfs:subPropertyOf
relations can be used as a dimension where along di�erent abstractions of
the available facets can be presented. This enables the user to interactively
choose the facets at the appropriate level of abstraction for the speci�c tasks.
For example, the facets capturing the common abstractions in the domain
provide a high level integrated view on all collections, while the existing
properties from the individual collections provide a detailed view but only
applies to a single collection.

In (Chapter 6) we showed how the paths in the graph, indicating the relation
to the query, can be used to group similar types of results together. Using
the collection and vocabulary speci�c properties and classes many queries
result in many di�erent types of paths. Abstracting the path using both
the rdfs:subPropertyOf and the rdfs:subClassOf relations enables groups of
results at di�erent levels of abstraction.

� Meta properties of the relations in the data enable a uni�ed view over hetero-
geneous linked data. The \meta" properties of the relations were used in a
similar fashion as in the search functionality, but in this case to generate the
presentation structures. For example, in the presentation of a single SKOS
concept, the use of owl:inverseOf guarantees that the view on the concept
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properties is independent of modelling decisions with respect to skos:broader
versus skos:narrower .

8.2 Discussion and future research

We identify three limitations in research described in this thesis: (I) the studies are
performed only in a single domain, (II) we focussed only on support for domain
experts (III) the studies only provide qualitative evaluations. We discuss each
limitation in turn. In addition, we discuss the required support for representing
the semantics used in this research.

Application to other domains A limitation of the research described in this
thesis is that all studies are performed in the cultural heritage domain. We can
not make general claims about the applicability of our solutions to other domains.
We expect, however, that our solutions can be used to support end-users in other
domains where objects are described with terms from structured vocabularies.
Evidence for this is provided by the application of the software described in this
thesis in the news domain (Troncy 2008), the music domain ( Raimond and Sandler
2008) and for historical events ( Shaw et al. 2009). At the time of writing, the
software is primarily used to showcase linked data in these other domains. To
provide e�ective end-user support for annotation, faceted browsing and semantic
search in these domains, further research is required. We expect that it will be
su�cient to model the common abstractions in the domain and con�gure the search
algorithm and presentation methods. Finding the appropriate abstractions and
con�gurations for a particular domain will require experimentation with the end-
users in this domain.

For some of the collections shared as open linked data on the Web, the objects
are not described with terms from vocabularies. In general, our solutions can
still be applied to access such collections. For example, the objects can be found
by their direct metadata with text-based search or by faceted browsing. The
speci�c search functionality and result presentation methods that are enabled by
the semantic relations are, however, not available. By enriching the metadata of
these collections additional functionality can be enabled. For example, a literal
value describing the creation site of an object can be replaced with a reference to a
term from a geographical vocabulary. This makes the semantics from the external
source available when accessing the collection, e.g. enabling access through the
geographical containment relations.

Support for domains with stronger ontological relations and/or rules was not
within the scope of this thesis. Exploiting the added value of formal reasoning in
end-user tasks such as annotation, search and faceted browsing requires further
research. On the other hand, we expect that in domains with strong ontological
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commitments there will also be di�erent end-user tasks than the search oriented
tasks considered in this thesis, requiring altogether di�erent support.

Broader user population A limitation of the studies performed in this research
is that they focused on support for expert users. We cannot make general claims
about the applicability of our solutions to other types of users. We expect, however,
that some of our solutions can applied to support other user populations, but that
the con�guration of the search functionality and the result presentation requires
adaptation to their speci�c needs.

In the case study on annotation (Chapter 3), we investigated support for do-
main experts when creating high quality descriptions. To support annotation by
the general public, future research is needed to better understand issues around
quality control, the type of annotations the general public would want to make
and the e�ort they would put into selecting vocabulary terms. We found some
indication that users that are less experienced in annotation cannot be expected
to carefully select the most appropriate term when multiple options are available.
Two of the study participants, who only occasionally provide artwork annotations,
often selected the �rst likely candidate without considering other options. The
end-user support should take this type of behavior into consideration.

In the case studies on search (Chapter5) and browsing (Chapter 4) we explored
data-driven approaches. This assumes that users are familiar with the representa-
tion of domain-speci�c knowledge, as this is directly exposed in the user interface.
We cannot expect all types of users to be familiar with highly speci�c represen-
tations. We believe that the solutions we explored can deal with this aspect. We
identi�ed the need for the use of common abstractions in the user interface. We
focused on this need to handle the heterogeneity of the data. This, however, also
provides a solution to adapt the information that is presented to the user at an
appropriate level. We experienced that these abstractions can themselves be mod-
elled in linked data and thus automatically appear in the data driven solutions.
In addition, they can be used in the con�guration of the interface components, as
explained in Chapter 7.

Towards quantitative evaluation In our studies we limited the evaluations
to qualitative analysis. Without commonly agreed upon evaluation methods or
benchmarks we can not make any claims about the comparison to other semantic
search systems. Working towards commonly agreed upon evaluation methods is,
however, not straightforward. The e�ectiveness of semantic search systems for a
speci�c task is a�ected by the quality and the modelling of the data, the behavior of
the algorithms and the design of the user interface. In addition, semantic systems
provide support in di�erent stages of the search process: query formulation, search
algorithm and result presentation.

Based on the conclusions of this thesis we expect that comparative studies are
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best performed using a speci�c type of functionality and considering a speci�c stage
of the search process. We hope that the community works in this direction, for
example in initiatives, such as the evaluation track of the Semantic Search 20103

workshop.

RDFS plus? The semantics used in our data set correspond to a subset of what
Allemang and Hendler ( Allemang and Hendler 2008) de�ned as \RDFS plus": a
subset of RDFS/OWL that provides su�cient utility for data integration and is
computationally practical to apply. Our experiences con�rm that in a domain with
collections of objects annotated with terms from structured vocabularies, RDFS
plus combined with SKOS provides su�cient utility for integrated access in the
tasks we studied. Furthermore, computation with these semantic relations could
be performed on the 
y the performance required for interactive applications. For
our purposes the following was su�cient:

� rdf:type to provide typing information. For vocabulary terms it is useful
to have more information than skos:Concept alone, such asPerson . In
the search functionality the types of objects and vocabulary terms help to
restrict and in the presentation to explain the results.

� rdfs:subClassOf and rdfs:subPropertyOf to de�ne lightweight mappings be-
tween di�erent schemata. In the search functionality this enables integrated
access. In the presentation it provides a uni�ed view on the results and
enables di�erent levels of abstraction.

� rdf:value to represent default values in N-ary relations. In the search func-
tionality it indicates that the value can be considered as a direct object
property. In the presentation it indicates what should be shown to the user.

� skos:broader and skos:narrower to de�ne hierarchical relations between vo-
cabulary terms. When more detailed hierarchical relations are already avail-
able they should be mapped to the relations in SKOS. In search functionality
this enables specialisation and generalisation. In the presentation it provides
a means to organise the results in an hierarchical structure.

� skos:related to de�ne associations between vocabulary terms. When more
detailed association relations are already available they should be mapped
to the relation in SKOS. In text-based search functionality this enables sug-
gestions for query reformulation and in the formulation of structured queries
to de�ne indirect constraints.

� skos:exactMatch and owl:sameAs to de�ne equivalence between resources. In
search functionality this enables the inclusion of information from external
sources. In the result presentation it allows the removal of duplicate terms.

3 http://km.aifb.uni-karlsruhe.de/ws/semsearch10/
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� owl:inverseOf and owl:symmetricProperty to de�ne characteristics of rela-
tions. In search functionality and result presentation this enables the uni�-
cation of modelling decisions.

Although we used transitive reasoning in the back-end, for example, in the facet
browser (Chapter 4) to �nd all objects transitively related to a selected value, we
did not consider it as a characteristic of the data. In our experiences the use
of transitivity varied per search functionality and task, instead for the type of
data. Furthermore, in the result presentation transitivity was used in the opposite
direction to �nd all ancestors for a given set of resources.

8.3 Looking ahead

Linked data on the Web has become reality. In 2009 both the US 4 and UK 5

governments have started to share information on the Web and parts of this are
being published according to the principles of linked open data. Publishing this
data is, however, only the start. Designing the applications so end-users can bene�t
from all this data is still a grand challenge. The work described in this research
has explored several aspects of this challenge. Above all, it has made clear that
there is no one-size-�ts-all solution to access linked data. Instead, speci�c tasks
require di�erent types of search functionality and result presentation methods and
these need to be carefully con�gured to provide e�ective end-user support.

Although much work lies ahead, we believe that with the right web services
in place, and con�gurable interface components at our disposal end-user access
to heterogeneous linked data has become within reach. Where on Web 2.0 a
programmer was required to create a Mash-up, integrated access on Web 3.0 will
follow from the relations in the data itself.

4 http://www.data.gov/
5 http://data.gov.uk/
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Summary

On the Web, organisations are opening up their data and services for re-use. This
openness allows information from di�erent sources to be combined, enabling ac-
cess in ways unforeseen by the original data providers. The Web applications that
combine di�erent data sources and services, also known as mash-ups, have become
a common solution to support speci�c end-user tasks. Creating these web applica-
tions, however, requires a developer to provide precise instructions on how to use
and integrate the data from di�erent sources.

Semantic Web technologies promise to simplify reuse of data from di�erent
sources. The Semantic Web representation languages provide a standardised way
to model and share knowledge on the Web. In addition, these languages allow
aspects of the semantics available in the data to be made explicit in a machine-
accessible way, enabling intelligent technologies to automatically infer how data
should be used and integrated.

A growing number of machine-accessible data sets is now being published and
linked together on the Web. The result is a large graph of linked data, describing
a variety of di�erent types of objects. In a survey study, we analyse applications
that provide access to this heterogeneous linked data. From this study we conclude
that Semantic Web applications support a wide variety of di�erent types of tasks
and provide access to di�erent types of data sets. It, however, remains unclear
how well these semantic technologies improve support for end-users, as commonly
agreed upon evaluation methods are lacking. Given a speci�c domain and search
task, it is thus di�cult to determine how the semantics in the data can be used to
bene�t the end user.

Within this thesis, cultural heritage is chosen as an application domain to study
end-user support for access to heterogeneous linked data. The semantically-rich
Web of culture data created in the MultimediaN E-Culture project is used as a
data set. The practical results of this research are made available as applications
and web services in ClioPatria, the open source framework of the project.

This thesis takes a �rst step in formulating, for a speci�c domain and a number
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of tasks, the requirements to support end-user access to semantically-rich and
heterogeneous linked data. Di�erent aspects of the search problem are explored
in three case studies: (i) artwork annotation to study how users can e�ectively
�nd terms in multiple vocabularies, (ii) faceted browsing on multiple collections
of annotated artworks to study the formulation of structured queries, and (iii)
semantic artwork search to study how the di�erent relations in linked vocabularies
can be used to �nd objects semantically related to a query.

Annotation In professional annotation the task of the user is to �nd vocabulary
terms to describe an artwork. In existing collection management systems the
annotation �elds each provide access to the terms of a single vocabulary. The
scope of the internal vocabulary used for this purpose are not always su�cient.
In particular, when describing the content depicted on artworks, the cataloguers
need to spend valuable time on extending the vocabularies with missing terms.
External sources on the Web can be used to extend the scope of annotation terms,
but this requires end-user support to �nd terms in multiple vocabularies. How
can text-based search be used to �nd terms in multiple vocabularies with di�erent
schemata and characteristics?

In a study with professional cataloguers at the Print room of the Rijksmu-
seum Amsterdam, we investigate how multiple vocabularies can be used in an
annotation tool. The initial requirements on the data, algorithms and interface
design are formulated based on an analysis of their current practices. In a process
of iterative prototyping, the requirements are re�ned and di�erent solutions are
explored. The solutions in the �nal prototype are qualitatively evaluated with feed-
back from the cataloguers. We found that end-users can be e�ectively supported
with existing technologies, such as client side interface components for autocom-
pletion, and server side algorithms for term search and result organisation and
presentation. However, the user interface and algorithms need to be carefully con-
�gured for di�erent annotation �elds and vocabularies. We identify the required
parameterization of the algorithms and user interface, and demonstrate successful
con�guration for a speci�c task and domain.

Faceted browsing Faceted browsing is a popular interface paradigm to sup-
port the formulation of structured queries to explore (artwork) collections. How
can the faceted interface paradigm be used to support the formulation of struc-
tured queries for linked data? Traditional faceted browsers require a homogeneous
collection with a single schema, whereas heterogeneous Semantic Web repositories
may contain di�erent types of objects each with their own facets. In addition,
structured queries on linked data involve indirect constraints that cannot be for-
mulated in traditional faceted browsers.

Based on a use case, we formulate the requirements for faceted browsing on
heterogeneous Semantic Web repositories. Solutions for the required search func-



Summary 157

tionality and presentation methods are explored by the implementation of a pro-
totype system. We found that the required functionality for any small to medium
sized RDFS repository can be supported with a completely data-driven solution.
The semantic relations in the data can improve end-user support by organising
the large number of facets. The formulation of indirect constraints is supported
in the prototype by allowing users to browse di�erent types of objects in the same
interface, and using the constraints on one type as constraints of a semantically
related type. However, we also found that to support a speci�c task the existing
properties in the data might not match with the user's conceptualisation of the do-
main. In this case, appropriate facets oriented to the end-user should be identi�ed
and manually con�gured.

Semantic search In many professional search tasks users want to �nd artworks
that are somehow related to a topic. To satisfy their non-trivial information needs,
domain experts often need to formulate multiple queries and manually combine
and integrate the various search results into a single coherent set of answers. Our
hypothesis is that the artwork annotations with terms from multiple structured
and interlinked vocabularies, and the relations among these terms, can help end-
users in the search process. To provide such semantic search we need to understand
which and how the di�erent types of relations in semantically-rich linked data can
support end-users.

Support for semantic search is investigated in two experiments. First, the use-
fulness of di�erent paths of relations investigated in a user study with a small
number of domain experts. A number of path types are identi�ed and their useful-
ness is qualitatively evaluated. In the second experiment, the implementation of
the path types in a semantic search application is investigated with the most fre-
quently used queries from a search log. Based on the �ndings of these experiments
the implications for the design of an interactive semantic search application in the
cultural heritage domain are discussed. We observed that the process of searching
for artworks contains di�erent phases. Di�erent types of relations in the data are
useful in these phases and di�erent types of end-user interaction are required to
support the user. For example, the initial search results need to include artworks
related by literal and object properties as well as equivalence alignments. Inter-
action should be provided for query disambiguation by selecting vocabulary terms
and query reformulation using di�erent types of hierarchical and associative rela-
tions between vocabulary terms. To support these strategies multiple interactive
interface components are required using di�erent con�gurations of a graph search
algorithm.

From the case studies we derived several architectural requirements on the search
functionality and result presentation methods. To support annotation and seman-
tic search, con�gurable term and graph search are required, as well as con�guration
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of the result organisation and presentation methods. Interactive solutions are re-
quired to support the user in trying di�erent queries and explore di�erent search
strategies. In the presentation of navigation paths and search results appropriate
abstractions in the data are required to support the user with the large number of
di�erent types of termen and relations.

The functionality for text-based search is implemented with generic algorithms
on the RDF data model, which can be con�gured in a number of dimensions.
The algorithms are made available in ClioPatria as parameterized web services.
The web services are extended with con�gurable algorithms for organisation and
presentation of the search results. The required user interaction is supported by
reusing and extending Web interface components. To support the con�guration of
these components and the web services used by them, we propose a method that
captures the functionality in a model. Accordingly the con�guration becomes a
mapping task that can be performed by a domain expert, reducing the need for a
programmer.

Within the explored solutions four types of semantic relations were used to im-
prove end-user support. First, the thesaurus-speci�c relations in the original data,
as de�ned in SKOS, provide a useful abstraction for vocabularies on which speci�c
functionality and presentation methods can be de�ned. Second, the equivalence
alignments between terms from di�erent vocabularies allow the inclusion of data
from external sources, increasing recall in text-based search. They also enable
the removal of duplicate search results. Third, lightweight schema mappings en-
able integrated access to heterogeneous data, while preserving the richness of the
individual collections and vocabularies. They also enable the use of di�erent ab-
stractions of the result presentation. Finally, ontological descriptions of properties
enable integrated search functionality over heterogeneous data.

In this thesis we showed that a Web of culture data can be used to improve
the support for domain experts with a number of tasks. To apply our results to
other domains and user populations, the appropriate abstractions in this domain
and the speci�c user needs have to be identi�ed, and the con�gurations of the
search functionality and presentation methods need to be investigated. Based
on the conclusions from this thesis we expect that future comparison of di�erent
semantic search systems is best studied for a speci�c type of functionality and
considering a speci�c stage of the search process.



Samenvatting

Ondersteuning van eindgebruikers in het ontsluiten van
heterogene gelinkte data

Organisaties maken op het Web hun data en services beschikbaar voor hergebruik.
Door dit openbaar beschikbaar maken kan informatie afkomstig van verschillende
bronnen worden gecombineerd. Dit maakt nieuwe manieren mogelijk om de in-
formatie te ontsluiten, die de oorspronkelijke dataleveranciers niet noodzakelijk
voorzien hadden. Webapplicaties die verschillende databronnen en services herge-
bruiken zijn bekend als `Mash-ups', en worden een gangbare oplossing om speci�eke
gebruikerstaken te ondersteunen. Het ontwerpen van dit soort applicaties vereist
echter een ontwikkelaar die moet aangeven hoe de data van verschillende bronnen
moeten worden gebruikt en ge•�ntegreerd.

Technologie•en voor het Semantische Web beloven het hergebruik van verschil-
lende databronnen makkelijker te maken. De representatietalen voor het Seman-
tische Web bieden een gestandaardiseerde manier om kennis te modelleren en te
delen. Bovendien kan met deze talen de betekenis van verschillende aspecten in de
data expliciet gemaakt worden, zodat machines automatisch kunnen bepalen hoe
de data moeten worden gebruikt en ge•�ntegreerd.

Steeds meer databronnen worden op het Semantische Web gepubliceerd en deze
databronnen worden onderling met elkaar verbonden. Het resultaat is een grote
graaf met gelinkte data, die een grote verscheidenheid aan objecten beschrijft. In
een eerste studie analyseren wij hoe bestaande applicaties gebruikers toegang ver-
scha�en tot deze heterogenene gelinkte data. We concluderen uit deze studie dat
applicaties voor het Semantische Web een ruime verscheidenheid aan taken onder-
steunen en toegang verscha�en tot verschillende soorten databronnen. Het blijft
echter onduidelijk hoe goed de gebruikte semantische technologie•en eindgebrui-
kers ondersteunen, omdat algemeen geaccepteerde methoden om deze applicaties
te evalueren ontbreken. Gegeven een speci�ek domein en taak is het dus moeilijk
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om te bepalen hoe de semantiek in de data moet worden gebruikt om de beste
ondersteuning te bieden aan eindgebruikers.

In dit proefschrift is ons culturele erfgoed gekozen als het applicatiedomein om
de toegang tot heterogenene en gelinkte data te bestuderen. Het semantisch-rijke
cultuurweb, dat is geconstrueerd in het MultimediaN E-Culture project, wordt
gebruikt als experimentele data. De praktische resultaten van dit onderzoek zijn
beschikbaar als applicaties en web services in Cliopatria, de open source software
architectuur van dit project.

Dit proefschrift zet een eerste stap om voor een speci�ek domein en aantal taken
de eisen te formuleren om eindgebruikers toegang te verlenen tot semantisch-rijke
en heterogene gelinkte data. Verschillende aspecten van het zoekprobleem worden
ge•exploreerd in drie casussen: (i) annotatie van kunstwerken om te bestuderen
hoe gebruikers e�ci•ent naar termen kunnen zoeken in meerdere vocabulaires, (ii)
facet gebaseerd navigeren om het formuleren van gestructureerde zoekvragen in
meerdere collecties van geannoteerde kunstwerken te bestuderen, en (iii) het se-
mantisch zoeken naar kunstwerken om te bestuderen hoe de relaties in meerdere
gelinkte vocabulaires kunnen worden gebruikt om objecten te vinden die seman-
tisch gerelateerd zijn aan een query.

Annotatie In professionele annotatie is de taak van de gebruiker om vocabu-
laire termen te vinden om een kunstwerk te beschrijven. In de huidige systemen
voor collectiemanagement geeft elk annotatieveld toegang tot de termen van �e�en
thesaurus. De dekking van de vocabulaires, die intern in musea worden gebruikt,
zijn niet altijd toereikend. In het bijzonder voor de beschrijving van het onderwerp
afgebeeld op een kunstwerk moeten de catalogiseerders daarom hun kostbare tijd
ook besteden aan het toevoegen van nieuwe vocabulaire termen. Externe bron-
nen op het Web kunnen de dekking van beschikbare annotatietermen verhogen.
Dit vereist ondersteuning van gebruikers met het zoeken in meerdere bronnen die
verschillende karakteristieken en dataschema's kunnen hebben. Hoe kan tekst-
gebaseerd zoeken gebruikt worden om termen te vinden in meerdere vocabulaires?

In een studie met professionele catalogiseerders van het prentenkabinet van
het Rijksmuseum Amsterdam onderzoeken we hoe meerdere vocabulaires in een
annotatie tool kunnen worden ge•�ntegreerd. De initi•ele eisen op de data, algoritmes
en interface worden geformuleerd op basis van een analyse van het huidige annotatie
proces. Door in meerdere iteraties verschillende prototypes te ontwikkelen worden
de eisen bijgesteld en verschillende oplossingen uitgeprobeerd. De oplossingen in
het laatste prototype worden kwalitatief ge•evolueerd met de catalogiseerders. We
stellen vast dat eindgebruikers e�ectief kunnen worden ondersteund met bestaande
technologie•en, zoals interface componenten voor `autocompletion' en algoritmes
voor het zoeken naar termen en het organiseren en presenteren van de geselecteerde
termen. De gebruikersinterface en de algoritmes moeten echter wel zorgvuldig
worden gecon�gureerd voor verschillende annotatievelden en vocabulaires. We
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identi�ceren de vereiste parameters van de algoritmes en de gebruikers-interface
en demonstreren hoe deze kunnen worden gecon�gureerd voor een speci�eke taak
en domein.

Facet gebaseerd navigeren Facet gebaseerd navigeren is een populaire strate-
gie voor het formuleren van gestructureerde zoekvragen om (kunst) collecties te
exploreren. Hoe kan het facet gebaseerde navigeren worden gebruikt om het for-
muleren van gestructureerde zoekvragen voor gelinkte data te ondersteunen? Tra-
ditionele zoekapplicaties die facet gebaseerd navigeren ondersteunen vereisen een
homogene collectie met een vast dataschema. Heterogene databronnen op het
Semantische Web kunnen verschillende soorten objecten bevatten, elk met hun
eigen facetten. Bovendien kunnen gestructureerde zoekvragen voor gelinkte data
indirecte restricties bevatten, die niet door traditioneel facet gebaseerd navigeren
worden ondersteund.

Op basis van een `use case' formuleren we de eisen voor facet gebaseerd navi-
geren op heterogene databronnen op het Semantische Web. Oplossingen voor de
vereiste zoekfunctionaliteit en presentatie methodes worden ge•exploreerd door het
implementeren van een prototype. We stellen vast dat de vereiste functionaliteit
voor kleine en middelgrote RDFS databronnen kan worden ondersteund met een
volledige datagestuurde oplossing. De semantische relaties in de data kunnen wor-
den gebruikt om de facetten te organiseren en daarmee de ondersteuning voor de
eindgebruikers te verbeteren. Het formuleren van indirecte restricties wordt in het
prototype ondersteund door de gebruiker meerdere soorten objecten te laten navi-
geren in dezelfde interface waarbij de restricties op objecten van �e�en type kunnen
worden gebruikt voor objecten van een semantisch gerelateerd type object. We
moeten ook concluderen dat de relaties in de data voor speci�eke taken niet al-
tijd overeenkomen met het perspectief van de gebruiker. In dit geval moet worden
bepaald welke facetten geschikt zijn voor eindgebruikers en deze moeten handmatig
worden gecon�gureerd.

Semantisch zoeken In veel professionele zoektaken willen gebruikers kunst-
werken vinden die op verschillende manieren gerelateerd zijn aan een onderwerp.
Om hun niet triviale informatiebehoeftes te bevredigen moeten domeinexperts
vaak meerdere zoekvragen formuleren en handmatig de verschillende resultaten
integreren in een coherente verzameling. Onze hypothese is dat eindgebruikers
ondersteund kunnen worden in het zoekproces door op de juiste manier gebruik
te maken van de annotaties van kunstwerken met termen uit gestructureerde en
gelinkte vocabulaires en de relaties tussen deze termen. Om dit semantische zoeken
mogelijk te maken moeten we eerst beter begrijpen welke en hoe verschillende
soorten relaties in de semantisch-rijke databronnen gebruikt kunnen worden.

De ondersteuning van semantisch zoeken is bestudeerd in twee experimenten.
Ten eerste is het nut van verschillende paden van relaties onderzocht in een ge-
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bruikersstudie met een klein aantal domeinexperts. Een aantal typen paden is
ge•�denti�eerd en hun nuttigheid voor de experts is kwalitatief ge•evalueerd. In het
tweede experiment is het gebruik van de verschillende typen paden in een inter-
actieve zoekapplicatie onderzocht. Op basis van deze experimenten worden de
implicaties voor het ontwerp van een interactieve semantische zoek applicatie voor
cultureel erfgoed besproken. We observeerden dat het proces van zoeken naar
kunstwerken uit verschillende fases bestaat. Verschillende soorten relaties in de
data zijn nuttig in die fases en verschillende soorten interactie zijn nodig om de
eindgebruikers te ondersteunen in de fases. De initi•ele zoekresultaten moeten, bij-
voorbeeld, kunstwerken bevatten die gerelateerd zijn aan de zoekvraag op basis
van tekstuele eigenschappen en met annotaties van gecontroleerde termen. Ook
moeten de equivalentie relaties tussen de vocabulaire termen meegenomen worden.
Vervolgens moet er interactie mogelijk zijn om de zoekvraag te disambigueren door
vocabulaire termen te selecteren. Ook moet het mogelijk zijn om de zoekvraag
te herformuleren door gebruik te maken van verschillende hi•erarchische en asso-
ciatieve relaties tussen termen. Om deze zoekstrategie•en te ondersteunen zijn
verschillende interface componenten nodig die gebruik maken van graaf zoek algo-
ritmes die op verschillende manieren zijn gecon�gureerd.

De casussen brengen verscheidene eisen naar boven op de software architectuur
die nodig is voor de zoekfunctionaliteit en de presentatiemethoden. Om anno-
tatie en semantisch zoeken te ondersteunen zijn con�gureerbare zoek algoritmes
noodzakelijk. Bovendien moet de organisatie en de presentatie van de resultaten
con�gureerbaar zijn. Er zijn verschillende interactieve oplossingen nodig om de ge-
bruiker te ondersteunen met het uitproberen van verschillende zoekvragen en het
exploreren van verschillende zoekstrategie•en. Voor de presentatie van de zoekre-
sultaten en de navigatiepaden zijn er abstracties in data nodig waarmee de grote
verscheidenheid aan termen en relaties behapbaar gemaakt kan worden.

De functionaliteit voor tekst gebaseerd zoeken is ge•�mplementeerd met gene-
rieke algoritmes voor RDF data en kan gecon�gureerd worden op een aantal di-
mensies. De algoritmes zijn beschikbaar in ClioPatria als geparameteriseerde web
services. Deze services zijn uitgebreid met algoritmes om de resultaten te orga-
niseren en presenteren. De vereiste interactie wordt ondersteund door bestaande
Web interface componenten te hergebruiken en uit te breiden. Om deze compo-
nenten en de web services waar ze gebruik van maken te con�gureren hebben we
een methode voorgesteld waarin de functionaliteit in een model wordt omschreven.
Hierdoor wordt de con�guratie een taak waarin de domeinspeci�eke data gelinkt
worden aan dit model. Dit kan uitgevoerd worden door een domeinexpert waardoor
er geen ontwikkelaar meer nodig is.

In de ge•exploreerde oplossingen worden vier soorten semantische relaties ge-
bruikt om de gebruikersondersteuning te verbeteren. Ten eerste, de thesaurus spe-
ci�eke relaties in de oorspronkelijk data, zoals gede�nieerd in SKOS, bieden nuttige
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abstracties over vocabulaires waarop speci�eke functionaliteit en presentatiemeth-
oden kunnen worden gebaseerd. Ten tweede de equivalentierelaties tussen termen
van verschillende vocabulaires maken het mogelijk om informatie van externe bron-
nen te integreren. Deze relaties maken het ook mogelijk om dubbele resultaten te
verwijderen. Ten derde, de simpele relaties om dataschema's te linken maken het
mogelijk om ge•�ntegreerde toegang te verscha�en tot heterogene data, terwijl de
rijkheid van de individuele collecties en vocabulaires behouden blijft. Deze relaties
maken het ook mogelijk om de resultaten op verschillende abstractie niveaus te pre-
senteren. Ten vierde, de ontologische beschrijvingen van eigenschappen verbeteren
de ge•�ntegreerde zoekfunctionaliteit in heterogene data.

In dit proefschrift hebben we laten zien dat een Web van culturele data gebruikt
kan worden om domeinexperts met een aantal taken te ondersteunen. Om de re-
sultaten toepasbaar te maken op andere domeinen en gebruikersgroepen moeten
de relevante abstracties voor dat domein en de speci�eke gebruikerseigenschap-
pen ge•�ndenti�ceerd worden. Het vinden van de juiste con�guraties voor de zoek-
functionaliteit en de presentatiemethodes vereist verder onderzoek. We verwachten
dat in de toekomst de ondersteuning van semantische zoeksystemen het best kun-
nen worden ge•valueerd voor speci�eke functionaliteit en een speci�eke fase in het
zoekproces.
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