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CHAPTER 1

Introduction

1.1 General introduction
This is a thesis about gamma-ray bursts (GRBs), the extremely strong explosions that, under
certain conditions, may be generated by dying and colliding stars and that appear to us as
short �ashes of gamma rays, lasting between seconds and a few minutes. Such an explosion
also results in a strong blast wave of swept-up circumstellar matter with a velocity closely
approaching the speed of light. As the blast wave slows down, it emits radiation at various
frequencies from X rays down to radio waves, an observable signal that we call the afterglow
of the gamma-ray burst and that may last up to years at the longest wavelengths.

In this thesis I present the results of my research, which focuses on a detailed understand-
ing of GRB afterglows. In order to truly understand afterglows, one needs to understand three
things. First, the �uid �ow, the dynamics, of the blast wave. Second, what kind of radiation
is produced by the blast wave and how. And third, how the dynamics and radiation physics
combine to generate what we observe with our satellites and telescopes. Only with accurate
models incorporating all these aspects is it possible to really interpret broadband afterglow
data. We can then deduce information on the progenitors and circumstellar environments
of GRBs from model �ts. Also, due to their extremely relativistic nature, GRBs provide a
test lab for theories of relativistic particle acceleration and with detailed models we can use
prompt emission and afterglow data to re�ne our current knowledge.

In order to address the three aspects of the afterglow phenomenon and to arrive at a com-
prehensive picture of GRB afterglows, we have developed a novel approach for computing
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2 Chapter 1

radiation from large-scale computer simulations of relativistic �uids. In the research papers
that make up this thesis we will describe both the scienti�c results that we have obtained
using this new approach, as well as the conceptual foundation of our radiation computer code
itself. In this chapter, we will provide context and introduce some of the concepts involved.
A summary in Dutch can be found at the end of the thesis.

1.2 Gamma-ray bursts
Gamma-ray bursts have a colourful history. They were discovered by accident in 1967, during
the height of the Cold War, by US military satellites launched to verify that the Nuclear Test
Ban Treaty was being upheld. The Vela satellites were able to con�rm through a rudimen-
tary direction determination mechanism the extraterrestial origin of the gamma-ray �ashes.
Clandestine nuclear testing in the upper earth atmosphere or hidden behind the moon was
therefore excluded (and had never seriously been considered, also because of the temporal
structure of the signal). The fact that the existence of gamma-ray bursts remained unpublished
for an additional six years (to be �nally published in Klebesadel et al. 1973) was mostly for
practical reasons. Two satellites were needed to determine the direction, which required a
thorough comparison of data from the di�erent satellites and, Vela being a military rather
than a scienti�c project, this had no high priority (Wijers 2001).

After their discovery, the origin of GRBs remained a puzzle for approximately thirty
years. Because their direction could only be roughly determined and because they faded
again after mere minutes or seconds (see �g. 1.1) it was nearly impossible to determine
whether they were associated with any known type of source in the sky. Also the gamma rays
o�ered no information on the distances of the sources, but given their enormous brightness it
was very likely that they were close by.

In the early nineties the situation started to change. The results from the Burst And Tran-
sient Source Experiment (BATSE) on board the Compton Gamma-Ray Observatory showed
that the sources were located isotropically across the sky. Although the debate raged on for
a while on the statistics of this distribution, it appeared to rule out a Galactic origin, which
would have led to a distribution with more sources lying along the Galactic Plane. Sources
in a halo around the Galaxy (a population of old ejected neutron stars?) or of extragalactic
origin were still an option, however.

1.2.1 Gamma-ray burst afterglows

The distance question was de�nitively answered in 1997 with the discovery of the �rst GRB
afterglows. A GRB afterglow is emission from the same source at lower frequencies, outliv-
ing the GRB itself. In 1997 both an X-ray (Costa et al. 1997) and optical counterpart (Groot
et al. 1997b) were detected for GRB9702281. The optical counterpart found for GRB970228
was a decaying 21st magnitude object consistent with the positional information on the GRB
(see �g. 1.2). Subsequent deep images from the ESO New Technology Telescope (Groot

1The number of a GRB encodes the date of detection. This one was detected on 28 February 1997.
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Introduction 3

Figure 1.1: The �rst GRB ever observed, on 2 July 1967 by the Vela satellite: a sudden spike in
gamma-ray photons followed by a quickly decaying signal that lasts for a few seconds. Picture from
Wijers 2001.

Figure 1.2: The �rst optical afterglow (van Paradijs et al. 1997) (OT denotes Optical Transient). The
images were taken by the William Herschel telescope at La Palma. The optical transient is gone in the
second image, taken at a later time.
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4 Chapter 1

Figure 1.3: Schematic image of a long GRB. A massive star collapses and a collimated relativistic
out�ow results. Gamma rays are produced by internal (i.e. within the jet) shocks and the broadband
afterglow radiation is produced by interaction of the forward shock with the external medium.

et al. 1997a) and the Keck Telescope (Metzger et al. 1997b) revealed an extended object at
the location of the optical transient, likely the host galaxy of the GRB (the positional error
bars on the optical transient are much smaller than those on the GRB). In the same year, a host
galaxy was also found for GRB970508, and for this one a redshift z of 0.835 was established
(Metzger et al. 1997a), which con�rmed the cosmological distances involved (the luminosity
distance associated with this redshift is 1:73 � 1010 light years, under standard assumptions
for the cosmology).

This was a thoroughly surprising result: if GRBs really originate so far away, they must
be bright beyond imagination.

1.2.2 The �reball model

GRBs come in two distinct classes. Long GRBs may last up to minutes, whereas short GRBs
usually only last for a few seconds. When comparing model and data, in this thesis we
will focus in practice on long GRBs, but the afterglow results are applicable to both. The
afterglows of short GRBs are a lot harder to detect (this was done succesfully only recently,
see e.g. Berger et al. 2005). Although the afterglow mechanisms are the same for both, the
physical phenomenon behind short GRBs is somewhat di�erent. Short GRBs are thought to
result from a merger of a black hole with a neutron star or of two neutron stars, unlike long
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GRBs, that result from the gravitational collapse of a massive star.
Both the existence of GRBs and the existence of afterglows were predicted. In Colgate

(1968) it was argued that a �ash of gamma rays may result when the shock powering a type
II supernova breaks out of the surface of a red giant. The �reball model (Rees & Meszaros
1992), an extrapolation of a supernova explosion to the relativistic regime, was predicted to
lead to an afterglow, lasting days to months in optical to radio (M·esz·aros & Rees 1997).

The di�erent stages in the �reball model are schematically depicted in �g. 1.3. When a
massive star collapses, matter is ejected in a collimated beam that ploughs through the stellar
envelope. The mechanism responsible for the jet structure of the out�ow is not known exactly.
Collimation may be due to a large scale magnetic �eld structure (see for example Drenkhahn
2002 or Lyutikov & Blackman 2001), but the �reball model was originally a hydrodynamic
model and relativistic jets can also be collimated by their passage through the stellar mantle
(see, for example Zhang et al. 2003). We will further discuss jets in the next section.

In the �reball model a large amount of energy is deposited in a small volume. This leads
to an explosion when this volume starts to expand in a shock wave, converting between heat
and kinetic energy. Surrounding matter is swept up in a thin shell. At �rst the jet accelerates
due to adiabatic expansion. This will be followed by a coasting phase, during which the
relativistic, cold plasma moves with constant velocity. Finally, enough matter will be swept
up by the blast wave to start impacting its velocity and the jet will start to decelerate.

At the shock front particles get accelerated (‘shaken’ up by the shock) and small scale
magnetic �elds are generated. The interactions between particles and �elds lead to radiation.
At �rst the surrounding medium is so dense that it is still opaque, so no photons escape.
At some point the medium becomes transparent to gamma radiation (this distance is known
as the photospheric radius) and radiation �nally escapes in a �ash of gamma rays. The very
high frequency of this radiation is a result of the Doppler shift for a strongly relativistic source
heading directly towards the observer. Internal shocks at this stage (a distance of 1012�14 cm
from the source) produce nonthermal radiation that we observe as the highly variable prompt
emission. All the while the blast wave very nearly keeps up with its radiation, since it moves
at almost the speed of light.

Later, the blast wave starts to decelerate (at 1015�16 cm from the source). When its radius
increases and more matter is swept up, its kinetic energy needs to be divided over more
matter and a greater surface area. Radiation is still being produced, only now at longer and
longer wavelengths. This is observed as the afterglow. The reason short GRB afterglows are
harder to detect than long GRB afterglows is because short GRBs are less energetic. Also,
the surrounding medium may often be less dense.

Reviews of the �reball model can be found in e.g. Piran 1999; M·esz·aros 2002, 2006.

1.2.3 Gamma-ray burst jets

There is a practical limit to the amount of energy that can be freed by the explosion of a star:
it has to be less than the total energy content of the star. The rest mass energy of the Sun is
v 2 � 1054 erg, and some GRBs appeared to have energies of this order. These energies were
not observed directly, but had to be inferred from the radiation that was received on Earth,
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6 Chapter 1

assuming (after correcting for Doppler shifts) that the same amount of energy was radiated in
other directions as well. When this assumption is dropped, the estimate for the total amount
of energy can be lowered, depending on the inferred opening angle for the collimated out�ow
(assuming two jets, one heading towards the observer and one away from the observer that
is not seen). At the early stage, when the jet is still relativistic, only that part of the jet �ow
that is heading directly to the observer is seen. Due to Doppler shifts and relativistic beaming
e�ects, the emisson from this part is observed to be much brighter than emission from the
�ow in other directions, which may be too faint to detect. So at �rst, it is not clear to an
observer if he sees part of a jet or of a spherical out�ow and he can assume either.

When the collimated blast wave slows down, more and more of the �ow o�-axis be-
tween the source and observer becomes visible because the relativistic beaming becomes less
strong. At some point it will become clear that no more previously hidden o�-axis �ow ex-
ists and the edges of the jet have become visible. The resulting drop in signal with respect to
what is expected if the out�ow were spherical has indeed been observed in afterglows (e.g.
Beuermann et al. 1999). The point in time where this drop occurs is called the jet break time
and it is worth noting that GRB jets are distinct from other astrophysical jets like those from
active galactic nuclei (AGNs) in that their presence is inferred from the breaks in the light
curve and not observed directly.

When the blast wave slows down from relativistic to nonrelativistic and has the shape of
a jet, there actually should be three types of change in the slope of the light curve. In addition
to the jet break e�ect just mentioned, a steepening of the slope is also expected when the jet
starts spreading out sideways, and the �ow directly towards the observer becomes more dilute.
Although both e�ects are theorized to occur at approximately the same time, there is still very
little analytical understanding of this second e�ect. The third change occurs far later, at the
�nal stage, when all the �uid �ow has become nonrelativistic. At this point relativistic e�ects
no longer distort the signal and the entire radiating �ow is seen. If we cannot resolve the
image on the sky, we have no means of distinguishing between a jet out�ow and a spherical
out�ow of the same total energy as the jet. The light curve slope becomes less steep again.

1.2.4 The afterglow spectrum

The dominant radiation mechanism in afterglows is synchrotron radiation. At the shock front
small scale magnetic �elds are generated and electrons are accelerated to relativistic veloc-
ities. The synchrotron radiation is produced when electrons and �elds interact. The details
of shock acceleration of particles and shock magnetic �eld generation are still poorly under-
stood. In practice, the amount of energy going into both is parametrised as a fraction of the
local thermal energy (circa ten percent goes into particles and circa one percent goes into
magnetic �eld). Model �tting of afterglow data then leads to constraints on the range of
values for the chosen parameters.

A typical synchrotron spectrum is shown in �g. 1.4. The observed spectrum is gener-
ated by the combined radiation from all individual electrons. Locally, per �uid element, the
electron populations are approximated by a power law distribution over possible energies (or
electron Lorentz factors) after shock acceleration. The local electron power law distibution of
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Figure 1.4: A typical afterglow synchrotron spectrum showing �ux as function of frequency. The
critical frequencies separating the di�erent power law regimes are explained in the text. The frequency
dependence of the �ux in each regime is shown in the �gure, as well as the temporal evolution of the
critical frequencies in case the circumburst medium is homogeneous. Image from Sari et al. 1998

Figure 1.5: The observed synchrotron spectrum consists of the contribution of all individual �uid cells.
The particles in a �uid cell are shocked simultaneously and therefore share the same cooling time,
resulting in a hard cut-o� in their synchrotron spectra. The hard cut-o�s of �uid cells with di�erent
cooling times combine to form a steeper power law instead of an exponential drop in the observed
spectrum. The �gure shows the shape of the spectrum for a number of individual cells. The e�ects of
synchrotron self-absorption are not shown and the �ux scale is arbitrary. The thick diagonal line shows
the resulting post cooling break shape of the combined spectra.
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8 Chapter 1

the �uid element initially has a lower cut-o� Lorentz factor determined by the �uid conditions
at the shock front, and an upper cut-o� that is very high but drops quickly as the electrons
cool by losing their energy through synchrotron radiation.

Synchrotron spectra have a number of common features. For any electron of a given
energy, there is a peak frequency at which it radiates most e�ciently. The combined peak
frequency after adding contributions from all electrons, �rst for the local particle distribu-
tions and then for all �uid elements, is given by �m in �gure 1.4. Although a local particle
distribution has a single upper Lorentz factor cut-o� value, which leads to a local spectrum
with a steep exponential drop above a critical value for the frequency, the combined spec-
trum decays less steeply. The frequency above which the e�ect of electron cooling becomes
noticable is given by �c in �gure 1.4. Figure 1.5 shows how local spectra from di�erent �uid
elements combine to form the observed spectrum above the cooling break. Finally, due to
synchrotron self-absorption, the medium becomes optically thick below a certain frequency.
This is indicated by �a in �gure 1.4.

1.2.5 Computational �uid dynamics

At the very early ultra-relativistic stage and at the late non-relativistic stage the dynamics of
afterglow blast waves can be well approximated with analytical solutions. These solutions
are self-similar, meaning that within one of the stages they describe a �uid pro�le that retains
qualitatively the same shape, but on an increasingly large scale as time passes.

A more precise understanding of blast wave dynamics can be gained through computer
simulations. Numerically solving the equations of hydrodynamics can be done in a number
of ways. One method is to follow a limited number of elements and assume them to be
representative of the entire �uid (smoothed particle hydrodynamics). We have used a di�erent
method, where we subdivide space into a limited number of grid cells and calculate what
happens to each cell after a very small timestep �t.

An elegant method exists, pioneered by Roe (Roe 1981, 1986) to approximately solve the
set of �uid di�erential equations at each point in time. We have the freedom to re-express
the �uid equations in terms of di�erent unknowns. As long as we keep an equal number of
equations and unknowns and know what these unknowns stand for in terms of meaningful
physical variables, this is perfectly valid. The fundamental element of a Roe solver is to
apply these variable changes locally, with new variables locally chosen such that at that point
in space the di�erential equations decouple and can be solved separately. It is not possible in
principle to do this globally (if this were the case, �uid dynamics would be very simple indeed
because this would imply that the di�erent variables actually are completely independent and,
for example, one would never need to know the �ow velocity to obtain the �uid density at
any point in time).

Roe solvers make use of an approximate solution to the Riemann problem (which con-
siders a conservation law plus two constant states separated by a discontinuity as initial con-
dition) at cell interfaces. Less accurate but faster are methods that explicitly limit the total
variation of the �uid parameters between timesteps. These work by reducing arti�cial os-
cillations introduced by numerically updating the �uid state at a given timestep to the next
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Figure 1.6: An example of adaptive mesh re�nement in two dimensions. The central area with higher
density is resolved with more cells. Each square (block) in the plot contains a �xed number of cells,
and the size of a square in the plot therefore indicates the local resolution.

when performing an iteration. In practice we will make use of such methods whenever they
are found to give su�ciently accurate results.

GRB blast waves evolve over an enormous time and distance scale. This complicates a
numerical approach. If we subdivide the grid into cells, the initial cell sizes need to be small
enough to meaningfully resolve the blast waves in its initial stage. But applying this same cell
size to the entire grid would require more memory than is generally available. It would not
be e�cient either, since at late stages the entire blast wave structure has evolved such that all
features exist on a larger scale and therefore require fewer numerical cells to be adequately
resolved (this is as expected from the self-similarity of the analytical solution for the blast
wave in the ultra-relativistic and non-relativistic stage). The method that has now become
standard in large scale hydrodynamical simulations that deal with these issues is Adaptive
Mesh Re�nement (AMR).

In AMR the number of cells is no longer �xed (see also �g. 1.6), but calculated dynam-
ically. At each iteration, it is determined for every local group (block) of cells whether they
still su�ciently represent the local �uid conditions. If this is found not to be the case, the
block is split up along each dimension and the �uid evolution is calculated for twice as many
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Figure 1.7: Schematic X-ray afterglow light curve in the Swift era. From left to right we have a steep
decay phase, a �atter decay, a ‘normal’ decay and a jet break. In about half of the afterglows X-ray
�ares are observed, sometimes occuring as early as 100s after the trigger, sometimes as late as 105

seconds. The jet break is not always observed. Figure from M·esz·aros 2006.

cells along each dimension. The practical gain of this method is huge, since for a typical
afterglow blast wave, only the region around the shock front requires a large number of cells.
For example, if we allow ten base cells and seventeen re�nement levels (i.e. seventeen local
increases in resolution), we obtain an e�ective resolution of 10 � 217�1 = 655360 cells, while
the actual number of cells in use at every moment is approximately a few hundred. A mi-
nor disadvantage of the method is the extra bookkeeping required to keep track of the grid
structure.

1.3 Thesis outline

At the start of this research, GRB afterglow science had made another leap thanks to the
launch of Swift. The Swift satellite is both more sensitive and able to slew to sources more
quickly than its predecessors, like BATSE, BeppoSAX and HETE-2 (see M·esz·aros 2006 for
a review). Swift produced (and is still producing) a wealth of new data, revealing a whole
new range of features, as shown by �g. 1.7.

The older afterglows could be understood very well through analytical models for the
blast wave and for the radiation. Both the early and late stages of the blast wave dynamics
were modeled using self-similar solutions, as mentioned in section 1.2.5 and the radiation
from the blast wave was calculated assuming either a homogeneous radiating slab behind the
shock front or by integrating over the self-similar pro�le (e.g. Granot & Sari 2002). The
analytical models for the afterglow physics, however, were nearing the limits of their useful-
ness. Although they were very successful in describing the general picture and establishing
the consensus afterglow theory, deviations from this standard model are di�cult to probe
analytically. And features such as �ares or the dynamics of jet breaks were not well under-
stood. Also, the blast wave dynamics in the intermediate stage between ultra-relativistic and
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Introduction 11

Figure 1.8: Approach taken in the radiation code. Radiation from the jet is calculated by systematically
probing all emitting areas of the jet. If the arrival time is kept constant, then each intersection with the
jet corresponds to a di�erent emission time. Two equidistant surfaces are shown. As the calculation of
the rays progresses, later emission times are probed, and when necessary additional rays are added to
the calculation.

non-relativistic blast waves was still unclear and since the shape of the light curve is di�erent
at early and late times, inaccuracies in the model used to interpret the data result in signi�-
cant inaccuracy in the derived physical parameters (such as explosion energy and circumburst
density structure, parameters that for example help us to learn more about the nature of GRB
progenitors).

Thanks to techniques like AMR however, high resolution computer simulations of ultra-
relativistic blast waves were starting to become feasible. And indeed, over the past few years,
di�erent groups have performed large scale simulations of afterglow jets (e.g. Meliani et al.
2007; Meliani & Keppens 2007; Zhang & MacFadyen 2009; Morsony et al. 2007). The aim
of our research was to study the detailed features of afterglows not just by performing high-
resolution simulations, but by paying special attention to the radiation mechanisms and to
how radiation and �uid dynamics combine as well. We have developed a method to calculate
the radiation output from arbitrary relativistic �ows, that includes aspects of synchrotron
radiation such as cooling and self-absorption, providing a means to probe complex �uid �ows
and a testing lab for di�erent theories of particle acceleration and magnetic �eld generation.
We have applied our approach to the outstanding afterglow issues mentioned above.
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12 Chapter 1

1.3.1 The radiation code

For the research in this thesis we have used a computer radiation code written speci�cally
to act on arbitrary (relativistic) �uid �ows. It calculates, for any given time, the observed
synchrotron spectrum for an observer at cosmological distance. The main element in our
approach is that we separate the calculation of the dynamics from the radiation calculation
as much as possible. In the �rst stage, the �uid dynamics will be calculated for a relativistic
�ow, using AMR techniques as described above. When necessary for the later radiation
calculation, some auxiliary quantities will be calculated along with the �uid variables, such as
the electron distribution upper cut-o� Lorentz factor shaping the observed spectrum above the
cooling break (see �g. 1.4). The auxiliary quantities have no e�ect on the �uid dynamics, and
in this thesis we have only studied scenarios where the magnetic �elds were small enough not
to a�ect the �uid �ow either, allowing for hydrodynamics rather than magnetohydrodynamics
in our simulations.

In the second stage we calculate the radiation from the output of the �rst stage. We solve
a series of linear radiative transfer equations, for rays of emission passing through the jet. A
light ray starts at the back of the jet (i.e. at the back of the �uid simulation grid) and passes
through the jet towards the observer. Locally, energy gets added to the beam by synchrotron
emission in the �uid and subtracted by synchrotron self-absorption. The technical di�culty
is that the plasma itself moves at nearly the speed of light, so it almost keeps up with the
rays. This means that the �uid conditions change signi�cantly during the crossing time of the
ray and a long �uid simulation is required. We only need to solve a linear radiative transfer
equation when integrating along the ray, because the radiative processes adding emission to
the ray do not depend directly on absorption of photons coming in from di�erent directions.
Radiation emitted at a point along the ray, but in any direction other than that of the observer
is also irrelevant to our calculation.

We calculate the whole contributing series of rays at once (see also �g. 1.8), for a given
observer time and distance. Instead of calculating the changes on a single point in the jet
along a single ray, we calculate at once the changes along a single slice through the jet for all
rays that will eventually reach the observer. We then move on to the next slice closer to the
observer and further along the rays. These intersecting surfaces are called equidistant sur-
faces in this thesis. Each surface corresponds to a single emission time (for a �xed observer
time, an integration over the jet in the direction of the observer corresponds to an integration
over emission times, since radiation emitted closer to the observer has to be emitted later in
order to arrive at the same time). Because the output from the numerical �uid simulation from
the �rst stage is stored on disc at �xed time intervals, di�erent emission times also correspond
to di�erent output snapshots.

Only a limited number of rays can be numerically calculated. If the �uid conditions have
changed to an extent that more rays need to be calculated (or less are su�cient) this number
of rays is increased (or decreased) via a procedure analogous to AMR by splitting or merging
of rays.

After the rays have emerged from the jet, we add their intensities to obtain the �ux that
is received by the observer. A bonus to this approach is that, when the rays emerge from the
jet and before adding them, we also have a spatially resolved image: we know the intensity
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Introduction 13

coming out of the jet at each point. This is both of interest in itself and provides a useful
diagnostic tool during simulation runs.

1.3.2 Afterglow scaling coef�cients

In chapter 2 we introduce the radiation code. We do not apply the code to �uid simulations
yet, but we use analytically calculated �uid pro�les to test the code (the self-similar solution
for ultra-relativistic blast waves). This makes a consistency check in controlled circumstances
possible. Nevertheless, it was already possible to achieve some new scienti�c results (albeit
ones that in principle could have been obtained by purely analytical means as well). Earlier
analytical work focused exclusively on jets propagating into either a stellar wind or interstel-
lar medium environment. By studying not only these, but also intermediate density structures,
we are able to make predictions on the shape of the observed signal in a variety of physical
settings. This can be used to make existing analytical models more precise, by improving on
the absolute scalings of the di�erent power law regimes in the spectra and the shape of the
transitions between the regions. Application of our improved model to GRB970508 shows
a signi�cant di�erence with respect to earlier modeling, with inferred values for physical
parameters like explosion energy and density di�ering up to orders of magnitude.

1.3.3 No optical variation in light curve from changing circumburst density

In chapter 3 we use the code to resolve a controversy in the existing literature. Abrupt re-
brightenings and variability in afterglow lightcurves are a common feature in the data from
newer satellites like Swift. Di�erent explanations for this phenomenon have been o�ered,
and can roughly be divided between attributing the sudden change to interactions of the blast
wave with the circumburst medium and prolonged engine activity, with late energy output
catching up with the blast wave.

A number of papers in the literature treat the �rst option, discussing the e�ect of a sud-
den change in the circumburst density pro�le on the light curve. Di�erent authors arrive at
contradictory results. On the one hand Pe’er & Wijers (2006) (hereafter PW) conclude that a
sudden density jump in the circumstellar matter, like the one found at a stellar wind termina-
tion shock, does lead to a visible rebrightening of the afterglow signal when encountered by
the blast wave. On the other hand, Nakar & Granot (2007) (hereafter NG), draw the opposite
conclusion.

We study the density jump encounter using our radiation code and high resolution AMR
�uid simulations. This way, we are not restricted to analytical simpli�cations (of either radi-
ation or �uid dynamics) and the AMR approach allows us to properly resolve the blast wave
during the interaction.

Our conclusion supports that of NG that no sudden change in brightness follows from
the encounter. However, the criticism of NG on the approach of PW, that the latter do not
properly take o�-angle emission into account, turns out to be incorrect. We �nd instead that
the conclusion from PW is the result of their oversimplications in the description of the radial
structure of the blast wave. Surprisingly, NG use the same analytical description as a starting
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14 Chapter 1

point, but they (accidentally) compensate for this in their simpli�ed radiation calculation.
It has to be noted however, that NG present their analysis not as proof but as a heuristic
description of their simulation results. The resolution of their simulation is not given in the
paper.

The fact that the radial structure turns out to play a key role in the prediction of sudden
rebrightening of the light curve, strongly con�rms the need to abandon simple analytic ap-
proximations to the �uid dynamics in favour of high resolution simulations, combined with a
radiation code like the one presented in this thesis, to resolve issues like these.

1.3.4 Blast waves in the nonrelativistic regime
In chapter 4 we signi�cantly expand the code with respect to chapter 2. We now introduce
a method to trace the upper cut-o� Lorentz factor for the accelerated electrons, as well as
subsequent evolution of the shock-accelerated magnetic �eld and shocked particle number
density. We also treat in (more) detail the self-absorption and cooling features of the syn-
chrotron spectrum (see �g. 1.4). We perform simulations of afterglow blast waves starting
with relativistic velocities and slowing down to nonrelativistic velocities. An advanced equa-
tion of state is used that is valid throughout the transition.

The transition between ultra-relativistic and non-relativistic is inaccessible analytically.
We calculate light curves and spectra of the intermediate regime, showing the e�ect of the
equation of state and of a gradual change in the fraction of particles accelerated at the shock
front, among other things. Direct comparisons with analytical approximations for the blast
wave are made where possible. The transition between the two regimes is shown to occur
later than commonly estimated (for example, for a run with standard parameters, we �nd
v 1000 days instead of v 450 days, in observer time).

We also compare our simulations to radio data for GRB030329. The di�erence between
simulation results and analytical estimates is again signi�cant. For a jetted out�ow (assuming
a hard-edged jet) we �nd that at late times (v 1000 days) the radiation from the counterjet
(the other jet emitted away from the observer) should become visible. We also �nd a clear
jet break. Although it is not yet possible with existing telescopes to spatially resolve af-
terglows, we calculate some images as well. These results expand earlier calculations of
limb-brightened afterglow images for the relativistic regime (see Granot et al. 1999b,a) to
the nonrelativistic regime. The images show a ring structure that provides insight into the
underlying dynamics and radiation.

1.3.5 Afterglow jet breaks
In chapter 5 we study afterglow jet breaks. Already from an analysis of hard-edged jets it
becomes clear that the common analytical description leading to an achromatic jet break is
too simplistic and that the jet break time may di�er noticably at di�erent wavelengths. In
these cases, the radio jet break is observed later than the optical jet break.
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Gamma-Ray Burst afterglow scaling
coef�cients for general density pro�les

H.J. van Eerten, R.A.M.J. Wijers
published in MNRAS 394, 2164 (2009)

abstract Gamma-ray burst (GRB) afterglows are well described by synchrotron emission
originating from the interaction between a relativistic blast wave and the external medium
surrounding the GRB progenitor. We introduce a code to reconstruct spectra and light curves
from arbitrary �uid con�gurations, making it especially suited to study the e�ects of �uid
�ows beyond those that can be described using analytical approximations. As a check and
�rst application of our code we use it to �t the scaling coe�cients of theoretical models of
afterglow spectra. We extend earlier results of other authors to general circumburst density
pro�les. We rederive the physical parameters of GRB 970508 and compare with other au-
thors.

2.1 Introduction

In the �reball model, Gamma-Ray Burst (GRB) afterglows are thought to be the result of
synchrotron radiation generated by electrons during the interaction of a strongly collimated
relativistic jet from a compact source with its environment (for recent reviews, see Piran
2005; M·esz·aros 2006). Initially the resulting spectra and light curves have been modelled
using only the shock front of a spherical explosion and a simple power law approximation for
the synchrotron radiation (e.g. Wijers et al. 1997; M·esz·aros & Rees 1997; Sari et al. 1998;
Rhoads 1999). One or more spectral and temporal breaks were used to connect regimes
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16 Chapter 2

with di�erent power law slopes. For the dynamics the self similar approximation of a rel-
ativistic explosion was used (Blandford & McKee 1976). These models have been re�ned
continuously. More details of the shock structure were included (e.g. Granot et al. 1999a;
Gruzinov & Waxman 1999), more accurate formulae for the synchrotron radiation were used
(e.g. Wijers & Galama 1999) and e�orts have been made to implement collimation using
various analytical approximations to the jet structure and lateral spreading behaviour (see
Granot 2007 for an overview). On top of that, there have been studies focussing on arrival
time e�ects (e.g. Huang et al. 2007) and some numerical simulations (e.g. Salmonson 2003;
Granot et al. 2001; Nakar & Granot 2007).

The aim of this paper is twofold. The �rst aim is to introduce a new method to derive
light curves and spectra by post-processing relativistic hydrodynamic (RHD) jet simulations
of arbitrary dimension, properly taking into account all beaming and arrival time e�ects, as
well as the precise shape of the synchrotron spectrum and electron cooling (in this paper we
will ignore self-absorption, although it can in principle be included in our method). This is
done in sections 2.2 and 2.3.

The second aim is to present a set of scaling coe�cients for the slow-cooling case for a
density pro�le � = �0 �(R=R0)�k for general values of k. Fits to afterglow data using k as a free
�tting parameter have yielded values markedly di�erent from both k = 0 and k = 2 (Starling
et al. 2008), although with error bars not excluding either option. The scaling coe�cients
have been obtained by application of our post-process code not to a full hydrodynamic sim-
ulation but to an emulation of this. From the spherical Blandford & McKee (BM) analytical
solution for the blast wave for the impulsive energy injection scenario, snapshots containing
the state of the �uid at given emission times were constructed and stored to provide the input
for the post-process code.

The use of the BM solution provides us with an opportunity to check the results and the
consistency of the code in an environment where we already have a lot of analytical control
and understanding. The scaling coe�cients are presented in section 2.4. They can be used
by observers to obtain the physical parameters for the blast wave (e.g. explosion energy and
circumburst density) from the values for the peak �ux and break frequencies that have been
obtained from �ts to the data. Readers interested only in the coe�cients can skip ahead to
this point. The �uxes in the transitional regions between the di�erent power law regimes
have often been described using heuristic equations that smoothly change from one dominant
power law to the next. The abruptness of this change depends on a sharpness parameter
s. Using the detailed results from our simulations, in section 2.5 we provide equations for
s in terms of two �t parameters: the slope of the accelerated particle distribution p and the
aforementioned k that describes the circumburst density structure. In section 2.6 we apply our
results to GRB 970508. We discuss our results in section 2.7. Some cumbersome equations
and derivations have been deferred to appendices.

2.2 Description of the post-processing code
The code takes as input a series of snapshots of relativistic hydrodynamics con�gurations on
a (in this paper, one-dimensional) grid. Although we will treat only the analytical Blandford-
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McKee solution (Blandford & McKee 1976) for the blast wave dynamics put on a grid here,
the code is written with the intention to interact with the AMRVAC adaptive mesh re�nement
code (Meliani et al. 2007) and will read from �le the following conserved variables:

D = 
�0; ~S = 
2h0~v; � = 
2h0 � p0 � 
�0c2; (2.1)

with 
 the Lorentz factor, �0 the proper density, h0 the relativistic (i.e. including rest mass)
enthalpy density, ~v the proper velocity, p0 the pressure and c the speed of light. From the
conserved values we can reconstruct all hydrodynamical quantities using the equation of
state

p0 = (�ad � 1)e0th; (2.2)

where �ad the adiabatic index that is kept �xed and e0th the thermal energy density. In the
entire paper, all comoving quantities will be primed.

The grids represent a spherically symmetric �uid con�guration and all grid cells are as-
sumed to emit a fraction of their energy as radiation. This fraction of course has to be small
enough not to a�ect the dynamics, since the post-processing approach does not allow for
feedback. For the time being we restrict ourselves to the optically thin case.

Four ignorance parameters are provided to the code at runtime: p, �N , �E and �B, de-
noting respectively the slope of the relativistic particle distribution, the fraction of particles
accelerated to this relativistic distribution at any given time, the fraction of thermal energy
that is carried by the relativistic electrons and the fraction of thermal energy that resides in
the (tangled-up) magnetic �eld. To be precise: the fractions �E and �B are fractions of e0th,
which is strictly speaking the sum of the thermal energy of the protons and non-accelerated
electrons plus the energy of the accelerated electrons plus the magnetic �eld energy. Since
we consider fully relativistic gases, the adiabatic indices of the electrons and protons are both
at �ad = 4=3. Also, if the magnetic �ux enclosed by the surface of any arbitrary �uid ele-
ment is an adiabatic invariant, we �nd that B2 / �4=3, which tells us that the behaviour of the
magnetic energy density B2=8� is identical to that of the thermal energy. Or in other words,
�B retains a constant value away from the shock front. The fraction of shock-accelerated par-
ticles �N is often set to one, but we have already kept it explicit in our calculations. At late
times (i.e. when the �uid �ow is no longer relativistic) �N has to be lower than unity in order
to have enough energy per accelerated particle for synchrotron emission.

In this work we consider synchrotron radiation only. All grid cells contain a macroscopic
number of radiating particles and the radiation from these particle distributions is calculated
following Sari et al. (1998) and Rybicki & Lightman (1986), but with two important dif-
ferences: the transition to the lab frame is postponed as long as possible and no assumption
about the dynamics of the system is used anywhere as this should be provided by the snapshot
�les.

For clarity of presentation we will ignore the e�ect of electron cooling in this section.
For the emitted power per unit frequency of a typical electron we have

dP0<e>

d�0
(�0) =

p � 1
2
�
p

3qe
3B0

mec2 � Q
 
�0

�0cr;m

!
: (2.3)
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Here qe denotes the electron charge, me the electron mass (later on we will also encounter
the proton mass mp) and B0 the local magnetic �eld strength. The function Q contains the
shape of the spectrum. It shows the expected limiting behaviour: Q(x) / x1=3 for x � 1
and Q(x) / x(1�p)=2 for x � 1. It incorporates an integration over all pitch angles between
electron velocities and the local magnetic �eld and an integration over the accelerated particle
distribution. We use a power law particle distribution with a lower cut-o� Lorentz factor 
m.
Equation (2.3), the critical frequency �0cr;m and the full shape of Q are derived in appendix A.

Assuming isotropic radiation in the comoving frame, we arrive at

d2P0<e>

d�0 d
0
(�0) =

1
4�

dP0<e>

d�0
(�0) (2.4)

per solid angle 
0.
To get to the received power per unit volume in the lab frame, we have to apply the correct

beaming factors, Doppler shift the frequency and multiply the above result for a single particle
with the lab frame particle density:

d2PV

d� d

(�0(�)) =

�Nn

3(1 � ��)3 �

d2P0<e>

d�0 d
0
(�
(1 � ��)); (2.5)

with � now denoting the cosine of the angle between the �uid velocity and the observer
(unprimed, so measured in the lab frame), � the �uid velocity in units of c and n the number
density.

Finally, the �ux the observer receives at a given observer time is given by

F(�) =
1

r2
obs

Z
d2PV

d� d

(�0(�))(1 � ��)c dA dte: (2.6)

Here robs is the observer distance1, approximately the same for all �uid cells (though the dif-
ferences in arrival times are taken into account). The area A denotes the equidistant surface.
For every emitting time te a speci�c intersecting (with the radiating volume) surface exists
from which radiation arrives exactly at tobs. The integration over the emission times te (rep-
resented in the di�erent snapshot �les) requires an extra beaming factor and a factor of c to
transform the total integral to a volume integral.

To perform the surface integrals, the post-processing code uses a Monte Carlo integration
algorithm with both importance and strati�ed sampling, using the pseudo-random Sobol’
sequence.2 For the integral over emission times, a combination of modi�ed midpoint in-
tegration and Richardson extrapolation is used (the latter allowing us to occasionally skip a
snapshot if the desired convergence is already reached). All methods are explained in detail in
Press et al. (1992). A minor complication is here that not every te probed has a corresponding
snapshot �le available and interpolation between snapshot �les may be needed. The bound-
aries for surface A are analytically known conic sections and depend on the jet opening angle

1For cosmological distances robs denotes the luminosity distance and redshift terms (1 + z) need to be inserted in
the appropiate places in the equations.

2But if symmetry allows (e.g. the observer is on the jet axis), we just do a straightforward Bulirsch-Stoer inte-
gration
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and observer angle. Two useful consistency checks are observing a spherical explosion from
di�erent angles and calculating the volume of a grid snapshot via integration over di�erent
observer times while setting the emissivity to one.

When creating snapshot �les directly from the BM solution we found that su�cient con-
vergence (below the cooling break) was obtained during the post-processing even for modest
grid resolutions.3

For spherical explosions we used jets with an opening angle of 180 degrees, which makes
no noticeable di�erence for the resulting signal because of relativistic beaming. It is worth
emphasizing that it is our method that allows for the modest grid resolution and keeps calcu-
lation time short. This is because instead of binning the output from all grid cells, it takes an
observer time as the starting point and then probes the appropriate contributing grid cells only
(resolving the structure within the cell by including neighbouring cells in the interpolation).
We have checked our results by increasing the accuracy (e.g. larger number of grid cells,
more snapshot �les, smaller step sizes in the integrals etc.) and by replacing the Monte Carlo
integration routine with a nested one-dimensional Bulirsch-Stoer algorithm. These consis-
tency checks are in addition to the two mentioned earlier. Finally we have checked the grid
interpolation and snapshot I/O routines by comparing the results of our post-process code
with those of a code that does not read pro�les from disc but calculates the BM solution at
run time.

2.3 The inclusion of electron-cooling
The code as described so far is purely a post-process code that in principle can be applied
directly to the output of any RHD simulation. If we want to include electron cooling however,
we can no longer reconstruct the electron energy distribution from the conserved quantities
alone. In the particle distribution function, in addition to the lower boundary 
m , we will also
have an upper boundary 
M beyond which all electrons have cooled. The time evolutions of
both the lower cut-o� Lorentz factor 
0m and the upper cut-o� Lorentz factor 
0M (that we
have tacitly kept at in�nity in the previous section) of this distribution are no longer dictated
by adiabatic cooling alone but also by radiation losses. This implies that when running an
RHD simulation we need to keep track of at least one extra quantity (at least 
0M , although in
practice we will trace both).

With the introduction of a second critical frequency �0cr;M , the equation describing the
total emitted power now becomes,

dP0<e>

d�0
(�0) =

p � 1
2
�
p

3qe
3B0

mec2 � Q
0
BBBB@
�0

�0cr;M
;
�0

�0cr;m

1
CCCCA ; (2.7)

instead of eq. (2.3). The function Q(xM ; xm) and �0cr;M are derived and described in appendix
B. For 
M at in�nity we have Q(0; xm)! Q(xm).

3On the order of 120 base cells with 8 levels of re�nement (an increase in re�nement means a local increase
of resolution by a factor of two) for a region v 1017 cm to v 1018 cm and a relatively small number of snapshots
(v 1000) to go from � v 100 down to � v 2. Unfortunately, the resolution will eventually be dictated by that
required by RHD simulations, which will be much higher.
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Figure 2.1: di�erent possible spectra

The particle distribution that lies beneath the derivation of this new functionQ is no longer
a simple power law, but drops o� sharply for particle Lorentz factors approaching the peak
value of 
0M . A subtlety worth noting here is that the critical frequency �0cr;M corresponding
to 
0M is not the cooling frequency, but a frequency beyond which the signal will drop expo-
nentially. Since we put 
0M at in�nity directly behind the shock, we will not directly observe
�0cr;M . The actual cooling frequency is found between �0cr;m and �0cr;M , at the point where the
shape of the particle distribution ceases to be characterized by a power law but starts to be
characterized by the strong drop towards 
0M . We will discuss the distinction between the
cooled and uncooled region in appendix D.

A consequence of electron cooling is that the amount of energy in the shock-accelerated
electrons is no longer a constant fraction of the thermal energy. �E now refers to the fraction
of thermal energy in the shock accelerated electrons directly behind the shock front instead
and the further evolution of the available energy is traced via 
m and 
M .

2.4 Scaling coef�cients
Especially for high Lorentz factors, the shape of the spectrum is dominated by the radiation
coming from a very thin slab right behind the shock front. So we expect the �ux to scale as

F / (p � 1) � Ntot �
d�

(1 � ��)3
3 � B
0 � Q

 
�

�cr;M
;
�

�cr;m

!
: (2.8)

Here Ntot is the total number of radiating particles and d� re�ects the increasing visible size
(due to decrease of beaming) of the slab. The two possible spectra that the code can generate
are shown in �g. 2.1, where we used the labelling from Granot & Sari (2002) to distinguish
the di�erent power law regimes. In tables (2.1) and (2.2) we give the expressions for the
absolute scalings in the di�erent regimes D, E, F, G, H and the critical frequencies. Scaling
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Table 2.1: Flux Scalings for the di�erent regimes (see tables 2.3 and 2.4 for CD;CE etc.)

FD = CD(p; k) �
�N

r2
obs;28

�
 
�E

�N

!�2=3

� �1=3
B � n

2
4�k
0 � E

10�4k
3(4�k)
52 � t

2�k
4�k
obs;d � (1 + z)

10�k
3(4�k) � �1=3 mJy,

FE = CE(p; k) �
�N

r2
obs;28

� �B � n
10

3(4�k)
0 � E

�6k+14
3(4�k)

52 � t
2�3k

3(4�k)
obs;d � (1 + z)

14�k
3(4�k) � �1=3 mJy.

FF = CF(p; k) �
�N

r2
obs;28

� ��1=4
B E3=4

52 � t
�1=4
obs;d � (1 + z)

3
4 � ��1=2 mJy.

FG = CG(p; k) �
�N

r2
obs;28

�
 
�E

�N

!p�1

� �(p+1)=4
B � n2=(4�k)

0 � E
�kp�5k+4p+12

4(4�k)
52 � t

3kp�5k�12p+12
4(4�k)

obs;d

�(1 + z)
12�k+4p�kp

4(4�k) � ��(p�1)=2 mJy.

FH = CH(p; k) �
�N

r2
obs;28

�
 
�E

�N

!p�1

� �(p�2)=4
B � E(p+2)=4

52 � t(2�3p)=4
obs;d � (1 + z)

2+p
4 � ��p=2 mJy.

Table 2.2: Critical frequencies for the di�erent regimes (see tables 2.3 and 2.4 for CD;CE etc.)

�m;1 =
 
CG

CD

!6=(3p�1)

�
 
�E

�N

!2

� �1=2
B � E1=2

52 � t
�3=2
obs;d � (1 + z)1=2 Hz.

�c;1 =
 
CH

CG

!2

� ��3=2
B � n

�4
4�k
0 � E

3k�4
2(4�k)
52 � t

�4+3k
2(4�k)
obs;d � (1 + z)�

4+k
2(4�k) Hz.

�c;5 =
 
CF

CE

!6=5

� ��3=2
B � n�4=(4�k)

0 � E
3k�4

2(4�k)
52 � t

�4+3k
2(4�k)
obs;d � (1 + z)�

4+k
2(4�k) Hz.

�m;5 =
 
CH

CF

!2=(p�1)

�
 
�E

�N

!2

� �1=2
B E1=2

52 � t
�3=2
obs;d � (1 + z)1=2 Hz.

coe�cients aside, these equations are similar to those given in Van der Horst et al. (2008b).
The �ux in regime D is denoted by FD, the critical peak frequency in spectrum 1 is denoted
by �m;1, the critical cooling frequency in spectrum 1 by �c;1 and so on.

The equations in the tables introduce a number of symbols that need an explanation. The
cosmic redshift is given by z, while the luminosity distance robs;28 is measured in units of 1028
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cm. E52 is the explosion energy E in units of 1052 erg. The observer time in days is denoted
by tobs;d. The characteristic distance R0 we put at 1017 cm and �0 and n0 are related via the
proton mass: �0 = mpn0. The scaling coe�cients CD, CE etc. contain a number of numerical
constants (determined by �tting to output from our code) and some explicit dependencies on
k and p and are further explained in appendix C.

Before the cooling break the scaling behaviour is dictated by the asymptotic behaviour of
Q(�0=�0cr;m). The steepening of the spectrum beyond the cooling breaks and the corresponding
changes in the scaling behaviour are due to the fact that beyond the cooling break frequency
the region behind the shock that still signi�cantly contributes to the total �ux (i.e. the hot
region) becomes noticably smaller than the shock width. The changes in the scalings re�ects
the change in the size of region. The hot region is discussed separately in appendix D.

2.5 sharpness of broken power law

In simple power law model �ts, the gradual transition between regimes is often handled by
a free parameter, the sharpness factor s. In more detailed calculations like those done here
the gradual transitions are included automatically and we can use this to provide the correct
dependence of s on p and k. This eliminates s as a free parameter, simplifying the �t to the
data and allowing the shape of the transition to help determine whether a particular model �ts
the data or not.

For spectrum 1, we use the following equation to describe the �ux density near the peak
break �m;1:

F(�) = Fm;1 �

2
6666666664

 
�
�m;1

!� sm;1
3

+
 
�
�m;1

!� sm;1(1�p)
2

3
7777777775

� 1
sm;1

; (2.9)

where Fm;1 denotes the �ux at the critical frequency �m;1 for in�nite sharpness sm;1 (i.e. the
meeting point of the asymptotic power laws). When we switch o� cooling in our simulation,
we can determine sm;1 from �tting against the resulting spectrum while keeping the other
parameters in equation (2.9) �xed. The sharpness is a function mainly of p and to a lesser
extent of k and the other simulation input parameters. Rather than attempting to include all
secondary dependencies when formulating a description for sm;1, we �nd that the following
approximation for sm;1 is always valid up to a few percent:

sm;1 = 2:2 � 0:52p: (2.10)

When we switch on electron cooling, the �ux is best approximated by

F(�) = Fm;1 �

2
6666666664

 
�
�m;1

!� sm;1
3

+
 
�
�m;1

!� sm;1(1�p)
2

3
7777777775

� 1
sm;1

�
2
6666641 +

 
�
�c;1

!sc;1=2
3
777775

� 1
sc;1

: (2.11)
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If we �t this function against simulation output using sc;1 as a �tting parameter we �nd that
the results are described (up to a few percent) by

sc;1 = 1:6 � 0:38p � 0:16k + 0:078pk: (2.12)

A simultaneous �t using both sm;1 and sc;1 yields the same results.
For spectrum 5 the order of the breaks is reversed and the smooth power law for both

breaks is given by

F(�) = Fc;5 �

2
66666664

 
�
�c;5

!� sc;5
3

+
 
�
�c;5

! sc;5
2

3
77777775

� 1
sc;5

�

2
6666666641 +

 
�
�m;5

!sm;5 � p�1
2

3
777777775

� 1
sm;5

; (2.13)

where Fc;5 denotes the peak �ux for in�nite sharpness sc;5 and the prescriptions for the sharp-
ness are

sc;5 = 0:66 � 0:16k; (2.14)

and
sm;5 = 3:7 � 0:94p + 3:64k � 1:16pk: (2.15)

Once again valid up to a few percent. Given their accuracies, all sharpness prescriptions are
consistent with Granot & Sari (2002).

2.6 application to GRB 970508
Various authors have used �ux scaling equations to derive the physical properties of GRB
970508 from afterglow data (Galama et al. 1999; Granot & Sari 2002; Yost et al. 2003; Van
der Horst et al. 2008b). This provides us with a context to illustrate the scaling laws derived
in section 2.4. We will use the �t parameters obtained from broadband modeling by Van der
Horst et al. (2008b). They have �t simultaneously in time and frequency while keeping k
as a �tting parameter. Because the only model dependencies that have been introduced by
this approach are the scalings of t and � (and no scaling coe�cients), their �t results are still
fully consistent with our �ux equations. Using the cosmology 
M = 0:27, 
� = 0:73 and
Hubble parameter H0 = 71 km s�1 Mpc�1, they have robs;28 = 1:635 and z = 0:835 (Metzger
et al. 1997a), leading, at tobs;d = 23:3 days, to �c;1 = 9:21 � 1013 Hz, �m;1 = 4:26 � 1010 Hz,
Fm;1 = 0:756 mJy, p = 2:22 and k = 0:0307.

Both Van der Horst et al. (2008b) and Galama et al. (1999) take for the hydrogen mass
fraction of the circumburst medium X = 0:7, which in our �ux equations is mathematically
equivalent (though conceptually di�erent) to setting �N = (1 + X)=2 = 0:85. Unfortunately
this still leaves us with four variables to determine (�B, �E , E52, n0) and only three constraints
(peak �ux, cooling and peak frequency). From a theoretical study of the microstructure of
collisionless shocks Medvedev (2006) arrives at the following constraint:

�E v
p
�B: (2.16)
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Figure 2.2: A comparison of a representation of the data, using the values of Van Der Horst for the
critical frequencies and peak �ux, combined with our equations for the transition sharpnesses, at 23.3
days, with a reproduced spectrum from a BM blast wave simulation.

We include this constraint to have a closed set of equations.
For the values quoted above we obtain: E52 = 0:155, n0 = 1:28, �B = 0:1057, �E = 0:325.

In �gures 2.2 and 2.3 we have plotted a comparison between the spectrum generated by using
these values as input parameters for the BM solution and the spectrum as it is represented by
applying the results of the broadband �t of Van der Horst et al. (2008b) for the values of the
critical frequencies and the peak �ux to equation (2.11).

Our scaling coe�cients were �xed for arbitrary k and for comparison we also give results
for k = 0 and k = 2. The ISM case is virtually identical to k = 0:0307 and yields: E52 = 0:155,
n0 = 1:23, �B = 0:106, �E = 0:325. The stellar wind case yields: E52 = 0:161, n0 = 6:45,
�B = 0:0957, �E = 0:309. The quantity n0 (the particle number density at the characteristic
distance 1 � 1017 cm) is a�ected most.

Also for comparison we give some of the values obtained by other authors. Galama et al.
(1999) obtain for the ISM case: E52 = 3:5, n0 = 0:03, �B = 0:09, �E = 0:12. Granot &
Sari (2002) obtain for the ISM case: E52 = 0:12, n0 = 22, �B = 0:012, �E = 0:57. Both
use p = 2:2. Finally Van der Horst et al. (2008b) obtain for k = 0:0307: E52 = 0:435,
n0 = 0:0057, �B = 0:103, �E = 0:105.

The large di�erences between the various results illustrate the importance of using the
correct scaling coe�cients to derive physical parameters of GRBs and provide a strong mo-
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Figure 2.3: Simulated light curves generated from post-processing of simulations using the BM solu-
tion with the input parameters we have derived: E52 = 0:155, n0 = 1:28, �B = 0:105, �E = 0:325. For
the X-rays we used � = 1 � 1018 Hz and for the R band � = 4:3 � 1014 Hz.

tivation for this work. Because the error on �B in particular is rather large for the quoted
authors, who have used the self absorption critical frequency to provide a fourth constraint,
the constraint from Medvedev (2006) can not be rejected based on their �t results. The exten-
sion of our code to include self-absorption will yield an alternative and can be used to further
study the applicability of Medvedev’s constraint.

2.7 Summary and discussion

In this paper we have introduced an approach to reconstruct light curves and spectra from
hydrodynamic simulations. The central idea is that we do not start from simulation snapshots
and bin the output of each grid cell, but that for representative snapshots we integrate over
the intersecting surface that contains all points where radiation is generated that is due to
arrive at a given observer time and frequency. When performing these integrations we inter-
polate within and between grid cells. While in the context of this paper we have used only
snapshots that contain mimicked RHD output using the BM solution, �rst results using real
simulations have been obtained and will be discussed in a later paper. An important thing to
note here is that, even though the post-process code only required a very modest resolution,
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the underlying hydrodynamics code usually does not. Meliani & Keppens (2007) used 1200
base level cells and 15 re�nement levels to simulate the evolution of the blast wave (earlier,
when they were putting their code to the test they even used 30,000 base level cells at one
point, see Meliani et al. 2007). This means that, in general, parallel computer systems are
required to run these simulations, something for which the RHD code that our post-process
code interacts with (AMRVAC) was explicitly designed.

In our code we included synchrotron radiation and electron cooling. We use a parametri-
sation of the accelerated particle distribution in terms of 
M and 
m. Thermal radiation from
the particles not accelerated to a power law distribution can be included in a straightforward
manner. The code can also be extended to include self-absorption and since the outgoing
synchrotron radiation from a grid cell is independent of the incoming radiation, this can be
done without expanding to a full radiative transfer code including scattering. E�ectively,
all that is needed is to postpone the integration over the intersecting surfaces until after the
integration over emission times, while in the meantime diminishing the output from earlier
surfaces according to the column densities in the lines of sight, which amounts to solving
linear transport equations only.

As a consistency check and a �rst application of the code we calculated the scaling coef-
�cients of the �ux scaling equations for GRB afterglow spectra for arbitrary values of k with
unprecedented accuracy. These results can be used to obtain the physical parameters of the
burst from �ts to afterglow data. For the ISM and stellar wind scenario’s the results have been
checked against the results of Granot & Sari (2002) and are found to be fully consistent. The
motivation for the choice of arbitrary k is that various authors have now used k as a �tting
parameter (e.g. Van der Horst et al. 2008b; Yost et al. 2003). Values of k other than 0 or
2 re�ect the structure of a circumburst medium altered by shock interactions or more com-
plicated stellar wind structures. We have used GRB970508 to illustrate the e�ect of using
our scaling coe�cients to deduce the physical properties of a GRB. Here we have used an
additional constraint by Medvedev (2006) to obtain a closed set of equations in the absence
of a full description for the self-absorption.
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2.8 Appendix A: Derivation of emitted power per electron

For each electron Lorentz factor 
e we de�ne two critical frequencies �0cr;e;� and �cr;e:

�0cr;e;� =
3

4�

02e

qeB0

mec
sin� � �0cr;e sin�; (2.17)
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where qe denotes the electron charge, me the electron mass and � the pitch angle between
�eld and velocity. It is around (but not exactly at) these values that the spectrum peaks and
we will �nd them useful as integration variables later on.

The power per unit frequency emitted by an electron is (Rybicki & Lightman (1986)):

dP0e;�
d�0

(�0) =
p

3qe
3B0 sin�

mec2 F(
�0

�0cr;e;�
); (2.18)

where

F(x) � x
Z 1

x
K 5

3
(�) d�; (2.19)

with K 5
3

a modi�ed Bessel function of fractional order. F(x) behaves as follows in the limits
of small and large x:

F(x) v
4�
p

3�( 1
3 )

� x
2

�1=3
0
BBBBB@1 �

�( 1
3 )

25=3 x2=3 +
3

16
x2

1
CCCCCA ; x � 1; (2.20)

F(x) v
r
�
2

x1=2e�x
 
1 +

55
72

1
x
�

10151
10368

1
x2

!
; x � 1; (2.21)

where �(x) is the gamma function of argument x.
For the mean power averaged over all pitch angles while assuming an isotropic pitch

angle distribution we obtain:

dP0e
d�0

(�0) =
p

3qe
3B0

mec2 P(
�0

�0cr;e
); (2.22)

where

P(x) �
1
2

Z �

0
(sin�)2F(

x
sin�

) d�: (2.23)

In the limit of small and large x, P(x) behaves as follows:

P(x) v
22=3 � �3=2 �

p
3

9�( 11
6 )

x1=3 �
�
p

3
x �

5 � � �
p

3
48 � 21=3�( 11

6 )
x7=3; x � 1; (2.24)

P(x) v
�
2

e�x; x � 1: (2.25)

The e�ective lower cut-o� Lorentz factor of a collection of electrons 
0m can be expressed
in terms of local �uid quantities. The integrated power law particle distribution C
0�p

e d
0e (C
is a constant of proportionality) must yield the total number density of particles:

Z 1


0m
C(
0e)�p d
0e = �Nn0 ! C = �

1 � p
(
0m)1�p �Nn0: (2.26)
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Similarly the integrated particle energies must yield the total energy:
R 1

0m

C
0�p
e 
0emec2 d
0e

R 1

0m

C
0�p
e d
0e

=
�Ee0th + �Nn0mec2

�Nn0
: (2.27)

Combining these equations and dropping the rest mass term in the energy equation (it will be
negligible for relativistic electrons), we obtain


0m =
 

2 � p
1 � p

!
�
 
�E

�N

e0th
n0

1
mec2

!
: (2.28)

If we integrate (2.22) over the particle distribution and divide the result by the total elec-
tron density, we obtain the emitted power per ensemble electron4:

dP0<e>

d�0
(�0) =

p � 1
2
�
p

3qe
3B0

mec2 � Q
 
�0

�0cr;m

!
: (2.29)

Here �0cr;m denotes the resulting value of �0cr;e when we substitute 
0m for 
0e in equation (2.17).
It surfaces when we switch integration variables from 
0e to �0cr;e. The auxiliary function Q is
de�ned as

Q(x) � x
1�p

2

Z x

0
y

p�3
2 P(y) dy: (2.30)

In the limit of small and large x, Q(x) behaves as follows:

Q(x) v
25=3
p

3��( 1
6 )

5(3p � 1)
x1=3 �

2�
p

3(p + 1)
x +

3
p

3��( 1
6 )

21=3(88 + 24p)
x7=3; x � 1; (2.31)

Q(x) v
p
�

�( 5
4 + p

4 )
�( 7

4 + p
4 )
�

2
p�1

2

p + 1
� �(

p
4

+
19
12

)�(
p
4
�

1
12

) � x
1�p

2 �
�
2

e�x

x
; x � 1: (2.32)

In practice, the computer code uses lookup tables for F(x), P(x) and Q(x). The three
functions have been plotted in �gure (2.4) (Q for both p = 2:2 and p = 2:8), allowing for
comparison between the spectra from a single electron, an angle-averaged electron and an
ensemble electron.

2.9 Appendix B: Emitted power with electron cooling
If the only processes that are of importance are synchrotron emission and adiabatic cooling,
the evolution of the Lorentz factor of a single electron is described by

d
e

dt0
= �

�T (B0)2

6�mec

2

e +

e

3n0
dn0

dt0
; (2.33)

4an ensemble electron contribution is therefore constructed as the total of all electron contributions divided by
the number of electrons.
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Figure 2.4: F(x), P(x) and Q(x) (for p = 2:2 and p = 2:8 ): single electron, single angle-averaged
electron and ensemble electron respectively.

where �T denotes the Thomson cross section. In Granot & Sari (2002) this di�erential equa-
tion is applied to the BM solution by expressing it in terms of the self-similar variable and
solving it analytically. In our case we can use eq. (2.28) to establish 
0m directly behind the
shock front and initially put 
0M , the upper cut-o� Lorentz factor due to cooling, at a suf-
�ciently large value (instead of in�nity). Su�ciently large for example can be taken such
that ��������

R 
0M

0m


1�p
e �

R 1

0m

1�p

e
R 1

0m

1�p

e

��������
� �; (2.34)

with � some tolerance for the error in the energy. The real 
0M will quickly catch up with the
approximated 
0M , as can be seen from equation (2.33).

The analytical solution for the particle distribution in the BM case is given by

Ne(
0e) = C
0�p
e � (1 �


0e

0M

)p�2; (2.35)

where the factor C now stands for

C = (p � 1)�n0
0p�1
m � (1 �


0m

0M

)1�p: (2.36)
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We take this to hold for the output of real RHD simulations as well, so that we have an
approximate parametrisation for the particle distribution in any grid cell in terms of 
0m and

0M alone. A more complete treatment of the particle distribution (e.g. Pe’er & Waxman
(2005)) would e�ectively introduce an additional dimension to the RHD simulation and slow
down the calculations accordingly.

Via reasoning completely analogous to the non-cooling case (where we use eq. (2.17)
with 
0M instead of 
0e to obtain �0cr;M) we arrive at an auxiliary function Q given by

Q(yM ; ym) = y
1�p

2
m � (1 � (

yM

ym
)1=2)1�p �

Z ym

yM

y
p�3

2 � (1 � (
yM

y
)1=2)p�2P(y) dy; (2.37)

ocurring in
dP0<e>

d�0
(�0) =

p � 1
2
�
p

3qe
3B0

mec2 � Q
0
BBBB@
�0

�0cr;M
;
�0

�0cr;m

1
CCCCA : (2.38)

Since this is a function of two variables instead of one, its limiting behaviour is more com-
plicated. If yM � 1, Q(yM ; ym) approximately reduces to

Q(yM ; ym) / (1 � (
yM

ym
)1=2)1�p � Q(ym); yM � 1; (2.39)

which can be obtained by approximating yM by zero in the integration limits and integrand of
equation (2.37). If ym=yM ! 1, the approximate result is

Q(yM ; ym) / P(ym);
ym

yM
! 1; (2.40)

which follows from approximating the integral from (2.37) by its value at ym times the in-
tegration domain. If ym � 1 as well, we can use the �rst term of the lower limit series
expansion for P in the integral and solve it to re�ne the approximate result to

Q(yM ; ym) / P(ym)=(p � 1);
ym

yM
! 1; ym � 1: (2.41)

On the other hand, if ym=yM � 1, we can approximate the result in terms of Q(yM ; y0m) for
a smaller value y0m (i.e. the last tabulated value):

Q(yM ; ym) v Q(yM ; y0m) �
 

ym

y0m

! 1�p
2

+ Q(ym) � Q(y0m)
 

ym

y0m

! 1�p
2

;
ym

yM
� 1; (2.42)

which further reduces to

Q(yM ; ym) v Q(yM ; y0m) �
 

ym

y0m

! 1�p
2

�
�
2

e�ym

ym
+
�
2

e�y0m

y0m
�
 

ym

y0m

! 1�p
2

;
ym

yM
� 1; (2.43)

for su�ciently high values of y0m and ym.
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Finally, for yM � 1 we �nd from �tting to tabulated values that Q(yM ; ym) is best de-
scribed by

Q(yM ; ym) /
 

ym

yM

! 1�p
2

� (1 � (
yM

ym
)1=2)(1�p) � e�yM � yp�1

M ; yM � 1: (2.44)

In practice the code uses a two-dimensional table with numerically calculated values in addi-
tion to the analytical expressions above. The contribution from the region where yM � 1 is
e�ectively zero due to the exponential term e�yM .

2.10 Appendix C: Derivation of Scaling coef�cients
We summarize the equations for the scaling coe�cients in table (2.3). Aside from some
explicit dependencies on p and k these equations also contain truly numerical constants with
values that have been determined by �tting to output of our code. For example CD(p; k)
contains the constants CD0, CDk and CDkk (with Ck

Dk denoting CDk to the power k etc.). Their
numerical values are listed in table (2.4). Instead of incorporating these numerical constants
in the total �ux formula as we have done here we could also have used a �tting polynomial,
but this approach more closely re�ects the k and p dependencies.

The �rst term (p � 1) in these equations is also the �rst term in eq. (2.8). From the
contribution of Ntot we obtain a contribution 1=(3 � k) via

Ntot = �N4�
Z R

0
r2n0

 
r

R0

!�k

dr = �N
4�n0

3 � k

 
R
R0

!3�k

: (2.45)

The origin of the combination (p � 2)=(p � 1) can be traced to equation (2.28) in appendix A
of this paper (Granot & Sari (2002)) actually absorb it into �E). The term (17 � 4k) is linked
to the energy E52 and the two will always occur with the same power as can be seen from
comparing tables 2.3 and 2.1. It enters our calculations via equation (69) from Blandford &
McKee (1976). The term (4 � k) is likewise linked to the observer time tobs;d. The extra term
is a result from the transition from emission time in the grid lab frame to observer time. For
the shock front the two are related via

te = (2(4 � k)tobs)1=(4�k)
0
BBBB@

E(17 � 4k)
8��0c5�kRk

0

1
CCCCA

1=(4�k)

: (2.46)

The �nal terms are di�erent for the di�erent power law regimes. They are contributed by the
leading order terms of the various approximations of Q. Q+ is given by (see eqn. (2.32)):

Q+ �
�( 5

4 + p
4 )�( p

4 + 19
12 )�( p

4 �
1

12 )
�( 7

4 + p
4 )(p + 1)

: (2.47)

For low uncooled frequencies we have

Q� �
1

3p � 1
; (2.48)
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Table 2.3: scaling coe�cients

CD � (p � 1) �
�
CD0Ck

DkC
k2

Dkk

�1=(4�k)
�

1
3 � k

�
 

p � 2
p � 1

!�2=3

�(17 � 4k)
10�4k
3(4�k) � (4 � k)

2�k
4�k � Q�

CE � (p � 1) �
�
CE0Ck

EkC
k2

Ekk

�1=(4�k)
�

1
3 � k

�(17 � 4k)
�6k+14
3(4�k) � (4 � k)

2�3k
3(4�k) � Qcool

CF � (p � 1) �
�
CF0Ck

FkC
k2

Fkk

�1=(4�k)
�

1
3 � k

�(17 � 4k)3=4 � (4 � k)�1=4 � Qcool

CG � (p � 1) �
�
CG0Ck

GkC
k2

GkkC
p
GpCpk

GpkC
pk2

GpkkC
p2

GppCp2k
GppkC

p2k2

Gppkk

�1=(4�k)
�

1
3 � k

�
 

p � 2
p � 1

!p�1

�(17 � 4k)
�kp�5k+4p+12

4(4�k) � (4 � k)
3kp�5k�12p+12

4(4�k) � Q+

CH � (p � 1) �
�
CH0Ck

HkC
k2

HkkC
p
HpCpk

HpkC
pk2

HkkC
p2

HppCp2k
HppkC

p2k2

Hppkk

�1=(4�k)
�

1
3 � k

�
 

p � 2
p � 1

!p�1

�

(17 � 4k)
p+2

4 � (4 � k)
2�3p

4 � Q+

as can be seen from equation (2.31). When cooling plays a role we �nd that equation (2.41)
provides us with

Qcool �
1

p � 1
: (2.49)

Note that the e�ect of Qcool in CE and CF is to cancel out the �rst (p � 1) term -we only kept
both terms for clarity of presentation.

2.11 Appendix D: The hot region

For any given observer time and observer frequency there is a region behind the shock front
where the emitting electrons have not yet cooled below the observer frequency. Although,
when we set 
M initially at in�nity, the size of this region never becomes zero, it can become
very small, even when compared to the analytical error on the BM solution. The size of the
hot region also determines the slope of the spectrum beyond the cooling break. We calculate
its properties below.

The BM solution is obtained by a change of variables from t and r to � and 1=�2, where the
fact that the latter becomes very small is continually used to simplify the dynamic equations
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Table 2.4: Constants setting scale of �ux
D G H F E

0 5:12 � 10�17 2:78 � 10�31 5:68 � 10�1 1:16 � 1030 2:95 � 10�16

k 1:18 � 104 4:54 � 107 6:94 � 10�1 1:36 � 10�8 2:04 � 104

kk 9:01 � 10�1 8:95 � 10�1 9:27 � 10�1 1:01 9:41 � 10�1

p 2:25 � 1032 5:40 � 1030

pk 7:27 � 10�9 1:65 � 10�8

pkk 9:41 � 10�1 1:06
pp 1:77 2:99

ppk 8:07 � 10�1 7:01 � 10�1

ppkk 1:03 1:01

using �rst order approximations. The � coordinate of a �uid element is given by

� = [1 + 2(4 � k)�2](1 �
r
ct

); (2.50)

which is 1 at the shock front and increases roughly one order in magnitude until the back of
the shock.

The radiation received at a given observer time is obtained by integrating over equidistant
surfaces that have a one-on-one correspondence to emission times. To obtain an order of
magnitude estimate for the size of the hot region we look solely at the jet axis, where each
emission time and hence each equidistant surface corresponds to a given position �, via

�(r; t) = �(c(te � tobs); te) �
tobs

te
� 2(4 � k)�2: (2.51)

We de�ne the boundary of the hot region �hot at the point where �0cr;M = �0 (i.e. when the
second argument of Q( �0

�0cr;m
; �0
�0cr;M

) is equal to one). The critical frequency �0cr;M is related to 
0M
via the usual relation (see eqn. 2.17), and an expression for 
0M in terms of the self-similar
parameter � can be found in Granot & Sari (2002):


0M(�) =
2(19 � 2k)�mec


�T B2te
1

�(19�2k)=3(4�k) � 1
: (2.52)

Using the above we can �nd an expression for �hot -or equivalently te;hot, since the two are
related via eqn. (2.51). To �rst order in �hot � 1 we �nd

�hot � 1 �
0
BBBBB@

27qeme(4 � k)2

��2
T 128

p
2�c2�3=2

B �3=2
0 R3k=2

0

1
CCCCCA

1=2

�
0
BBBB@

E(17 � 4k)tobs2(4 � k)
8��0Rk

0c5�k

1
CCCCA

4�3k
4(k�4)

; (2.53)

te; f ront � te;hot �
1

4 � k
�
0
BBBBB@

27qeme(4 � k)2

��2
T 128

p
2�c2�3=2

B �3=2
0 R3k=2

0

1
CCCCCA

1=2

�
0
BBBB@

E(17 � 4k)tobs2(4 � k)
8��0Rk

0c5�k

1
CCCCA

�3k
4(k�4)

;

(2.54)
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where te; f ront is the emission time of the shock front (see equation 2.46).
From this we can draw a number of conclusions. The size of the hot region is dependent

on the observer frequency via ��1=2. For observer frequencies beyond the cooling break, it is
e�ectively this region alone that contributes to the observed �ux, since the contribution from
the cool region drops exponentially (see equation 2.44). A steepening of the spectral slope by
-1/2 is therefore expected: (1 � p)=2 ! �p=2. This results from multiplying the pre-cooling
break �ux by the fraction of the total emitting region that consists of the hot region -which is
given by

te; f ront � te;hot

te; f ront
�

1
4 � k

�
0
BBBBB@

27qeme(4 � k)2

��2
T 128

p
2�c2�3=2

B �3=2
0 R3k=2

0

1
CCCCCA

1=2

�
0
BBBB@

E(17 � 4k)tobs2(4 � k)
8��0Rk

0c5�k

1
CCCCA

4�3k
4(k�4)

(2.55)
Note that from this equation all post-cooling break scalings (e.g. �B, E52 etc.) can be derived
by multiplying with the relevant pre-cooling �ux.

Another important issue is that the size of the hot region can become smaller than the
analytical error inherent in the BM solution, which cuts o� beyond 1=�2. This happens at
late times, when � has dropped signi�cantly. This puts a practical limit on a direct numerical
implementation of the BM solution in our radiation code, ironically not due to numerical lim-
itations of the code but because of the upper limit on the accuracy of the analytical solution
that we have used to generate our grid �les5. One can however still extrapolate the heuris-
tic description of the spectra and light curves that we have obtained for arbitrary k to late
times -this is completely consistent with the canonical approach to light curve and spectrum
modelling.

5In general, when post-processing grid �les from simulations the issue does not occur because we use the AMR
structure of the grid to set the local integration accuracy. If the hot region becomes very small, then this will be
dealt with at the earlier stage of the RHD simulation. Also, when directly integrating the �ux equations for the BM
solution by �rst expressing everything in terms of the self-similar coordinate and sticking to that frame, the issue is
largely avoided as well.
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No visible optical variability from a
relativistic blast wave encountering a

wind-termination shock

H.J. van Eerten, Z. Meliani, R.A.M.J. Wijers, R. Keppens
published in MNRAS 398, L63 (2009)

abstract Gamma-ray burst afterglow �ares and rebrightenings of the optical and X-ray light
curve have been attributed to both late time inner engine activity and density changes in the
medium surrounding the burster. To test the latter, we study the encounter between the rela-
tivistic blast wave from a gamma-ray burster and a stellar wind termination shock. The blast
wave is simulated using a high performance adaptive mesh relativistic hydrodynamics code,
amrvac, and the synchrotron emission is analyzed in detail with a separate radiation code.
We �nd no bump in the resulting light curve, not even for very high density jumps. Further-
more, by analyzing the contributions from the di�erent shock wave regions we are able to
establish that it is essential to resolve the blast wave structure in order to make qualitatively
correct predictions on the observed output and that the contribution from the reverse shock
region will not stand out, even when the magnetic �eld is increased in this region by repeated
shocks. This study resolves a controversy in recent literature.

3.1 Introduction
Gamma-ray Burst (GRB) afterglows are produced when a relativistic blast wave interacts
with the circumstellar medium around the burster and emits nonthermal radiation. (for re-
views, see Piran 2005; M·esz·aros 2006) The general shape of the resulting spectra and light



i

i

�thesis� � 2010/1/24 � 20:39 � page 36 � #42
i

i

i

i

i

i

36 Chapter 3

curves can be described by combining the self-similar Blandford-McKee (BM) model (Bland-
ford & McKee 1976) for a relativistic explosion with synchrotron radiation emission from a
relativistic electron population accelerated into a power law distribution at the shock front.
This model describes a smooth synchrotron light curve, with the slope of the curve a func-
tion of the power law slope of the accelerated electrons and of the density structure of the
surrounding medium (M·esz·aros & Rees 1997; Wijers et al. 1997).

This picture however, is far from complete and with the increasing quality of the available
data (e.g. from swift) more deviations from the standard of a smoothly decaying (in the
optical and X-ray) light curve are being found, for example in the shape of �ares (Burrows
et al. 2005; Nousek et al. 2006; O’Brien et al. 2006) in the X-ray afterglows and early optical
variability (Stanek et al. 2007).

Along with prolonged inner engine activity, changes in the surrounding density structure
have often been suggested as a cause of this variability (Wang & Loeb 2000; Lazzati et al.
2002; Nakar et al. 2003). The details of the shape of the surrounding medium have therefore
been the subject of various studies (e.g. van Marle et al. 2006), as well as the hydrodynamics
of a relativistic blast wave interacting with a complex density environment (Meliani & Kep-
pens 2007). Two recent studies combine a description for the structure of the blast wave after
encountering a sudden change in density, like the wind termination shock of a Wolf-Rayet
star, with an analysis of the emitted synchrotron radiation that is a result of this encounter
(Nakar & Granot 2007, hereafter NG and Pe’er & Wijers 2006, hereafter PW), but arrive
at di�erent conclusions. A short transitory feature in the observed light curves (at various
wavelengths) is predicted by PW, whereas NG conclude that any sudden density change of
arbitrary size will result in a smooth transition. The purpose of this paper is to resolve this
discrepancy in the literature by performing, for the �rst time, a detailed analysis of the radia-
tion produced by a blast wave simulated with a high performance adaptive-mesh re�nement
code. For this analysis, we use the radiation code described in Van Eerten & Wijers (2009)
(chapter 2) and the amrvac relativistic magnetohydrodynamics (RHD) code (Keppens et al.
2003; Meliani et al. 2007). We take special care to perform our simulation at a su�ciently
high spatial and temporal resolution, such that a transitory feature, if any, is properly resolved.

In section 3.2 we will �rst describe the setup and technical details of our simulation
run. In section 3.3 we will discuss the resulting optical light curve and the �uid pro�le
during the encounter. Our numerical results con�rm those of NG. However, by following
the same approximations for the shock wave dynamics as PW, who approximate the di�erent
shocked regions by homogeneous slabs, we �nd that we are able to reproduce their result
of a rebrightening of the afterglow curve. In section 3.4 we argue how this illustrates the
importance of resolving the downstream density structure. After that we separately discuss
in section 3.5 the contribution of the reverse shock that is triggered when the blast wave hits
a density discontinuity, as it is the main transitory phenomenon during the encounter. This
contribution is overestimated by PW and assumed similar in behavior to that of the forward
shock in NG. Since both NG and PW do not invoke electron cooling in their arguments and
optical �ashes, if any, occur at observer frequencies that are orders of magnitude below the
cooling break, we will not enable electron cooling in our radiation code. We summarize our
results in section 3.6.
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3.2 Initial conditions

We will study the case of a massive (M & 25M�), low metallicity (Z v 0:01Z�) progenitor
star. During its Wolf-Rayet phase (lasting v 106 years) a stellar wind is produced, which de-
termines the shape of the circumstellar medium. The typical mass-loss rate is approximately
�M v 10�6M� yr�1 and the typical wind velocity vw v 1000 km s�1. Because the stellar wind

�ow is supersonic, a shock is produced. A simple schematic description of the circumstellar
medium (where we ignore complications such as the in�uence of photo-ionization) consists
therefore of (starting near the star and moving outwards) a free-�owing stellar wind region, a
density jump separating the stellar wind region from a homogenized region in�uenced by the
reverse shock, a contact discontinuity followed by a region shocked by the forward shock.
The forward shock front then separates the shocked medium from the unshocked interstellar
medium (ISM).

Following the GRB explosion, a relativistic blast wave is sent into this environment. For
the typical progenitor values above, an ISM number density nIS M v 103 cm�3 and a GRB
explosion energy of E = 1053 erg, this blast wave will only encounter the �rst discontinuity
during its relativistic stage. The discontinuity will be positioned at R0 = 1:6 � 1018 cm and
corresponds to a jump in density of a factor 4. Before the jump the radial density pro�le is
given by n(r) = 3 � (r=1 �1017)�2 cm�1, and after the jump by the constant n(r) = 4�3 � (R0=1 �
1017)�2 cm�1. These exact values are chosen to conform to PW.

We have run a number of simulations of relativistic blast waves hitting the wind termi-
nation shock at R0. The initial �uid pro�le is generated from the impulsive energy injection
BM solution with the parameters described above for the explosion energy and circumburst
density, keeping the adiabatic index �xed at 4/3. The starting time is taken when the shock
Lorentz factor is 23. The blast wave will hit the discontinuity when its Lorentz factor is
v 22:27, at an explosion lab frame time tenc = 5:34 � 107 seconds (with t = 0 set to the start
of the explosion). This time corresponds to v 0:3 days for radiation coming from the shock
front in observer time (which is taken to be zero at the start of the explosion). To completely
simulate the encounter, we will follow the evolution of the blast wave from 5 � 106 seconds to
6:4 � 107 seconds and will store enough output to obtain a temporal resolution (in lab frame
simulation time) dt of 1:56 � 103 seconds.

For the outer boundary of the computational grid we take 6�1018 cm, enough to completely
capture the shock pro�le during the encounter even if it were to continue at the speed of light.
In order to resolve the shock wave, even at its smallest width at Lorentz factor 23, we take
10 base level cells and allow the adaptive mesh re�nement routine to locally double the
resolution (where needed) up to 17 times. This implies an e�ective resolution dr v 6:3 � 1011

cm and e�ectively 1,310,720 grid cells.
Three simulations were performed using the initial conditions from PW (along with some

at lower resolutions, to check for convergence): a test run with stellar wind pro�le only (and
no discontinuity), one with a density jump of 4 and one with a far stronger density jump
of 100. Although density jumps much larger than 4 may be feasible (see van Marle et al.
2006, for an example scenario where the progenitor star has a strong proper motion -the
relativistic blast wave will then be emitted into a stellar environment that takes the shape of
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a bow shock), this is not the main motivation for the factor 100 simulation run. The primary
focus is on establishing if the lack of an observer e�ect in the light curve persists for general
values of the density jump.

To study relativistic as well as ultra-relativistic blast waves, in addition to the Lorentz
factor 23 scenario we have also performed two simulations (one with jump and a test run
without) where we moved the density jump outward to 3 � 1019 cm, while keeping the other
parameters equal. In this scenario the blast wave encounters the jump when it has a shock
Lorentz factor v 5.

The simulation output is then analyzed using the radiation code for an observer at a dis-
tance of 1 � 1028 cm. The microphysics of the shock acceleration is captured by a number of
ignorance parameters. The fraction of thermal energy residing in the small scale downstream
magnetic �eld is �B = 0:01, the fraction of thermal energy in the accelerated particle distri-
bution �E = 0:1, the number of power law accelerated electrons as a fraction of the electron
number density �N = 1 and the slope of this power law p = 2:5. Again these values are
chosen to match PW.

3.3 Light curve and shock pro�le
The discussion below refers to the shock Lorentz factor 23 scenario. The Lorentz factor 5
simulations lead to qualitatively similar light curves and will therefore not be discussed in
further detail. The transition then takes extremely long due to the longer dominance of earlier
emission. These simulations con�rm that the results presented hold for relativistic blast waves
as well, not just for ultra-relativistic blastwaves.

Directly after hitting the discontinuity, the blast wave splits into three regions. The inner-
most region, up to the reverse shock (RS) front remains unaware of the collision. Beyond the
RS the plasma gets homogenized up to the contact discontinuity (CD). The region following
the contact discontinuity, up to the forward shock (FS) is not homogeneous but will gradually
evolve into a BM pro�le again for a modi�ed value of the circumburst density structure. A
snapshot of the shock structure during the encounter is shown in �gure 3.1. We show co-
moving density (as opposed to the lab frame density) because the di�erences between the
di�erent regions then stand out more clearly.

The optical light curves calculated from the simulations are observed at � = 5 � 1014 Hz,
which lies between the synchrotron peak frequency �m and the cooling break frequency �c
(it may be helpful to emphasize that here, contrary to shock interaction during the prompt
emission phase, �m is found at a similar frequency for both the forward and reverse shock
contributions). Because the observer frequency lies well below the cooling break, we ig-
nore the e�ect of electron cooling. The light curves for the factor 4 and factor 100 density
jumps are found in �gure 3.2. For complete coverage at the observed times and clarity of
presentation, analytically calculated emission from a BM pro�le with Lorentz factors > 23
(or > 5) has been added to that calculated from the simulations. From the light curves we
draw the following conclusion: an encounter between the relativistic blast wave and a wind
termination shock does not lead to a bump in the light curve, but instead to a smooth change
in slope. The new slope eventually matches that of a BM solution for the density structure
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Figure 3.1: A snapshot of the comoving density pro�le at 17 re�nement levels of the �uid at emission
time te = 5:48578 � 107 s, for the factor 4 increase in density. The di�erent regions are clearly visible.
From left to right we have: up to the steep rise the region not yet in�uenced by the encounter, the
plateau resulting from the passage of the reverse shock, and starting at the gradual rise the region of the
forward shock. The front part of the forward shock region is again homogeneous in density, showing
the di�erence between the idealized BM solution and actual simulation results. The �at part of the
forward shock region (smallest, rightmost region) is resolved by v 100 cells.

found beyond the discontinuity.

3.4 Resolved blast wave versus homogeneous slab
The optical light curves presented in the above section di�er distinctly from those presented
by PW in that they show no bumps. This di�erence in results has to be caused by one or more
di�erences in our assumptions, which are:

� PW include both electron cooling and synchrotron self-absorption, while in this paper
we have included neither.

� We take the magnetic �eld to be a �xed fraction �B of the local thermal energy in all
parts of the �uid, even those shocked twice, whereas PW have a magnetic �eld in the
reverse shock region that is slightly higher. This is because they take into account that
the dominant magnetic �eld in the reverse shock region is actually the �eld advected
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Figure 3.2: The �gure shows the resulting optical light curves at 5�1014 Hz, for the cases of a continuous
stellar wind environment, a jump of a factor 4 followed by a homogeneous environment and a jump of a
factor 100. 50 data points have been devoted to 0.3 - 1 day and 50 data points to the following 19 days.
A smooth transition towards the power law behaviour corresponding to a BM shock wave expanding
into a homogeneous environment is visible, even for the extreme change in density.

with the �ow from the region shocked once. The newly created �eld is approximately
a factor 1.2 smaller.

� We resolve the downstream �uid pro�le, while PW approximate the di�erent regions
behind the shock front by homogeneous slabs of varying density, thermal energy and
Lorentz factor. Also, they freeze the �uid Lorentz factors during the encounter.

Since the optical light curve corresponds to an observer frequency su�ciently above the
self-absorption critical frequency and su�ciently below the cooling break frequency, neither
cooling nor absorption should have any visible e�ect on the shape of the curve. The fact that
cooling is not required for the bump found by PW is also immediately obvious from �gure
3.3, where we have applied our radiation code directly to the homogeneous slabs approxima-
tion of PW, with electron cooling disabled. The light curves thus generated do show a bump
feature after the onset of the encounter (this also provides a check on the internal consistency
of both models). To explicitly check the e�ect of the stronger magnetic �eld in the reverse
shock region we have generated two light curves: one where all the �uid quantities are ex-
actly similar to those of PW and one where we ignored the stronger �eld in the reverse shock
region but kept the �eld at �xed fraction of the thermal energy (which is the same as that in
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Figure 3.3: Resulting light curves at 5 �1014 Hz when our radiation code is applied to the homogeneous
slabs approximation of PW, instead of a hydrodynamical simulation. The bottom curve shows the
resulting light curve if the magnetic �eld in the reverse shock region does not contain the additional
increase in magnetic �eld in the reverse shock region. Contrary to the light curves shown in �gure 3.2,
in both cases a clear rise in intensity with respect to the previous level is seen over the course of a few
hours, as predicted by PW for homogeneous slabs.

the forward region in the homogeneous slab approximations, due to pressure balance across
the contact discontinuity). As can be seen from the �gure, the temporary rise occurs in both
cases, with only a marginal di�erence between the two curves.

This brings us to the third di�erence listed. We conclude that to determine the visible
response of a blast wave to density perturbations, it is crucial to take the radial structure
of the blast wave into account. This (along with establishing the lack of a transitory feature
itself) is the main conclusion from this paper and forms an important justi�cation for the
kind of detailed approach that we have employed, where the dynamics of the blast wave are
simulated using a high performance RHD code, together with a radiation code that accurately
probes all local contributions to the synchrotron spectrum. It is also important to emphasize
that the bump found by PW is not the result of inaccurately modeling the di�erent arrival
times for photons arriving from di�erent angles relative to the line of sight, as has been stated
in NG. This also can be seen from �gure 3.3 which con�rms that, for homogeneous slabs, the
light curves published by PW are calculated correctly.

The importance of the downstream shock structure can be understood as follows. By
taking a homogeneous slab one not only locally overestimates the downstream density, but
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also the Lorentz factor and thermal energy (and hence the magnetic �eld). Also, the width of
the homogeneous slab is determined by comparison with the downstream density structure or
the energy density structure or the velocity structure, and matching the width to one of these
comes at the expense of a lack of similarity to the others. (And �nally, keeping the Lorentz
factors �xed during the encounter also contributes to the overestimation of the �ux emitted
during the encounter). Essentially, all this indicates a lack of resolution. The homogeneous
slab implies a spatial resolution1 �r v R=�2 cm (with R the blast wave radius and � the blast
wave Lorentz factor), and is therefore in principle only applicable to describe behavior on
time scales �t > �r=c. This is true in general, not just for simulations, and in our case yields
�t v 1:5 days at the time of the onset of the encounter. The reason that the homogeneous
slab does work to describe the general shape of the light curve from the BM blast wave, as
was done by Waxman (1997) among others, is that in these cases the slab is used to describe
behavior on time scales �t >> �r=c (actually �t arbitrary large, for understanding of asymp-
totic behavior). But one should for example not expect the homogeneous slab approximation
to get the absolute scale right, and indeed it is o� by a factor of a few (justifying more detailed
calculations like Granot & Sari 2002; Van Eerten & Wijers 2009 -chapter 2 ).

3.5 The reverse shock contribution

In the previous we have established that the reverse shock caused by the encounter with the
density perturbation does not cause a rise in the observed light curve. Since this reverse shock
has been evoked to explain rebrightening (e.g. by Ramirez-Ruiz et al. 2005), it is of interest
to look at its contribution in some more detail. In �g. 3.4. this contribution (in the optical)
is compared directly to the total �ux emitted from the shock pro�le, both for the simulation
and for the PW approximation. The important di�erence is the relative overestimation of the
reverse shock region in the PW approximation. The relative contributions for the di�erent
regions within either the homogeneous slab or the resolved blast wave simulation of course
depend on their relative sizes and therefore on the emission time. Another feature of note
is that the homogeneous slabs approximation results in an emission pro�le that is sharply
peaked, whereas the more accurate pro�le displays a �atter tail and a smoother transition
between rise and decay.

The shock structure is also calculated and implemented in NG, starting from the shock
jump conditions and assuming homogeneous slabs for the forward and reverse shock region,
yet they do not �nd a temporary rebrightening. This is a consequence of the fact that they
set the reverse shock contribution at a �xed fraction of the forward shock contribution, while
allowing this forward shock contribution to evolve according to the appropriate BM pro�le
following the density change, as opposed to freezing the shock Lorentz factors during the
encounter. That the forward shock determines the shape of the light curve is then imposed as

1Even though PW identify three di�erent regions during the encounter, this in itself does not imply an improved
spatial resolution, since the �uid conditions in each region are connected to each other (and the upstream medium)
via shock-jump conditions that strictly speaking require all regions to be directly adjacent at the same position.
The simulation snapshot in �g. 3.1, shows that the assumption of the reverse shock region being thermalized and
isotropic is not unreasonable, but also shows a clear density gradient within the forward shock region.
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Figure 3.4: Received �ux at observer frequency 5 � 1014 Hz, calculated for a single emission time
te = 5:48578 � 107 s (the same time as in �g. 3.1). Curves are shown both for the homogeneous slab
approximation and for the numerical simulation �uid pro�le. In each case the contribution from the
di�erent regions has been marked: the top curve shows the total �ux, the curve below the �ux when the
contribution from the forward shock region is omitted and for the lowest curve the reverse shock region
has been omitted as well. The �ux level for the homogeneous slab approximation is much higher than
that from the simulation, with (for this particular emission time) the contribution from the reverse shock
dominating the total output. At the same emission time, the reverse shock region contribution for the
simulation is still signi�cant, but no longer dominant. For the simulation snapshot we have estimated
the position of the contact discontinuity, and therefore the edge of the reverse shock region, at the right
edge of the plateau, before the onset of the rise in density. (see �g. 3.1.)

a feature of their model (i.e. in their equation 20) and yields an adequate heuristic description
of the light curve found as a result of their simulations.

The di�erence between the simulations by NG and ours is merely a technical one: in-
stead of a Eulerian code (that can also be used for simulations in more than one dimension,
which we will perform in future work), they use a Lagrangian code for the dynamics. The
reconstruction of the light curves from the code is equivalent. They also, like us, do not take
a slight increase in the magnetic �eld in the reverse shock region into account. NG provide
no information on the spatial and temporal resolution of their simulations.
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3.6 Summary and conclusions
We have performed high resolution hydrodynamical simulations of a relativistic blast wave
encountering a wind termination shock and have calculated the resulting light curve using
the radiation code described in Van Eerten & Wijers (2009) (chapter 2). As a result we
have found no variability in the optical, not even for very large density changes, for blast
waves in the self-similar phase. This renders it very unlikely that observed optical variability
in GRB afterglow light curves can be explained from density perturbations in the external
medium surrounding the burster, as suggested by e.g. Wang & Loeb (2000); Lazzati et al.
(2002); Nakar et al. (2003), PW. This research, however, has been limited to spherically
symmetric density perturbations. A second caveat is the assumption of self-similarity for the
blast wave approaching the wind termination shock. As demonstrated by Meliani & Keppens
(2007), for a termination shock close to the star (R v 1016 cm in their simulation, for a short
Wolf-Rayet phase), the blast wave structure may still somewhat retain the initial structure
of the ejecta (in their simulation, a uniform static and hot shell, i.e. �reball), which may
have observable consequences. The latter is however not likely, given the already reasonably
strong resemblance between their simulation output during the encounter and ours, where the
same shock regions can be identi�ed in the �uid pro�le with similar values for the physical
quantities of interest. Also, if the pre-encounter shock wave is su�ciently di�erent from
the self-similar solution this will also have consequences for the global shape and temporal
evolution of the observable light curve, and the slope will become markedly di�erent from
the one predicted from the BM solution.

Of the two main explanations for (sometimes quite strong) late optical variability, re-
freshed or multiple shocks appear to be a far more realistic option than circumburst medium
interactions. We are currently performing simulations on multiple interacting shocks to test
this alternative hypothesis.

We have compared the results of our simulation to the literature and from a comparison
to the approximations and assumptions used by PW and NG especially, we conclude that
the fact that we resolve the radial blast wave structure explains the discrepancy between our
resuls and those of PW. This, in turn, forms an important justi�cation for the kind of detailed
approach that we have employed, where the dynamics of the blast wave are simulated using
a high perfomance RHD code, together with a radiation code that accurately probes all local
contributions to the synchrotron spectrum. We note that, contrary to what is stated by NG,
the calculation of angular smearing of the signal in PW (which in turn was based on Waxman
1997) is correct.
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Gamma-ray burst afterglows from
trans-relativistic blast wave simulations

H.J. van Eerten, K. Leventis, Z. Meliani, R.A.M.J. Wijers, R. Keppens
MNRAS accepted (2009)

abstract We present a study of the intermediate regime between ultra-relativistic and nonrel-
ativistic �ow for gamma-ray burst afterglows. The hydrodynamics of spherically symmetric
blast waves is numerically calculated using the amrvac adaptive mesh re�nement code. Spec-
tra and light curves are calculated using a separate radiation code that, for the �rst time, links
a parametrisation of the microphysics of shock acceleration, synchrotron self-absorption and
electron cooling to a high-performance hydrodynamics simulation. For the dynamics we �nd
that the transition to the nonrelativistic regime generally occurs later than expected, that the
Sedov-Taylor solution overpredicts the late time blast wave radius and that the analytical for-
mula for the blast wave velocity from Huang et al. (1999) overpredicts the late time velocity
by a factor 4/3. Also we �nd that the lab frame density directly behind the shock front divided
by the �uid Lorentz factor squared remains very close to four times the unshocked density,
while the e�ective adiabatic index of the shock changes from relativistic to nonrelativistic.
For the radiation we �nd that the �ux may di�er up to an order of magnitude depending
on the equation of state that is used for the �uid and that the counterjet leads to a clear re-
brightening at late times for hard-edged jets. Simulating GRB030329 using predictions for
its physical parameters from the literature leads to spectra and light curves that may di�er
signi�cantly from the actual data, emphasizing the need for very accurate modelling. Pre-
dicted light curves at low radio frequencies for a hard-edged jet model of GRB030329 with
opening angle 22 degrees show typically two distinct peaks, due to the combined e�ect of
jet break, non relativistic break and counterjet. Spatially resolved afterglow images show a
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ring-like structure.

4.1 Introduction
Gamma-ray burst (GRB) afterglows can be explained from the interaction between an initially
relativistic shock wave of hot �uid and the medium surrounding the burster. On passage of
the shock electrons get accelerated to relativistic velocities (even with respect to the already
relativistic local �uid �ow) and small scale magnetic �elds are generated. Under in�uence
of the magnetic �eld, the electrons will produce synchrotron radiation, which will be seen by
the observer. This model has been very successful when applied to broadband afterglow data,
but thus far model predictions have been made using simplifying assumptions for the blast
wave structure (approximating the blast wave width by a homogeneous slab, e.g. Wijers et al.
1997; M·esz·aros & Rees 1997; Sari et al. 1998; Rhoads 1999) or from analytical solutions in
either the ultrarelativistic or the nonrelativistic regime (e.g. Granot et al. 1999b; Gruzinov &
Waxman 1999; Wijers & Galama 1999; Frail et al. 2000).

Since the beginning of the decade, �uid simulations have been performed to study after-
glow blast waves and their resulting spectra (see Granot et al. 2001; Downes et al. 2002).
More recent simulations have been used to address the speci�c theoretical issue of the visi-
ble e�ect of the blast wave encountering a density perturbation (Nakar & Granot 2007; Van
Eerten et al. 2009b). Very recently Zhang & MacFadyen (2009) studied the transition to the
transrelativistic regime and the spreading of a collimated out�ow, using an adaptive mesh
technique for the �uid simulation. They made some simplifying assumptions for the radi-
ation mechanism, when compared to the early analytical e�orts (e.g. Granot et al. 1999b),
such as approximating the cooling time by the lab frame time and ignoring synchrotron self-
absorption.

The aim of this paper is to present a theoretical and qualitative study of the transition
regime between relativistic and nonrelativistic blast waves and the e�ect on the light curves
and spectra at various wavelengths, using adaptive mesh relativistic �uid simulations for
blast waves from an explosion in a homogeneous medium, while including all details of the
synchrotron radiation mechanism that have been used for earlier analytical estimates. Also
we present resolved afterglow images. We study spherical blast waves and sharp edged jets
obtained by taking conic sections from a spherically symmetric �uid �ow.

Obviously these simulations do not yet fully address the complete GRB afterglow picture
of a realistic, 2D-dynamical jet, which we address in future work. However, some GRB
afterglows have power law decays that last for months without a jet break, and thus may
be (nearly) spherical. These are of course already addressed in the present work. Also, by
studying the conic sections from spherical �ows, we already address some aspects of jet
behaviour, which allows us to probe some outstanding issues, such as whether the receding
jet may lead to visible features in the late light curve, and whether a dynamical jet break
must be truly achromatic. Finally, any �uid �ow behaviour typical to higher-dimensional
simulations, like lateral spreading of the jet, is best understood from a direct comparison to
one-dimensional simulations and its e�ects on the light curve will in practice be modeled
as a deviation from the heuristic description based on analytical approximations and one-
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dimensional simulations (i.e. as an additional smooth jet break). A companion paper is in
preparation that will discuss the practical consequences for broadband afterglow data �tting
from the underlying model from this paper.

This paper is organized as follows. In section 4.2 we discuss our radiation code and how it
expands upon an approach outlined earlier in Van Eerten & Wijers (2009), hereafter EW09. A
proper treatment of synchrotron radiation and shock wave generation of accelerated particles
and small scale magnetic �elds requires us to trace some additional quantities along with the
�uid quantities.

In section 4.3 we provide the details of our simulations that assume typical GRB param-
eters. We show how the blast wave starts out in the ultrarelativistic regime and smoothly
approaches the nonrelativistic regime. We discuss the consequences of di�erent equations
of state for the �uid and how our simulations di�er from analytical approximations for the
nonrelativistic regime. We show how the �uid lab frame density divided by the �uid Lorentz
factor squared right behind the shock remains always close to four times that in front of the
shock, even though we have di�ering adiabatic indices in both the relativistic and nonrela-
tivistic regimes. Three additional quantities needed to be traced and we present results for the
behaviour of these three: the accelerated electron number density, the magnetic �eld energy
density and the accelerated particle distribution upper cut-o� Lorentz factor. We explain how
calculation of the latter especially is numerically challenging and how it shapes the spectrum
beyond the cooling break.

In section 4.4 we take our results from section 4.3 and calculate spectra and light curves.
We calculate spectra at 1, 10, 100, 1,000 and 10,000 days in observer time. We separately
discuss the di�erent factors contributing to the shape of the light curves: the equation of state,
the evolution of the magnetic �eld and the evolution of the accelerated particle distribution.

We then turn to the speci�c case of GRB 0303029 in section 4.5. We take the explosion
parameters that have been established for this burst by previous authors to set up a simulation.
We qualitatively compare the resulting light curves to radio data at di�erent wavelengths,
assuming both a spherical explosion and a hard edged jet with opening angle of 22 degrees.
We provide spatially resolved radio images and make a qualitative prediction for the expected
signal at radio wavelengths that will be observable with the next generation of telescopes, like
lofar.

We discuss our results in 4.6. In the appendices we provide additional technical details on
the numerical implementation of our approach and a discussion on the theoretical limitations
and assumptions of our approach.

4.2 The radiation code

In this paper we follow the approach �rst outlined in EW09, where we calculate spectra and
light curves from the output of a relativistic hydrodynamics (RHD) code using a separate ra-
diation code. For the RHD simulations we use amrvac, a high performance code that includes
adaptive-mesh re�nement (AMR) (see Keppens et al. 2003; Meliani et al. 2007). amrvac
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calculates the evolution of the following conserved variables:

D = 
�0; ~S = 
2h0~v; � = 
2h0 � p0 � 
�0c2; (4.1)

with 
 the Lorentz factor, �0 the proper density, h0 the relativistic (i.e. including rest mass)
enthalpy density, ~v the three velocity, p0 the pressure and c the speed of light. In the entire
paper, all comoving quantities will be primed.

In the second stage we use a radiation code to obtain the received �ux for a given observer
frequency, time and distance, from the local values of conserved variables at any contributing
point in the �uid (we also use two auxiliary quantities, 
 and p0, that amrvac stores as well
in order to facilitate its calculation of the time evolution of the conserved variables). The
radiation mechanism that is considered is synchrotron radiation and a number of parameters
have been introduced in EW09 that capture the underlying radiation and shock microphysics.
There are four of these ‘ignorance’ parameters. The fraction of the thermal energy that resides
in the tangled-up magnetic �eld that is generated by the passage of a shock �B usually has a
value around 0:01. The fraction of electrons �N that is accelerated into a relativistic power law
distribution in energy also by the passage of a shock is usually of order unity in the relativistic
regime. The thermal energy fraction captured by these electrons �E v 0:1 and minus the slope
of the electron distribution p v 2:5.

The �ux calculated by the radiation code is given by

F� =
1 + z
r2

obs

Z
d2PV

d� d

(1 � ��)c dA dte: (4.2)

Here z denotes redshift, robs denotes the observer luminosity distance, d2PV= d� d
 the re-
ceived power per unit volume, frequency and solid angle, dA the equidistant surface element
given by the intersection of the �uid grid with that surface from which radiation is poised to
arrive exactly at tobs, and te the emission time. The integral

Z
(1 � ��)c dA dte

is e�ectively an integral over the entire radiating volume. � is the angle between the local
�uid velocity and the observer position, � the �uid velocity in units of c and the factor (1���)
is a retardation e�ect due to the moving of the radiating source. The detailed dependency of
the received power on the ignorance parameters and local �uid conditions is explained in
EW09. However, in that paper only ultra-relativistic �ows were addressed and in order to
include subrelativistic and nonrelativistic �ows as well, a number of features were added to
our radiation code. Also we have added synchrotron self-absorption and the possibility to
resolve the signal from the �uid into an image on the sky. We now have a generic radiation
code that is capable of calculating the spatially resolved synchrotron radiation pro�le from
an arbitrary �uid �ow. The additional physics that we have included is explained below, with
some of the practical numerical issues discussed separately in appendix 4.8.
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4.2.1 Realistic equation of state

In EW09 we applied a �xed adiabatic index �ad equation of state (EOS)

p0 = (�ad � 1)e0th; (4.3)

where e0th is the thermal energy density. In practice �ad was always set to 4=3. However,
when following a �uid from the relativistic regime (with �ow velocities v c and thermal
energy density dominating the rest mass energy density) down to the classical regime, this
�xed adiabatic index becomes too restrictive. We therefore apply a Synge-like EOS (Synge
1957) that results in an e�ective adiabatic index varying smoothly from 4=3 to its classical
limit 5=3:

p0 =
�0c2

3

 
e0

�0c2 �
�0c2

e0

!
; (4.4)

where e0 denotes the comoving energy density including rest mass, e0 = �0c2 + e0th. This
EOS has already been applied in amrvac (see Meliani et al. 2008, 2004). Also, because the
radiation code reads both the conserved variables as well as p0 from disc directly, it does
not invoke any EOS itself, and no change in the radiation code was needed. The resulting
e�ective adiabatic index is given by

�ad;e� =
5
3
�

1
3

 
1 �

�02c4

e02

!
: (4.5)

The e�ect of an advanced EOS on the behaviour of the �uid is profound and we discuss this
in detail in section 4.4.3.

4.2.2 Electron cooling

The shape of the observed spectrum from a single �uid cell, if electron cooling does not play
a role, follows directly from the dimensionless function Q(�0=�0m), �rst introduced in EW09.
It has the limiting behaviour Q / (�0=�0m)1=3 for small (�0=�0m) and Q / (�0=�0m)(1�p)=2 for large
(�0=�0m). The received power depends on this shape and on the local �uid quantities via

d2PV

d� d

=

(p � 1)
p

3q3
e

8�mec2
�NnB0


3(1 � ��)3 Q
 
�0

�0m

!
: (4.6)

Here n denotes the lab frame number density (of all electrons, both accelerated and thermal).
B0 denotes the local comoving magnetic �eld strength, calculated from the thermal energy
density after the passage of a shock. me and qe denote electron mass and charge, respectively.
The frequency �0m is the synchrotron peak frequency, and it is related to the lower cut-o�
Lorentz factor 
0m of the power law accelerated electrons via

�0m =
3qe

4�mec

02m B0: (4.7)
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If cooling plays no role, the evolution of 
0m is completely adiabatic, which has as a conse-
quence that the total fraction of the local thermal energy density residing in the power-law
accelerated particle distribution remains �xed. 
0m will be related to e0th throughout the down-
stream �uid according to


0m =
 

p � 2
p � 1

! �Ee0th
�Nn0mec2 : (4.8)

When cooling does play a role, however, this picture is changed. It now becomes nec-
essary to introduce an upper cut-o� Lorentz factor 
0M as well. In a single �uid element,
no accelerated electrons with energies above 
0M will be found, because these have cooled
to energies at or below 
0M. The temporal evolution of any electron Lorentz factor 
0e, and
therefore of 
0m and 
0M as well, is given by

d
0e
dt0

=

0e
3n0

dn0

dt0
� (
0e)2 �TB02

6�mec
; (4.9)

where �T is the Thomson cross section, me the electron mass and t0 the comoving time. The
�nal term in this equation re�ects synchrotron radiation losses, and if it is omitted only the
adiabatic cooling term is left and it can be shown that this will result in the aforementioned
�xed relation between 
0e and e0th. In light of the previous subsection on the EOS, it may be
worth noting that equation 4.9 is derived for a relativistic electron distribution with adiabatic
index 4=3 and that this remains valid even if the bulk of the �uid becomes nonrelativistic.
After all, the power-law accelerated electrons are relativistic by de�nition.

The above has the following consequences for the simulations and radiation code. Be-
cause for low values of 
0e, the radiation loss term can be neglected next to the adiabatic
expansion term, we will not apply equation 4.9 to 
0m and we will continue to calculate 
0m
locally using equation 4.8 in the radiation code. For 
0M this is not an option and we nu-
merically solve equation 4.9 in amrvac, resetting 
0M to a high value wherever we detect the
passage of a shock. This reset implements the shock-acceleration of particles. In appendix
4.8 we discuss the numerical issues of this approach in some more detail. Also, in appendix
4.9.2 we show that the gyral radius even for the high energy electrons contributing to the
observed spectrum (within the frequency range under consideration, 108 � 1018 Hz) is orders
of magnitude smaller than the relevant �uid scales.

Finally, we summarize the consequences of electron cooling for the spectrum discussed
earlier in EW09. The received power from a �uid element is now given by

d2PV

d� d

/

�NnB0


3(1 � ��)3Q
 
�0

�0M
;
�0

�0m

!
; (4.10)

with the relations between the upper and lower cut-o� Lorentz factors and their correspond-
ing critical frequencies given by equation 4.7. Q is a generalisation of Q and the �ux at
frequencies �0 above �0M drops exponentially. That the resulting spectrum from the entire
�uid does not show an exponential drop is due to the fact that there will always be some �uid
elements contributing for which �0M is still su�ciently high. The e�ect of this ‘hot region’
close to the shock front (with a size that depends on the observer frequency) on the com-
posite synchrotron spectrum from a shock will be a steepening of the slope by �1=2 instead.
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The cooling break is found at that frequency for which the width of the hot region becomes
comparable to the width of the blast wave.

4.2.3 Magnetic �eld energy evolution

The magnetic �eld directly behind a shock has been parametrised using

B02

8�
= e0B = �Be0th: (4.11)

Furthermore we assumed the number of magnetic �ux lines threading a surface comoving
with a �uid element to remain invariant, resulting in

e0B / �
04=3: (4.12)

For relativistic �uids this implies that the fraction �B remains �xed downstream, because
e0th / �

0�ad . For a changing adiabatic index it is no longer possible to calculate e0B a posteriori
from e0th, since the relation between the two is now no longer �xed. It becomes necessary to
numerically solve in amrvac the equation

d
dt0

e0B
�04=3

= 0: (4.13)

Like 
0M, we reset e0B whenever a shock is encountered. The practical implementation of the
evolving magnetic �eld is again discussed in appendix 4.8. We note here that the assumption
of frozen �eld lines is not essential, and that we can in principle include di�erent magnetic
�eld behaviour either by adding a source term to equation 4.13 (parametrising for example,
magnetic �eld decay through reconnection) or by implementing a di�erent equation entirely.

4.2.4 Changing fraction of accelerated particles

Although �N , the fraction of electrons accelerated by the passage of a shock is often assumed
to be of the order unity for highly relativistic blast waves, it has to be lower at late times
because otherwise there would not be enough energy available per accelerated electron to
create a relativistic distribution (in other words, to ensure that 
0m > 1). We have implemented
this change in our code by replacing user parameter �N by �N;NR, that is, the fraction of
electrons that is accelerated in the nonrelativistic limit. The fraction at the relativistic limit
we set to one. Because 
� is the most direct measure of how relativistic the �uid �ow locally
is, we have parametrised the simplest possible smooth transition between both limiting cases
by

�N =
�
 + �N;NR

1:0 + �

: (4.14)

Whenever the passage of a shock is detected, amrvac resets the number density of accelerated
electrons n0acc according to n0acc = �Nn0, with �N determined using the equation above. As
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with the magnetic �eld energy density, we now need to follow n0acc explicitly. Because n0acc is
a number density, its evolution is described by a continuity equation, following

@
@t

n0acc
 +
@
@xi n0acc
vi = 0; (4.15)

and is therefore easily implemented in amrvac.

4.2.5 Synchrotron self-absorption
In previous work we have solved equation 4.2 by �rst integrating over A for a given emission
time te (and thus for a single snapshot), followed by an integration over te. If we switch the
order of the integrations then the integral over te represents the solution to a linear radiative
transfer equation without absorption, with the intensity given by

I� =
Z

d2PV

d� d

(1 � ��)c dte: (4.16)

The integral over A then represents a summation over all rays. The full linear radiative trans-
fer equation including synchrotron self-absorption has the form

dI�
dz

= ���I� + j�; (4.17)

with j� � d2PV= d� d
 and dz � c dtobs = (1 � ��)c dte. The synchrotron self-absorption
coe�cient is given by

�0�0 = �
1

8�me�02


0MZ


0m

dP0<e>

d�0

0e

2 @
@
0e

�N0e(
0e)

0e2

�
d
0e: (4.18)

Here dP0<e>= d�0 denotes the emitted power per ensemble electron and N0e(
0e) the electron
number density for relativistic electrons accelerated to 
0e. Integrating N0e(
0e) over possible
electron Lorentz factors yields n0acc by de�nition. These quantities are de�ned and explained
in detail in EW09 (see also appendix 4.8.3).

In this treatment of the self-absorption coe�cient we only take into account transitions
between already occupied energy levels of electrons, leading to the integration limits of equa-
tion 4.18 being exactly 
0m and 
0M. In this way we ignore stimulated emission arising from
a population inversion below 
0m. This results in values of the absorption coe�cient that are
larger by a factor of 3(p + 2)=4 when compared to Granot & Sari (2002).

In our radiation code, we now calculate the linear radiative transfer equation for each
individual ray by not integrating over the two-dimensional surface A (to get a single �ux
value from the collection of rays) until after the �nal snapshot has been processed. In addition
to allowing us to include the e�ect of self-absorption, we now also get a spatially resolved
signal from the �uid, showing the expected ring structure (extending predictions from Granot
& Loeb 2001 to the nonrelativistic regime). We use an adaptive-mesh type approach to A in
order to ensure an adequate spatial resolution, see appendix 4.8.4.
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4.3 Fluid dynamics
In this section we describe the setup of our relativistic �uid simulations and compare the
results against the theoretically expected behaviour.

4.3.1 Expected early and late time behaviour
Both the early and late time behaviour of the �uid can be described by a self-similar solu-
tion that is determined completely from the explosion energy E and the circumburst number
density n0.

At early stages, the Blandford-McKee (BM) solution (Blandford & McKee 1976) for
relativistic blast waves predicts the following relation between the shock front �uid Lorentz
factor � and the explosion time (t, which is the same as the emission time te):

�2 =
17E

16��0t3c5 : (4.19)

The density �0 is related to the number density through the proton mass: �0 = mpn0. The
shock radius R(t) is then given by

R(t) = ct
 
1 �

1
16�2

!
: (4.20)

To lowest order R(t) is just ct, while the shock front �uid velocity � v 1. Further analytical
equations for the �uid pro�le (in terms of pressure p, Lorentz factor 
, number density n,
etc.), behind the shock front can be found in Blandford & McKee 1976.

At late stages the evolution of the blast wave is described by the Sedov-Taylor (ST) so-
lution (Sedov 1959; Taylor 1950). For a �xed adiabatic index 5=3, the shock radius is now
given by

R(t) � 1:15
 

Et2

�0

!1=5

; (4.21)

which follows directly from dimensional analysis (except for the numerical constant). In this
classical approximation, the speed of light c does not appear. The shock front Lorentz factor
is approximately one, while � can be found from � � dR(t)=c dt. Again analytical formulae
for the �uid pro�le exist in the literature (Sedov 1959).

At some point in time the evolution of the blast wave will no longer be adequately de-
scribed by the BM solution but will become more and more dictated by the ST solution. An
estimate for the turning point (Piran 2005) can be made by equating the explosion energy to
the total rest mass energy that is swept up:

E = �0c2 4
3
�R3

NR: (4.22)

Solving for RNR returns the approximate radius at which the original explosion energy in the
blast wave is no longer dominant over its rest mass energy.
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Analytical estimates for the bulk �uid �ow velocity including the intermediate regime
also exist. One such example is found in Huang et al. (1999) and we discuss it in more detail
as well as compare their prediction for 
(t) right behind the shock front directly against our
simulation results in section 4.3.3.

4.3.2 Setup of simulations

We have performed a number of simulations using the typical values for a GRB exploding
into a homogeneous medium. We set up our simulations starting from the BM solution. The
isotropic explosion energy E = 1 � 1052 erg, the medium number density n0 = 1cm�3. We
have set the initial shock Lorentz factor to 10 (and the �uid Lorentz factor therefore v 7,
di�ering by a factor

p
2). Although both amrvac and the radiation code are able to deal with

far higher Lorentz factors, the focus for this research is on the transition to the nonrelativistic
regime and for that purpose this relatively low Lorentz factor is su�cient. We have continued
the simulations until the �uid proper velocity in the lab frame � v 0:01.

We have used both the advanced equation of state and a �xed adiabatic index at 4=3 and
5=3. In the advanced EOS simulation we have also calculated the other quantities mentioned
in the previous section: �B; �N and 
0M. The value at the shock front for �B was set to the
standard 0.01 and the non-relativistic limit for �N was set at �N;NR = 0:1. Su�ciently high
values for 
0M at the shock front are chosen, generally on the order of 107.

In amrvac it is the number of re�nement levels that determines the accuracy of the sim-
ulation. We have used 17 levels of re�nement and 120 cells at the lowest re�nement level.
The grid was initially taken to run from 1016 cm to 1019 cm. The e�ective spatial resolution
due to adaptive mesh re�nement was therefore v 1:27 � 1012 cm. This should be compared
against the width of the blast wave at the start of the simulation, when it is the smallest. This
is approximately equal to R(t)=�2 v 3 � 1015 cm, for a starting shock Lorentz factor of 10.

Convergence of our results has been checked by performing simulations at di�erent re-
�nement levels and by simulations running for a shorter time on a smaller grid (thereby
increasing the resolution). For the light curves and spectra we have used simulations with a
shorter running time of 12:2 � 103 days. At this stage the �uid velocity directly behind the
shock is still six percent of light speed, but we have full coverage up to 10; 000 days in ob-
server time. The corresponding grid size is 1 � 1017 cm to 6:7 � 1018 cm, leading to an e�ective
resolution of 8:3 � 1011 cm. On a standard desktop PC1 the RHD simulations typically took a
few days to complete and the radiation calculation a few hours.

4.3.3 Results

Blast wave velocity

The solid line in �gure 4.1 shows �
 at the shock front for the advanced EOS simulation. The
expected scaling behaviour at the early stage is dictated by � / t�3=2 and at the late stage by
� / t�3=5. We have plotted this asymptotic behaviour as well, setting the early stage scaling

1For example, an Intel dual core 1600 MHz processor with 4 GB of RAM.
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Figure 4.1: �
 at the shock front for the advanced EOS simulation (solid line), along with its asymptotic
behaviour both at early and late stages. For comparison we have also plotted a prediction from Huang
et al. (1999) (see text).

coe�cient from the initial value at �
 v 7 and the late stage scaling coe�cient at �
 v 0:016
(this point lies far to the right outside the plot). The shock velocity is shown to smoothly
evolve from the BM solution to the ST solution. The meeting point of the asymptotes at
t � 1290 days lies at �
 � 0:244. At this point �
 for the �uid � 0:33, so the �uid is still
moving at a signi�cant fraction of the speed of light.

According to eq. 4.22, the predicted radius for the transition to occur is RNR � 0:38 parsec
for the initial explosion energy and circumburst density that we have used, corresponding to
a lab frame time tNR � 450 days. We therefore conclude that the transition point from the
relativistic to the nonrelativistic regime is far later than predicted by tNR.

Also plotted in �g. 4.1 is the predicted value for �
 from Huang et al. (1999), which we
have implemented as follows. The starting point is

d

dm

= �

2 � 1

Mej + 2
m
; (4.23)

the di�erential equation proposed by the authors to depict the expansion of GRB remnants,
simpli�ed to the adiabatic case. Here m denotes the rest mass of the swept-up medium and
Mej the mass ejected from the GRB central engine. Our approach starting from the BM
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solution is a limiting case where Mej # 0. The Mej term was included by Huang et al. (1999)
to incorporate a coasting phase. When solving eq. 4.23 we will use a very high (v 107) initial
bulk �uid Lorentz factor 
0 and by assuming Mej v E=2
0c2 we converge on the limiting
scenario used in our simulations. Eq. 4.23 can be analytically solved to yield

(
 � 1)Mejc2 + (
2 � 1)mc2 = E; (4.24)

which (numerically) leads to 
(t) once we apply

m =
4
3
�R3n0mp; (4.25)

and
R(t) =

Z t

0
�(�)c d�: (4.26)

Here t is measured in the simulation lab frame (i.e. it does not refer to observer time).
The resulting curve for �
 initially lies below the simulation result, but ends up above

at 4=3 times the simulation value. The initial and �nal slopes for the analytical �
 curve
are correct by construction. We conclude that the approach from Huang et al. (1999) initially
underestimates the BM phase and signi�cantly overestimates the late stage �ow velocity. The
transition point between the relativistic and nonrelativistic regime also lies at an earlier time
for the analytical curve, closer to the analytically predicted tNR.

Blast wave radius

In �gure 4.2 we plot the blast wave radius as a function of lab frame time for three di�erent
simulations: �xed adiabatic index at 4=3 and 5=3 and using the advanced EOS. Also we plot
the radius as predicted from eq. 4.21 and, for the advanced EOS simulation, the di�erence
between the e�ective adiabatic index and its relativistic limit �ad = 4=3. The latter illustrates
how relativistic the �uid still is in terms of temperature (as opposed to �ow velocity). At
the intersecting point for the 
� asymptotes at 1290 days the e�ective adiabatic index is
already quite close (�ad;e� � 1:63) to its nonrelativistic limiting value. After 3800 days, when
the time evolution of all the radii is dictated by R(t) / t2=5 from the ST solution we see a
systematic di�erence between the di�erent radii. At this time the ST radius is 1.358 parsec,
the �ad � 4=3 radius is 1.197 parsec, the �ad � 5=3 radius is 1.388 parsec and the advanced
EOS radius 1.313 parsec. Taking the advanced EOS radius as a standard, this implies that ST
overpredicts the radius by 3.4 percent, �ad � 5=3 overpredicts the radius by 5.7 percent and
�ad � 4=3 underpredicts the radius by 8.9 percent. Because all radii follow the same temporal
evolution at this stage, these errors are systematic and will remain the same throughout the
further evolution of the blast wave. This implies that, if the quantity E=�0 is derived from the
radius using the Sedov-Taylor equation 4.21, it will be overpredicted by 18 percent. Equation
4.21 can be replaced by

R(t) � 1:11
 

Et2

�0

!1=5

; (4.27)

to get a relation between radius and explosion parameters in the nonrelativistic phase, where
the numerical constant has been corrected for the overprediction.
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Figure 4.2: The resulting blast wave radii as a function of lab frame time for di�erent simulations. The
steady slope line shows the radius as predicted by the ST solution. The di�erent simulations end up in
the asymptotic regime with di�erent radii: the �ad = 5=3 ends up above the ST solution, the advanced
EOS below the ST solution between the others and �ad = 4=3 the lowest. The bottom curve shows the
e�ective adiabatic index for the advanced EOS, minus 4=3. It starts at approximately zero at the left of
the plot and proceeds to its asymptotic limit 1=3 in the nonrelativistic case.

Density and energy pro�les

In �gure 4.3 we have plotted the comoving �uid number density pro�le (of the protons or the
electrons, not both) at �ve di�erent moments in time. Because later on we discuss spectra
and light curves up to an observer time of 10,000 days, we have chosen emission times
corresponding to arrival times of the shock front (using tobs = t�R(t)=c) up to 10,000 days as
well. The earliest �uid pro�le shows the initial conditions calculated from the BM solution
when the shock Lorentz factor is 10. After some time, the number density at the shock
front can be seen to tend to the value predicted from the shock-jump conditions for a strong
classical shock, which is n0(�ad + 1)=(�ad � 1) = 4n0 for the classical value of the adiabatic
index 5=3.

What is shown in �gure 4.4 is an interesting feature of the blast wave, which is that the lab
frame density directly behind the shock divided by the squared �uid Lorentz factor directly
behind the shock, D=
2 = 4�0 throughout the entire simulation. This can be seen analytically
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Figure 4.3: Comoving number density pro�le. The pro�les were taken at times corresponding to
emission arrival times for the closest part of the shock front (i.e. with velocity directly towards the
observer) at 10, 100, 1,000 and 10,000 days. Listed in increasing number and including the initial
pro�le, these times correspond to lab frame times of 137, 387, 761, 2,227 and 12,583 days. Later times
correspond to curves peaking further to the right in the plot.

to hold from the Rankine-Hugoniot relations in both the ultrarelativistic and nonrelativistic
case, even though the adiabatic indices have di�erent �xed values, from

D
�0
2 =

�ad + 1=

�ad � 1

; (4.28)

which can be viewed as the relativistic generalization of the classical compression ratio and
holds for arbitrary 
. When we use an advanced EOS, where we let �ad smoothly evolve
from 4=3 to 5=3, we see from the �gure that this generalized compression ratio remains very
close to four even at intermediate times. We make use of this feature for the shock detection
algorithm (see appendix 4.8.2).

In �gure 4.5 we have plotted the thermal energy density at the same times as the number
density. Unlike the density at the shock front, the thermal energy density is not expected to
tend to a �xed value. The ST solution instead predicts a steep decline / R(t)�3, which is why
the �nal shock front thermal energy density is many orders of magnitude smaller than the
initial shock front thermal energy density.



i

i

�thesis� � 2010/1/24 � 20:39 � page 59 � #65
i

i

i

i

i

i

Introduction 59

Figure 4.4: Lab frame number density divided by 
2. This e�ectively scales the shock pro�le to 4 at
the shock front. The same lab frame times as in �g. 4.3 have been used.

Magnetic �eld and particle acceleration

We now turn to those quantities calculated in amrvac solely to aid in the construction of
spectra and light curves, and that have no feedback on the dynamics. In �gure 4.6 we have
plotted �B. Because we assumed the number of �eld lines through a �uid surface element to
remain frozen (see eqn. 4.12), the magnetic �eld energy density declined less rapidly than
the thermal energy and as a consequence the local fraction �B increased. A discussion on
the merit of our assumption about the magnetic �eld behaviour is outside the scope of this
work (and from particle-in-cell simulations it can certainly be argued that it is not perfect,
see e.g. Chang et al. 2008). However, our plot does show that at least it does not lead to
unphysical values or strong inconsistencies. The maximum value for �B found in �g. 4.6 is
0.037 (up from 0.01 at the shock front), which is not unreasonably large and, besides, occurs
far downstream in a region that will contribute negligibly to the observed �ux. We emphasize
that �B is a relative measure and that both thermal and magnetic energy densities drop steeply,
both with respect to earlier times and with respect to their value at the shock front at any time.
The numerical method presented in this paper for parametrizing the magnetic �eld energy
density is quite general and can be readily modi�ed to study di�erent parametrizations.

In �gure 4.7 we have plotted the fraction �N of electrons that are accelerated to a power-
law distribution. This fraction was taken to smoothly decrease from unity in the relativistic
regime down to 0.1 for our simulation in the nonrelativistic regime. The rightmost pro�le,
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Figure 4.5: Thermal energy density pro�le for the same lab frame times as in �g. 4.3.

with the shock front arriving at 10,000 days, has �N down to 0.16.
In �gure 4.8 we have plotted the normalized values for 
0M, the upper cut-o� Lorentz

factor of the power-law particle distribution. Although formally 
0M should be reset to in�nity
at the shock front, we picked a value corresponding to a cut-o� above 1018 Hz through the
entire simulation, for a �uid element heading directly towards the observer (see also section
4.2.2 and appendix 4.8). In our simulation settings, this results in 
0M peak values of the
order 107, and because these values are arbitrary as long as they are su�ciently large, we
have normalized the 
0M pro�les. The pro�les show two things. First, they show the steep
decline directly after the injection of new hot electrons. This steep decline and the v 7 orders
of magnitude di�erence between shocked and unshocked 
0M are numerically challenging,
which is why we implemented the logarithm of 
0M in our code instead (again see appendix
4.8). Second, the width of the pro�le is a measure for the size of the hot region discussed in
section 4.2.2. It can be seen from the �gure that the width of the pro�le increases over time.
The width will nevertheless remain smaller than the width of the density pro�le by far. In our
simulations, we resolve the 
0M pro�le and use it to determine the local re�nement level.

4.4 Spectra and light curves
Using the simulation data described in the previous section we have calculated spectra and
light curves at various observation times and frequencies. We have saved a total number of



i

i

�thesis� � 2010/1/24 � 20:39 � page 61 � #67
i

i

i

i

i

i

Introduction 61

Figure 4.6: The fraction of the thermal energy that resides in the magnetic �eld energy �B for the same
lab frame times as in �gure 4.3.

10,000 snapshots of the �uid pro�le, with 10:8 � 104 seconds between consecutive snapshots,
corresponding to a resolution c dt v 3 �1015 cm. Although this resolution is of the same order
as the initial shock width, it is still su�cient at the early stage because the shock initially
nearly keeps up with its own radiation. The e�ective resolution is given by c dt=�2 v 3 � 1013

cm, which is only a factor 10 larger than the spatial resolution of 1012 cm and corresponds to
a temporal resolution of dt v 1000 seconds. It is therefore ensured that the blast wave in the
initial stage is covered by over a hundred snapshots.

4.4.1 Expected spectral and temporal behaviour

The scaling behaviour for the critical frequencies and the �ux is well known from analyti-
cal estimations assuming a homogeneous radiating slab directly behind the shock front with
�uid properties determined via either the BM or ST solution (see e.g. Wijers & Galama 1999;
Frail et al. 2000; Granot & Sari 2002). We summarize the interstellar medium (ISM) scal-
ings below, with �m denoting the peak frequency, �A the synchrotron self-absorption critical
frequency and �c the cooling break frequency. At the observer times and frequencies in this
paper we �nd either �A < �m < �c or �m < �A < �c.
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Figure 4.7: �N, the fraction of electrons accelerated to a power law distribution for the same lab frame
times as in �g. 4.3.

In the relativistic limit, the corresponding scalings are

�A /
(

t0; �A < �m
t�(3p+2)=2(p+4); �A > �m

(4.29)

�m / t�3=2; (4.30)
�c / t�1=2; (4.31)

for the critical frequencies. Note that t now refers to observer times. The �ux above both
peak and self-absorption break scales as

F /
(
�(1�p)=2t3(1�p)=4; � < �c
��p=2t(2�3p)=4; � > �c

: (4.32)

If �A < �m we get the following �ux scaling below the peak break:

F /
(
�2t1=2; � < �A
�1=3t1=2; � > �A

: (4.33)

If �A > �m we have below the self-absorption break

F /
(
�2t1=2; � < �m
�5=2t5=4; � > �m

: (4.34)
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Figure 4.8: Upper cut-o� Lorentz factor of the power law distribution 
0m, normalized to 1 at the shock
front, for the same lab frame times as in �g. 4.3.

In the nonrelativistic limit the scalings are

�A /
(

t6=5; �A < �m
t�(3p�2)=(p+4); �A > �m

(4.35)

�m / t�3; (4.36)
�c / t�1=5; (4.37)

for the critical frequencies. The �ux above both peak and self-absorption break scales as

F /
(
�(1�p)=2t(21�15p)=10; � < �c
��p=2t(4�3p)=2; � > �c

: (4.38)

If �A < �m we get the following �ux scaling below the peak break:

F /
(
�2t�2=5; � < �A
�1=3t8=5; � > �A

: (4.39)

If �A > �m we have below the self-absorption break

F /
(
�2t13=5; � < �m
�5=2t11=10; � > �m

: (4.40)
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Figure 4.9: Spectra at di�erent observer times. The smooth curves show simulated spectra at di�erent
observer times: 1, 10, 100, 1,000 and 10,000 days, with later observed spectra having lower �ux in the
high frequency range. For comparison we have included predicted slopes at the di�erent power law
regimes after 1 day, for both �N = 1 (solid line) and �N = 0:1 (dashed line).

The summary above shows that only the temporal behaviour of the break frequencies and
�uxes is altered by the transition to the nonrelativistic regime. We therefore do not expect
spectra calculated from our simulations covering the transition to di�er in slope from the
slopes calculated above. The light curve slope, however, may di�er.

4.4.2 Spectra

In �gure 4.9 we have plotted spectra for a number of di�erent observation times, ranging
from 1 day to 10,000 days. For comparison we have also plotted the di�erent power law
slopes for 1 day as predicted by Granot & Sari (2002), where we have added a dependency
on �N. We plot predictions for both �N = 1 and �N = 0:1. It can be seen that the simulated
spectrum still lies closer to the �N = 1 prediction, just as we would expect for an early time
spectrum. Because of shifts in both �ux level and position of the spectral breaks for di�erent
values of �N, the �ux does not always lie in between the analytical predictions. For example,
because the peak frequency �m for the simulation lies close to that of the �N = 1 prediction
and �ux lies also closer to �N = 1 but below, the resulting �ux at higher frequencies ends up
below both predictions.
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Figure 4.9 proves that our method works and that the asymptotic behaviour for the spectral
slopes matches the predicted slopes. For frequencies above the self-absorption break and
below the cooling break this merely con�rms that the synchrotron spectral function Q(�0=�0m)
has been implemented correctly. The �ux at frequencies above the cooling break however,
shows the consequence of a �nite and evolving upper cut-o� 
0M. A slope is reproduced that
matches the prediction. It has been explained above and in EW09 how this slope now arises
as a product of the interplay between the hot region and the blast wave width.

At the low frequencies, where synchrotron self-absorption plays a role, the simulations
also reproduce a spectral slope that corresponds to what was expected from analytical calcu-
lations. The �ux level is now dictated by the radiative transfer equation through a medium
that is no longer completely transparent at these frequencies. As discussed in section 4.2.5,
the resulting �ux will di�er by a factor of a few from Granot & Sari (2002), due to a di�erence
in approach when calculating the absorption coe�cient from the particle distribution.

We emphasize that �g 4.9 covers 10 orders of magnitude in frequency, 8 orders of mag-
nitude in �ux and four orders of magnitude in observer time. As we expected from analytical
calculations, the spectral slopes in the di�erent power law regimes do not change over time.
The transitions between the di�erent regimes are smooth. An explicit calculation of the
sharpnesses of the transitions will be presented in a follow-up paper.

4.4.3 Light curves

We will use optical light curves to illustrate the consequences of the di�erent assumptions
and model parameters. In �g. 4.10 we present simulated light curves for simulations that
di�er only in the EOS used. Electron cooling and self-absorption have been disabled, �B is
�xed at 0:01 and �N = 0:1 everywhere throughout the simulation. This allows for a clear
view on both the e�ect of the EOS and of the transrelativistic break. The latter can be found
at v 1000 days for all three simulations. This is somewhat earlier than the transition time
determined from the �uid �ow in section 4.3.3, which we determined to be around 1290 days
(the di�erence is due to relativistic beaming). The transition time is also later than what is
usually assumed for the nonrelativistic transition by nearly a factor three.

The di�erence in �ux from the di�erent EOS assumptions can be traced to the di�erent
thermal energy pro�les (and hence, for �xed �B, to magnetic �eld energies that di�er with
the same ratios), with �ad � 4=3 having the highest e0th. This is illustrated in �g. 4.11. The
di�erence in peak thermal energy densities between the �xed adiabatic index simulations is
a factor of two, as expected from the ratio (5=3 � 1)=(4=3 � 1). Because the �ux depends on
the thermal energy via the magnetic �eld strength and 
m (see equations 4.6 and 4.7), the �ux
for �ad � 4=3 is higher than that for �ad � 5=3. The light curve for the advanced equation
of state lies between the two limiting cases, starting close to the 4=3 curve but moving to the
5=3 as the �ow becomes nonrelativistic. This additional decrease in �ux has the consequence
that the advanced equation of state light curve will be slightly steeper in the transrelativistic
phase than the �xed adiabatic index light curves.

In �gure 4.12 we show the e�ects of the detailed evolution calculation of �N. Aside from
the full simulations, we also perform two simulations that keep �N �xed throughout at either
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Figure 4.10: Comparison of optical (at t � 1014Hz) light curves for di�erent equations of state. The
top curve has �ad = 4=3, the center curve the advanced EOS and the bottom curve �ad = 5=3. For
clarity as few complications as possible are included: cooling and self-absorption are switched o�, �B

is �xed at 0:01 and �N = 0:1 everywhere. Also plotted are the expected relativistic slope 3(1 � p)=4 and
nonrelativistic slope (21 � 15p)=10.

1 or 0.1 but are otherwise identical to the full simulation. At early times in the radio, before
the peak frequency has passed, the �N � 1 curve lies above the full simulation curve, where
at early times in the optical it lies below.

Figure 4.13 shows the fractional di�erence between complete and �xed �B � 0:01 simu-
lation light curves (the light curves themselves lie very close to each other on a plot using a
logarithmic scale), calculated via (F�xed � Fcomplete)=Fcomplete, where F is the �ux. The �gure
shows that the late time light curves for the �xed �B end up below the light curves that trace
the evolution of the magnetic �eld. This can be understood from the fact that evolving e0B
according to e0B / (�0)4=3 implies a relative rise of the magnetic �eld energy density relative
to (but still far below) the thermal energy when the �ow becomes nonrelativistic. Fixing
�B forces the magnetic �eld energy density to follow ��ad . The �ux spans many orders of
magnitude over time.

A quantitative comparison between the slopes from the radio and optical light curves for
the full simulations is shown in �gure 4.14. The horizontal lines in the plot indicate expected
asymptotic values for the power law scalings. In the relativistic limit, the expected slope is
1=2 before passage of �m and �1:125 after (using p = 2:5). After the cooling break passes,
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Figure 4.11: Direct comparison between thermal energy density e0th pro�les for the di�erent equations
of state. The top pro�le has �ad � 4=3, the center curve the advanced EOS and the bottom pro�le has
�ad � 5=3. All snapshots are taken at 515 days simulation time. The di�erence in radius between the
blast waves is 2 percent.

a further steepening to �1:375 is expected. In the nonrelativistic regime the expected slopes
before and after passage of the cooling break are �1:65 and �1:75 respectively. The plot
shows that the relativistic slopes are matched very well. The radio light curve quickly tends to
1=2 and after passage of the peak frequency it moves in v 95 days to �1:125, where it remains
until the onset of the nonrelativistic break time. The optical light curve starts out in the
intermediate regime from the passage of �m, with the passage of the cooling break coming too
early for the light curve to settle into the pre-cooling break slope of �1:125. The post-cooling
break slope �1:375 is obtained instead and is again maintained until the nonrelativistic break.
The light curve slopes in the nonrelativistic regime are less steep than expected. A number
of factors play a role here, as discussed above. The advanced EOS leads to a steepening
of the decay during the transition phase (which lasts well over 10,000 days), whereas the
increase in e0B relative to e0th and the decrease in �N (leading to an increase in energy per
particle) lead to less steep decay. The change in slope in the nonrelativistic regime is the
result of the interplay between these di�erent factors, with the end result being a slope less
steep than expected. The �nal nonrelativistic slopes di�er signi�cantly from those expected
from analytical models, and this has a large impact on �tting models to observational data.
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Figure 4.12: Top: Comparison between complete simulation light curve (solid line) at radio frequency
4:8 � 109 Hz and simulation curves where �N is kept �xed at 1.0 (dashed line) and 0.1 (dotted line)
throughout. The complete curves start out close to �N � 1 but slowly evolve towards �N � 0:1. Bottom:
same as left, only now for optical frequency 5 � 1014 Hz. As with the radio light curves, the full curve
starts near �N � 1 but turns to �N � 0:1.



i

i

�thesis� � 2010/1/24 � 20:39 � page 69 � #75
i

i

i

i

i

i

Introduction 69

Figure 4.13: Fractional di�erence between complete and �xed �B � 0:01 simulation light curves. Solid
line for radio, dashed line for optical.

4.5 GRB030329

In the preceding section we have systematically explored the di�erent aspects of transrela-
tivistic blast wave afterglows with respect to dynamics and radiation for standard values of
the input parameters. We now qualitatively compare radio data for GRB030329 to simula-
tion results using physical parameters for this GRB established by earlier authors as input.
GRB030329 is one of the closest and brightest GRBs for which an afterglow was found. Be-
cause of this brightness, the afterglow could be monitored for an extended period of time at
various wavelengths and after six years its radio signal is still being observed (Kamble et al.
2009). GRB030329 is a good example to use to illustrate the various aspects of the radiation
code.

The redshift of GRB030329 has been determined to be z = 0:1685 (Greiner et al. 2003),
which leads to a luminosity distance of 2:4747 � 1027 cm (for a �at universe with 
M =
0:27;
� = 0:73 and H0 = 71 km s�1 Mpc�1). Various authors have determined the physical
properties of the GRB from analytical model �ts to the data (e.g. Willingale et al. 2004;
Berger et al. 2003; Sheth et al. 2003; Van der Horst et al. 2005; Huang et al. 2006; Van
der Horst et al. 2008a) with various assumptions for the jet structure. Here we take the
physical parameters established by Van der Horst et al. (2008a). From their conclusion for
the jet break time and cooling frequency at this time, and assuming equipartition between
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Figure 4.14: Power law behaviour of the optical and radio light curves. The lines plot �, assuming
for every two consecutive data points the relationship Fi+1 = Fi(ti+1=ti)�. The solid line refers to
the radio light curve and the dashed line to the optical light curve. The horizontal lines denote 0.5,
3(1 � p)=4 = �1:125, (2 � 3p)=4 = �1:375, ((21 � 15p)=10) = �1:65, (4 � 3p)=2 = 1:75 from top to
bottom.

accelerated particle energy and magnetic �eld energy (i.e. a �xed �E � �B in their model),
we arrive at E = 2:6 � 1051 erg (for a spherical explosion), n0 = 0:78 cm�3, p = 2:1, �E =
�B = 0:27. We assume a homogeneous medium and we set the hydrogen mass fraction in
this medium to unity. Van der Horst et al. (2008a) �x �N at unity, but we use a nonrelativistic
limit �N;NR = 0:1. Because GRB030329 shows clear evidence of a collimated out�ow, it is
no longer su�cient to assume a spherical explosion. When calculating emission from a jet,
we assume a hard-edged jet with opening angle 22 degrees and no lateral spreading.

We have plotted light curves at 15 GHz, 4.8 GHz and 1.4 GHz in �gure 4.15, including
data points from the Westerbork Synthesis Radio Telescope (WSRT) (4.8 GHz and 1.4 GHz,
Van der Horst et al. 2005) for comparison and the Very Large Array (VLA) (15 GHz, Berger
et al. 2003). Two things are clearly visible. First, our simulated light curves still di�er
strongly from the data, although largely the same input parameters have been used for the
blast wave simulations as those that were derived from �tting to the dataset using an analytical
model for the blast wave. The di�erent assumptions in Van der Horst et al. (2005) account for
this in part, but nevertheless this demonstrates once more the need for detailed �t prescriptions
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Figure 4.15: Top: Light curves at 15 Ghz, plus data. The upper curve is calculated from a spherical
explosion, the bottom from a hard-edged jet with opening angle 22 degrees, while the crosses are the
data. The receding jet is clearly visible. The bottom right curve is the radiation from the counterjet
alone. The transition to the nonrelativistic regime can be seen from the spherical explosion simulation
at around the same time when the counterjet becomes visible. Center: Light curves at 4.8 Ghz, plus
data. Bottom: Light curves at 1.4 Ghz, plus data. All images are in the same scale.

from simulations (a similar conclusion was drawn in EW09 for the ultra-relativistic case).
Second, the counterjet contribution will stand out clearly for a hard-edged jet model. For
now, the comparison between simulation and data is still qualitative. Newer data are available
and once the simulation input parameters are �ne-tuned with respect to the data as well (as
opposed to estimated using an analytical �t to the data), it should be possible to address the
rise of the counterjet in a more quantitative fashion.

Because of the equipartion constraint on �B and �E , both were given a relatively high value
of 0.27 at the shock front. In the nonrelativistic regime, the magnetic energy density will
grow relative to the thermal energy density further downstream (although both will decrease
strongly in absolute value). At te v 34:7 yrs, the last time covered by our simulation (set
up to cover 10,000 days in observer time) we �nd that �B has risen to approximately 0:36
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Figure 4.16: Left: Simulated light curve at 200 MHz for GRB030329, top curve for spherical explosion
and bottom curve for hard-edged jet with opening angle 22 degrees. We have drawn the following slopes
from left to right: 1=2, 5=4 and 11=10. LOFAR sensitivity for 25 core and 25 remote stations after four
hours of integration time is 0.273 mJy and indicated by the horizontal line. Center: Simulated light
curve at 120 MHz for GRB030329. LOFAR sensitivity is 0.145 mJy. Right: Simulated light curve at
75 MHz for GRB030329. LOFAR sensitivity is 4.2 mJy, too high to be shown in the plot.

at the back of the blast wave (0:43 where the blast wave density again equals the upstream
density). Even further downstream, when the density has fallen three orders of magnitude
below the upstream density, �B peaks at 1:28. This is not unphysical, but merely an indication
that magnetic �elds have become dynamically important in a region of the �uid which has no
consequence for the light curve.

4.5.1 Low frequency array light curves and resolved images

Figure 4.16 shows predicted light curves at the very low frequencies that can be explored in
the near future by radio telescopes such as the Low Frequency Array (LOFAR), assuming
four hours of integration time, 25 core stations and 25 remote stations (Nijboer & Pandey-
Pommiers 2009). GRBs are among the prime targets for LOFAR’s Transient Key Project
(Fender 2006). Most of the time all light curves lie below the self-absorption break. This, in
combination with the �m break, a hard-edged jet model and the turnover to the nonrelativis-
tic regime, leads to an interesting double peak structure of the light curve. First the signal
rises, according to the relativistic rise in the self-absorption regime that predicts a slope of
1=2. After v 4 days a clear jet break is seen and the resulting drop in slope leads to a de-
creasing signal again. Around circa 150 days the critical frequency �m passes through the
observed frequency band. The slope of the spherical explosion changes accordingly towards
the predicted relativistic 5=4. Around approximately 600 days the blast wave has become
nonrelativistic and the counterjet starts to contribute (but is still overwhelmed by the forward
jet). The predicted nonrelativistic slope for the spherical explosion is now 11=10.

We have included LOFAR detection thresholds for four hours of integration time. These
sensitivity limits are higher than those presented in Van der Horst et al. (2008a), because
LOFAR has been scaled down in the meantime. The spherical explosion energy is an overes-
timation of the actual explosion energy and the �ux levels corresponding to the jet simulations
lie closer to what will actually be received. However, from �g. 4.15 it is clear that our qual-
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Figure 4.17: Radio images at 200 MHz. Left: after v 16 days. The intensity increases monotonically
outward. The outer radius is 1:91 � 1017 cm. Center: after v 270 days. The intensity decreases mono-
tonically outward. The outer radius is 9:7 � 1017 cm. Right: after v 4300 days. A central bright ring
with radius v 1018 cm appears. At larger radii the intensity decreases monotonically. The outer radius
is 3:4 � 1018 cm.

itative comparison systematically underestimates the actual �ux levels. Also, the integration
time used in LOFAR can easily be increased, even up to days. Fig. 4.16 therefore does not
mean that GRB030329 will not be observable by LOFAR, but only that a larger integration
time than four hours is likely required.

For 200 MHz we have calculated spatially resolved images as well, for spherical explo-
sions. Three images are presented in �gure 4.17, for three di�erent observer times. They
show three qualitatively di�erent types of behaviour. At 15 days a limb-brightened image is
observed, whereas at 240 days the image on the sky becomes limb-darkened. At 3900 days
another structure is visible and a brighter ring exists within the image, at a radius of v 1018

cm. This is a result of the self absorption break �A being di�erent for di�erent emitting
regions of the blast wave. These images are fully consistent with predictions from Granot
(2007) for the ultra-relativistic case.

4.6 Summary and conclusions

In this paper we present the results of detailed dynamical simulations of GRB afterglow
blast waves decelerating from relativistic to nonrelativistic speeds, as well as spectra and
light curves calculated from these simulations using a method �rst described in Van Eerten &
Wijers (2009) (EW09) that we have extended to include more details of synchrotron radiation.
We summarize our results and conclusions below.

We have performed, for the �rst time, hydrodynamical simulations of decelerating rela-
tivistic blast waves using adaptive mesh re�nement techniques including a parametrisation for
a shock accelerated electron distribution radiating via synchrotron radiation. From these sim-
ulated blast waves we have calculated light curves and spectra at various observer times and
frequencies. An advanced equation of state was used for the dynamical simulations, with an
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e�ective adiabatic index smoothly varying between the relativistic and nonrelativistic limit.
Three additional parameters were traced during hydrodynamical evolution: maximum accel-
erated particle Lorentz factor, magnetic �eld energy density and accelerated particles number
density. We assumed that fewer particles were accelerated by shocks that are less relativis-
tic. To obtain the observed �ux including synchrotron self-absorption, a set of linear transfer
equations were solved for beams traversing through the blast wave. This method expands
upon EW09 by including self-absorption and dynamically calculated electron cooling.

We have used standard assumptions for the GRB explosion energy (v 1052 erg) and cir-
cumburst particle number density (v 1 cm�3) for a homogeneous medium and particle ac-
celeration and magnetic �eld parameters. By directly comparing against various analytical
models and expected limiting behaviour, we draw a number of conclusions about the dynam-
ics of our simulations:

� We �nd that the transition of �
 directly behind the shock front from the relativistic to
the nonrelativistic regime occurs later than expected, around v 1290 days rather than
v 450 days, for the standard model parameters.

� An analytical calculation of �
 according to Huang et al. (1999) is found to overesti-
mate the late time values by a factor 4=3.

� Directly applying the Sedov-Taylor solution to late time afterglow evolution is found to
overestimate the radius by a few percent and keeping the adiabatic index �xed through-
out the evolution of the blast wave will lead to systematic di�erences of as much as ten
percent.

� The density jump across the shock may be arbitrarily high for relativistic shocks, but
will be a factor of four in the nonrelativistic regime. This is known from the shock
jump conditions. Our simulations show that the quantity D=
2, a combination of lab
frame density and Lorentz factor directly behind the shock, will remain close to four
times the unshocked density throughout the entire simulation, even though the e�ective
adiabatic index evolves from relativistic to nonrelativistic.

� If we assume the number of magnetic �eld lines through the surface of a �uid element
a constant, the magnetic �eld energy will become relatively larger compared to the
thermal energy. It will remain a small fraction however (assuming only a small amount
of energy is used for magnetic �eld creation accross the shock). Our approach allows
for di�erent assumptions on the magnetic �eld energy evolution.

� The upper cut-o� Lorentz factor 
0M for the shock-accelerated relativistic power law
electron distribution decreases on a distance scale much smaller than the width of the
blast wave due to synchrotron losses and determines the shape of the spectrum near
and above the cooling break.

Using the output from the dynamical simulations, we calculate the �ux. The following
general conclusions are drawn for the radiation:
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� Calculated light curves show a transition between the relativistic and nonrelativistic
regime at around 1000 days in observer time, again later than expected.

� The observed �uxes for di�erent assumptions on the equation of state may di�er by
a factor of a few. This is a direct consequence of the amount of thermal energy (and
therefore magnetic �eld energy) directly behind the shock front.

� Implementing a changing e�ective adiabatic index has the consequence that the result-
ing light curve will slowly evolve from the relativistic limiting value to the nonrelativis-
tic value. This transition takes tens of years in observer time and will lead to a steeper
decay in the afterglow light curve than predicted by analytical models assuming a �xed
index.

� This steepening is a smaller e�ect than the combined e�ect of evolving the magnetic
energy density and the accelerated particle number density. When all e�ects are in-
cluded, the �nal light curve slopes di�er markedly from the analytically expected val-
ues. This implies a signi�cant complication for late time afterglow modeling.

We have applied our approach to GRB030329 as well, using physics parameters derived
by Van der Horst et al. (2008a) using an analytical model. It is shown that the resulting radio
light curves di�er up to an order of magnitude between simulation and analytical model,
although this can be partly attributed to some di�erent assumptions. Assuming a hard edged
jet with an opening angle of 22 degrees, our simulated light curves show a rebrightening
due to the counterjet around 1000 days. Simulated curves at radio frequencies that will be
observable using LOFAR show that four hours of integration time is likely not su�cient
to distinguish the signal from the noise and a larger integration time is required. Finally,
spatially resolved images show a bright ring that, depending on the precise power law regime
that is observed, may be located not only in the center or on the edge but also at intermediate
radii within the afterglow image. This is consistent with earlier work by Granot (2007) on
afterglow images in the relativistic phase.

A recent paper (Zhang & MacFadyen 2009) has appeared discussing afterglow blast
waves decelerating to nonrelativistic velocities using twodimensional simulations. The au-
thors �nd that lateral expansion of a relativistic GRB jet is a very slow process and that the
jet break is mostly due to the edges of the jet becoming visible. This implies the hard edged
jet model that we have applied to GRB030329 is su�cient to model the jet break at v 4
days. Zhang & MacFadyen (2009) do not include synchrotron self-absorption and calculate
the cooling break by assuming the cooling time throughout the entire blast wave equal to the
grid time.

The approach to calculating light curves and spectra from generic �uid simulations that
we present in this paper assumes that synchrotron radiation is the dominant radiative process,
that particle acceleration takes place in a region far smaller than the blast wave width and
that the feedback on the dynamics from the radiation is negligible. We brie�y address these
issues in appendix 4.9.
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4.8 Numerical implementation

4.8.1 Appendix A1: Partial differential equations
amrvac was written to solve a system of coupled partial di�erential equations. When adding
additional equations to the solver, it is therefore best to use partial di�erential equations. In
the case of the magnetic �eld energy e0B we start by rewriting equation 4.13 as

@
@t

e0B
�04=3

+ vi @
@xi

e0B
�04=3

= 0: (4.41)

If we multiply this equation by �0
 and add to this the continuity equation

@
@t
�0
 +

@
@xi �

0
vi = 0; (4.42)

which we �rst multiply by e0B=�
04=3, we obtain

@
@t

e0B
�01=3

+
@
@xi


e0Bvi

�01=3
= 0: (4.43)

This is the type of conservation equation that armvac is specialized in, and it is therefore the
quantity 
e0B

�01=3 that we calculate in amrvac.
For the evolution of the upper cut-o� 
0M we follow a similar procedure. We start by

simplifying equation 4.9 to
d
dt
�01=3


0M
= �

�01=3B02



; (4.44)

where � � �T=6�mec, and t refers to lab frame time (i.e. emission time). The Lorentz factor
in the source term arises when we write the comoving time derivative in the lab frame. We
can now follow a procedure similar to what we did for the magnetic energy density, but �rst
we rewrite the equation above once more for numerical reasons. The quantity 
0M varies over
many orders of magnitude in a very short time span and any quantity that depends on 
0M
linearly is therefore di�cult to deal with numerically. We solve this by rewriting equation
4.44 into

d
dt

ln
�01=3


0M
=
�
0MB02



: (4.45)
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Although there still is a linear dependence on 
0M in the source term, in practice this equation
provides a better starting point for amrvac. From combining with the continuity equation we
get

@
@t

�0 ln

�01=3


0M
+

@
@xi vi
�0 ln

�01=3


0M
= �
0M�

0B02; (4.46)

with 
�0 ln �01=3=
0M the quantity of interest. A similar approach to tracing the e�ect of cool-
ing in the context of relativistic blast waves has also been taken by Downes et al. (2002).
Although in our formalism 
0M at the shock front should be reset to in�nity, and therefore

�0 ln �01=3=
0M to minus in�nity, we just take a very low value for 1=
0M in order to mini-
mize numerical di�usion. In our simulations, this arbitrarily low value corresponds to a hard
cut-o� of the spectrum above � v 1018 Hz, at frequencies su�ciently far above our observa-
tion range to be of no consequence. The ‘real’ 
0M catches up with the numerical 
0M almost
instantaneously.

4.8.2 Appendix A2: Shock detection method
In total, amrvac now calculates the evolution of three additional quantities: nacc (using equa-
tion 4.15), 
e0B=�

01=3 (using equation 4.43) and 
�0 ln(�01=3=
0M) (using equation 4.46). All
three quantities get reset wherever a shock is detected. Both the reset values of n0acc and e0B
depend on the �uid variables directly behind the shock front and it is therefore important
that we determine the position of the shock front as accurately as possible. Mathematically
speaking, a shock is a discontinuity in the �ow variables with a sudden increase in entropy
across the discontinuity. In practice, however, �nding a shock in a numerical approximation
is more involved, both due to numerical shock di�usion and because, strictly speaking, there
is a shock discontinuity across every grid cell boundary.

This has the consequence that if we try to �nd shocks by checking for discontinuities or
for entropy jumps, we will �nd both shocks all over the numerical di�used shock region and
at a random variety of positions where the numerical noise happens to rise above a predeter-
mined shock treshold. This then implies that we keep on resetting the additional quantities
over some region, something which is especially unwanted in the case of 
0M, given our ap-
proach where we take a �uid cell to contain a collection of electrons that have been shocked
exactly at the same time and we critically rely on the size of the hot region (see section 4.2.2
and EW09, appendix D, for details).

Because the shocked particle number density and the magnetic �eld density depend di-
rectly on the �uid variables, using, for example, a jump in �
 as a trigger, as has been done
by Downes et al. (2002), is not an option in these cases either. Although it serves as an ex-
cellent indicator of the front of a shock, it will not point us to a location where we can �nd
information on the strength of the shock, but to an arbitrarily de�ned position just in front of
that.

In this paper we solve the issues of shock detection with two shock detection algorithms,
both of them making use of the fact that D=
2 directly behind the shock is four times the
density just in front of the shock. For n0acc and e0B we de�ne the shock front to be at the peak
of the Lorentz factor pro�le, in the region where D=
2 > 3:5�0. The numerical constant
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Figure 4.18: Normalized pro�les of 
0M (solid line and squares), �0 (dashed line and circles) and �N

(dotted line and triangles). The actual values at the shock front are 1:9 � 107, 7:0 � 10�24 g cm�3 and 0.31
respectively. The simulation time is 1400 days. In the lower left corner we zoom in on the shock front,
showing exactly where we reset 
0M and �N.

is arbitrary and could be taken closer to 4. With this method we ensure that the shock is
detected at those positions where the �uid quantities are su�ciently close to their peak val-
ues, although multiple shock peaks may be detected in close proximity of each other due to
numerical noise.

For 
0M it is essential that we only detect a single shock front. Here we care less about the
precise �uid variable values. For the purpose of resetting 
0M we de�ne the shock front to be at
that position where D=�0
2 crosses the value 3:5. For a single shock front, this only happens
once. Although, in principle, 
� could have been used instead of D=�0
2, the latter o�ers the
signi�cant advantage that it does not change in scale over the course of the simulation and
always remains close to 4, whereas 
� becomes arbitrarily small.

Figure 4.18 illustrates the use of the Lorentz factor pro�le peak as a shock detector. It
shows that the numerical di�usion is really very small and that 
0M changes over a signi�cantly
smaller spatial scale than �0.
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4.8.3 Appendix A3: Synchrotron self-absorption
Equation 4.18 can also be expressed as

�0�0 = K �0�2


0MZ


0m

d
0e P
� �0

�0cr;e

�
�
�
(p+2)
0e

�(p+1)
�
1�


0e

0M

�p�2
+ (p�2)


0e
�p


0M

�
1�


0e

0M

�p�3
�
; (4.47)

where

K = C
p

3q3
e B0

8�m2
ec2 : (4.48)

Here we have used the fact that Ne(
0e) / 
0e(1 � 
0e=
0M) (i.e. a slightly modi�ed powerlaw
distribution). The scaling factor (C) of Ne(
0e) is determined in terms of 
0M and 
0m from the
requirement that the total number of accelerated electrons constitutes a �xed fraction �N of the
available electrons. The symbol P denotes the pitch angle (the angle between magnetic �eld
and particle velocity) averaged version of the synchrotron function, a dimensionless function
representing the shape of the synchrotron spectrum for a single electron in the same way Q
represents the spectrum of a distribution of particles. The �0cr;e in the argument is connected
to 
0e via equation 4.7 (see also EW09).

By changing variables from 
0e to y = �0=�0cr;e we obtain:

�0�0 =
K
2

�4�mec
3qeB0

�� p
2
�0�

p+4
2 �

h
I1(yM ; ym) + I2(yM ; ym)

i
; (4.49)

where the quantities I1(yM ; ym) and I2(yM ; ym) are:

I1 � (p + 2)

ymZ

yM

dyP(y) y
p�2

2
�
1 � (

yM

y
)1=2

�p�2
(4.50)

and

I2 � (p � 2) y1=2
M

ymZ

yM

dyP(y) y
p�3

2
�
1 � (

yM

y
)1=2

�p�3
: (4.51)

As in the case of Q(yM ; ym) (see Van Eerten & Wijers 2009) values of I1(yM ; ym) and
I2(yM ; ym) are tabulated for moderate yM and ym, whereas their limiting behavior, for extreme
values of yM and ym is analytically estimated. Namely, if yM=ym ! 1 the integrals of both I1
and I2 reduce to the expression inside the integral, evaluated at ym, multiplied by the appro-
priate range in y-space, i.e. (ym � yM).

For yM � 1 the integrals’ behaviour becomes hard to analytically estimate, especially for
general values of ym and p. Instead, we �t approximate expressions to the values extrapolated
from the tables.

In the case that ym
yM
� 1 and ym is outside the tabulated values, we can break the integral

into two parts by using the last tabulated value �ym. For I2 the formula is:
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Figure 4.19: Intensity and re�nement levels perpendicular to the axis between the observer and the
source. The maximum re�nement level drops quickly to zero away from the edge of the jet. The
intensity has been rescaled to an arbitrary scale suitable for direct comparison between intensity pro�le
and re�nement levels. Note that the lowest re�nement level is zero. The re�nement levels shown refer
to those used in the radiation calculation, not those in the �uid simulation.

I2 = (p � 2) y1=2
M �

2
666664

�ymZ

yM

dyP(y) y
p�3

2
�
1 � (

yM

y
)1=2

�p�3
Q(ym)y

p�1
2

m � Q(�ym)�y
p�1

2
m

3
777775: (4.52)

For I1 the result is identical, only the terms inside the square brackets (including Q(x))
have to be evaluated for p! p + 1.

Finally, for yM � 1 the result of both integrals is approximated by zero.

4.8.4 Appendix A4: Adaptive mesh and linear radiative transfer
We do not integrate over A in equation 4.2 directly, but resolve the di�erent rays instead.
After the integral over te is �nished (i.e. the bundle of linear radiative transfer equations is
solved) we can integrate over A to obtain the �ux, while the unintegrated result provides a
resolved picture of the emission from the �uid. For spherically symmetric �uid �ow or for an
observer positioned along the symmetry axis of a jet, the intensity on surface A is symmetric
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around a central point. Because the �uid itself moves at nearly the speed of light, it is not
a priori clear how many rays need to be included and how they should be spaced along A
in order to obtain a good resolution. An e�cient response to this dilemma is to apply the
adaptive-mesh re�nement concept to A. The equidistant surface (EDS) A contains a grid with
every grid cell containing the intermediate results for a single ray. Every four neighbouring
cells in each direction on the EDS are grouped together in a single block. The EDS area
dA that each cell represents may di�er, and if the resolution threatens to become too low to
adequately capture the radiation pro�le, a block will be split in half along each direction,
spawning new blocks that represent half the size of the parent block along each direction.
The re�nement criterion that is used is that the combined �ux from a given block must not
di�er by more than 1 percent (or a lower treshold, as set by the user) from the combined �ux
from a coarsened version of the block where only the odd cells are taken into account (with
the odd cells representing an appropiately increased surface element). Neighbouring blocks
may di�er one re�nement level at most. We have plotted an example of this strategy in �gure
4.19. In practice we set the maximum re�nement level similar to that of the �uid simulation.
We also use the �uid simulation grid re�nement structure to determine the starting re�nement
structure of the EDS at each iteration for the transfer equation solver, in order to make sure
that we will also capture the blast wave when it still has a small radius.

4.9 Applicability of our model

The radiation code is written to be generally applicable to output from relativistic �uid dy-
namics simulations. However, a number of assumptions and simpli�cations have been made
that are dependent on the physical context. In this appendix we brie�y discuss the conse-
quences and relevance of our assumptions in the case of GRB afterglow blast waves decel-
erating down to nonrelativistic speeds. We discuss the relevance of an alternative radiative
process, inverse Compton scattering, of our assumption that particle acceleration takes places
in a region much smaller than the blast wave width and of adiabatic expansion of the blast
wave with the radiation losses having no e�ect on the dynamics.

4.9.1 Importance of inverse Compton scattering

A limitation to the applicability of our approach arises from the fact that inverse Compton (IC)
radiation, which is not calculated, becomes important when the ratio P0syn=P

0
IC approaches,

or drops below unity. This ratio is also equal to the ratio between the corresponding energy
�elds that power the emission e0B=e

0
ph (Rybicki & Lightman 1986), with e0ph being the energy

density of the (synchrotron) radiation �eld. The e�ect of IC emission on the emitted spectra
has been thoroughly investigated in Sari & Esin (2001). In this paper we focus only on its
in�uence on cooling rates, as the high-energy synchrotron spectrum is expected to dominate
IC emission for a wide range of physical parameters and radii.

Instead, however, of calculating the entire photon energy density due to synchrotron ra-
diation we can use the fact that the cross-section for IC scattering drops fast beyond the
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Thomson limit (Blumenthal & Gould 1970). Thus, we can de�ne an ‘e�ective’ photon �eld
for an electron of Lorentz factor 
0e as

e0ph,e�(
0e) =
4�
c

�0ThomZ

0

I0�0;syn d�0; (4.53)

where �0Thom = mec2


0eh (with h denoting Planck’s constant) is the photon frequency for which
the scattering occurs marginally within the Thomson regime for a head-on collision and
I0�0;syn is the synchrotron speci�c intensity. Approximating the speci�c intensity by

I0�0;syn v �Nn0B0
 
�0

�0m

!(1�p)=2

R=�; (4.54)

and employing the analytical relations of the BM solution we �nd that right behind the shock
front

P0syn
P0IC

� 7:5 � 1016 f (p) (5 � 10�8)
3�p

2 �p�2
N �

3�p
4

B �

�1�p
E n�

p+1
4

0 (
0e)
3�p

2 R�1�
5�3p

2 ; (4.55)

where f (p) = (p � 1)p�2 (p � 2)1�p (3 � p), � is the Lorentz factor of the shock front and R
the shock radius. By plugging in standard values of this paper (�N = 1; p = 2:5; n0 = 1
cm�3; �B = 10�2; �E = 10�1; E = 1052 erg) and making further use of the BM equations we
�nd for 
0m

P0syn
P0IC

� 1:8 � 10�10 R0:5: (4.56)

This means that IC will dominate synchrotron energy losses for the lowest energy electrons
throughout the relativistic phase of the �uid. A comparison of IC to adiabatic cooling, using
the synchrotron loss term from eq. 4.9 and ( d
0m= dt)syn=( d
0m= dt)IC = P0syn=P

0
IC, gives

�
d
0m=dt

�
ad�

d
0m=dt
�
IC

= 10�43 R2:5: (4.57)

The corresponding radius after which adiabatic expansion will sharply take over is about
1:6 � 1017 cm. Moreover, for an electron of energy 
0e = 104 
0m (i.e. on the order of 
0M),
synchrotron losses will prevail at approximately 3 �1017 cm. Therefore it is only early on, and
certainly not close to the subrelativistic transition, that IC cooling will a�ect the evolution of

0M or 
0m for the assumptions made in this paper.
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4.9.2 Gyration radius
The gyroradius for an electron with Lorentz factor 
e is given by r0g = 
emec2=qeB0. Using
the BM solution and eq. 4.7 we �nd that for the most energetic electrons at the shock front
that contribute to received �ux within the frequency range under consideration (108 � 1018

Hz) this radius lies below

rg = 5:6 � 10�75 �1=2
cut-o� R33=8 cm; (4.58)

where �cut-o� is the cut-o� frequency in the lab frame, used to set 
0M at the shock front
(i.e. a frequency safely above 1018 Hz). This should be compared against the size of the hot
region, a measure of the spatial distance over which electrons cool signi�cantly. The cooling
time for high energy electrons that cool on a scale much shorter than the scale over which the
�uid variables change, is approximately equal to tcool � 6�mec=�T(B0)2
0M when the electron
cools down to 
0M. Using the self-similar parameter as an intermediate step, this can be linked
to a spatial size of the hot region for 
0M:

�hot = 8 � 10�52 ��1=2
cut-o� R33=8 cm: (4.59)

Thus, for �cut-o� = 1018�21 Hz the gyroradius of the most energetic electrons is many orders
of magnitude smaller than the size of the corresponding hot region, justifying our assumption
that particle acceleration takes place locally near the shock front (which we have imple-
mented by a local injection of hot electrons) and the use of an advection equation to model
the evolution of 
M .

4.9.3 Feedback on the dynamics
A last issue is the possibility of the radiative energy losses becoming comparable to the initial
energy load of the �reball (E) that would imply a considerable impact on the dynamics of the
�ow. This could be explicitly quanti�ed by calculating the total radiative output during the
simulations and comparing it to the explosion energy. However, we can address this issue
in a more qualitative manner by noting that the low energy electrons cool predominantly by
causing the expansion of the volume they are occupying (slow cooling), even at the shock
front. Moreover, for values of p > 2 (which is the case under consideration) these electrons
are the main energy carriers. In combination with the fact that the total energy residing in
relativistic electrons is limited by �E (typically of the order of 10%), we are con�dent that
the total energy radiated through synchrotron, especially in the subrelativistic regime, will be
orders of magnitude smaller than E, and thus not a�ect considerably the dynamics.
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CHAPTER 5

Afterglow jet breaks

H.J. van Eerten, Z. Meliani, R.A.M.J. Wijers
in preparation

abstract The conventional derivation of the gamma-ray burst afterglow jet break time uses
only the blast wave �uid Lorentz factor and therefore leads to an achromatic break. We
show that in general gamma-ray burst afterglow jet breaks are chromatic. Depending on cir-
cumstances, the radio jet break may be postponed signi�cantly. We demonstrate using high-
accuracy adaptive mesh �uid simulations in one dimension, coupled to a detailed synchrotron
radiation code, that this is true even for the standard �reball model and hard-edged jets and
con�rm these e�ects with a simulation in two dimensions. The frequency dependence of the
jet break is a result of the angle dependence of the emission, the changing optical depth in
the self-absorbed regime, the size of the hot region above the cooling break and the shape of
the synchrotron spectrum in general. In the optically thin case below the cooling break, the
conventional analysis systematically underestimates the jet opening angle.

5.1 Introduction
Gamma-ray burst (GRB) afterglows are produced by jetted out�ows slowing down from ul-
trarelativistic velocities to non-relativistic velocities. Synchrotron emission results when the
blast wave interacts with the circumburst medium and electrons get shock-accelerated and
small scale magnetic �elds are generated.

The jet nature of afterglows is not observed directly (there are no spatially resolved jet
images). Theoretically, the energetics of the �reball model require that the out�ow is con-
centrated towards the observer, since a spherical out�ow would imply unphysically high ex-
plosion energy on the order of the Solar rest mass (v 1054 erg) instead of a more reasonable
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v 1052 erg. Observationally, afterglow light curves at various frequencies do show a break
followed by a steepening of the curve. This can be explained as a jet break, beyond which
relativistic beaming e�ects have decreased in strength to an extent where it becomes possible
to distinguish between a jet and spherical out�ow. A lack of emission from beyond the jet
opening angle is now seen. A second e�ect that is theorized to occur at roughly the same time
is a diminishing of synchrotron emission due to the onset of signi�cant lateral expansion of
the jet.

The conventional theoretical argument for the appearance of a jet break compares the
half opening angle �h of the jet to the �uid Lorentz factor 
 directly behind the shock front.
Once the latter has decreased to 
 v 1=�h, beaming has su�ciently decreased and the absence
of emission from angles > �h becomes noticable. Since this ignores the basic shape of the
synchrotron spectrum as well as electron cooling and the decrease in optical depth due to
synchrotron self-absorption, this suggests an achromatic break in the light curve.

However, achromatic jet breaks are relatively rare in the literature. Observations in the
Swift era often do not show a clear jet break in the X-ray when the optical light curve does
show a break (e.g. GRB990510, GRB030329, GRB060206). Also, the jet opening angle
inferred from radio observations is often much larger than that from (earlier) X-ray or optical
observations, which is again at odds with the expected achromaticity of the break.

Di�erent explanations for the lack of truly achromatic breaks have been put forth in the
literature. Staying close to the data, �rst of all Curran et al. (2008) show that current obser-
vations do not actually rule out an achromatic break between X-ray and optical and that both
single and broken power law �ts are often consistent with the X-ray data. On the theoretical
side, the afterglow jet has been expanded into a structured jet (e.g. Rossi et al. 2002) or a su-
perposition of multiple hard-edged jets with di�erent opening angle. By now superpositions
of up to three jets have been used to �t the data of GRB030329. An overview of afterglow jet
structure and dynamics can be found in Granot (2007).

Oddly enough, the analytical argument leading to an achromatic break has never been
challenged. In this paper we present results from high resolution numerical jet simulations,
coupled to an advanced synchrotron radiation code, showing that the standard analytical ar-
gument is too simplistic even on a qualitative level. All light curves and spectra have been
obtained for on-axis observers. In section 5.2 we directly show our main result: even from
the simple hard-edged jet model it follows that the jet break is chromatic. The break at ra-
dio frequencies is postponed, while the X-ray break di�ers in shape and sharpness from the
optical break. We con�rm the chromaticity of the break using a 2D simulation and empha-
size that this result is obtained using standard blast wave afterglow theory. We did not add
any novel radiation physics or make any nonstandard assumptions. The new aspects of our
calculation are the accuracy of the radiation code and the numerical resolution of the �uid
simulation. Self-absorption is fully treated using linear radiative transfer equations and local
electron cooling times are numerically calculated through an advection equation.

In section 5.3 we study jet breaks while ignoring both self-absorption and cooling. We
derive a relation between jet break time and opening angle in the optically thin case and
compare limb-brightened afterglow images to limb-darkened images.

In section 5.4 we discuss the complete jet break picture in depth, quantifying the dif-
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ference in sharpness between optical and X-ray and the time di�erence between optical and
radio. Images of the emission coe�cient throughout the emitting blast wave serve as a tool
to visualise the underlying physics.

The chromaticity of the jet break is con�rmed in 2D in section 5.5. Higher dimensional
simulations are not the focus of this paper and we will only brie�y discuss the consequences
of lateral spreading. We end with a summary and discussion of our results in section 5.6.

5.2 Jet breaks are chromatic

5.2.1 Simulation and physics settings

We have performed one-dimensional blast wave simulations using the relativistic hydrody-
namics module of the amrvac adaptive-mesh re�nement magnetohydrodynamics code (Kep-
pens et al. 2003; Meliani et al. 2007). We have used an advanced equation of state (EOS)
that implements an e�ective adiabatic index that gradually changes from 4=3 in the relativis-
tic regime to 5=3 in the nonrelativistic regime. The upper cut-o� Lorentz factor 
M of the
shock-accelerated electron power law distribution is reset to a numerically high value at the
shock front and traced locally using an advection equation. The application of this advection
equation and the EOS are introduced and explained in Van Eerten et al. (2009a) (chapter 4).

We have used the following physics settings: explosion energy E = 2:6 � 1051 erg, (ho-
mogeneous) circumburst number density n0 = 0:78 cm�3, accelerated electron power law
slope p = 2:1, fraction of thermal energy density in the accelerated electrons �E and in the
magnetic �eld �B both equal to 0.27. Unlike in the simulations performed in Van Eerten et al.
(2009a) (chapter 4), we have kept the fractions �E and �B �xed throughout the simulation, in
order to stay as close as possible to the conventional �reball model. We have set the observer
luminosity distance robs = 2:47 �1027 cm, but kept the redshift at zero (instead of the matching
value 0.1685). These physics settings qualitatively describe GRB030329 and are identical to
those used in Van Eerten et al. (2009a). They do not provide a quantitative match to the data
for GRB030329 however, since they have been derived using an analytical model by Van der
Horst et al. (2008a) and not by directly matching simulation results to observational data.

We have run a number of simulations, using a grid with 10 base blocks (of 12 cells each)
and up to 17 re�nement levels (with each re�nement level above one doubling the e�ective
resolution) that has boundaries at 1:12 � 1014 cm and 1:12 � 1018 cm. A blast wave reaching
the outer boundary provides coverage up to an observation time of v 30 days. We start the
simulation with a blast wave with shock Lorentz factor 100, ensuring complete coverage long
before one day in observer time, storing up to 10,000 snapshots for use with the radiation code
(see below).

5.2.2 Results

The observed �ux is obtained by applying a synchrotron radiation code (Van Eerten & Wijers
2009; Van Eerten et al. 2009a) to the simulation output, that fully includes synchrotron self-
absorption and electron cooling. We present an overview of our main results in �gures 5.1
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Figure 5.1: Light curves between 0.5 and 28 days in observer time for a radio (1:4 � 109 Hz), optical
(5 � 1014 Hz) and X-ray (5 � 1017 Hz) frequency, in each case both for a spherical explosion and a hard-
edged jet with half opening angle of 15 degrees. The radio jet break is obviously postponed with respect
to the optical jet break, while the X-ray jet break occurs slightly earlier.

and 5.2. We �nd that the jet break is postponed at frequencies below the self-absorption
break (this e�ect is therefore usually seen at radio frequencies). The di�erences in time and
sharpness of the jet breaks can be attributed to the details of the emission from di�erent parts
of the blast wave. We will describe our main results more extensively in section 5.4 and
discuss the di�erences in the contributing region for di�erent observer frequencies, but �rst
we will discuss the consequences of our simulations for our understanding in the simplest
case, where the jet is optically thin and electron cooling is of no relevance.

5.3 Optically thin blast waves and break times

In �gure 5.3 we have plotted light curves at two di�erent frequencies, 1:4 �109 Hz and 5 �1017

Hz, chosen such that they lie safely below and above the synchrotron peak frequency �m,
respectively. Spatially resolved images at 10 days for both frequencies are shown in �gure
5.4.

The jet break time is conventionally linked to the jet half opening angle �h using the
Blandford-McKee (BM) self-similar solution for the blast wave dynamics in the ultrarela-
tivistic regime Blandford & McKee (1976). The argument is as follows. According to BM
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Figure 5.2: Spectra at ten days observer time for various hard-edged jet opening angles. From top
to bottom: spherical explosion, 20 degrees half opening angle, 15 degrees, 10 degrees. Only the 10
degrees opening angle jet di�ers noticably from the spherical case at radio frequencies.

the blast wave shock Lorentz factor � and the emission time te are related via

�2 =
E(17 � 4k)

8�mpn0Rk
0c5�k

tk�3
e � A1tk�3

e ; (5.1)

where E the total explosion energy, mp the proton mass, n0 the proton number density at
distance R0, c the speed of light and k the slope of the circumburst medium number density n
( with n(r) � n0(r=R0)�k). The position of the shock front R is given by

R = cte(1 �
1

2(4 � k)�2 ); (5.2)

and the shock Lorentz factor and the �uid Lorentz factor at the shock front 
f are related via

2

f = �2=2. From the relation between observer time and emission time for the shock front,

tobs = te � cos �hR=c; (5.3)

and the half opening angle of the relativistic beaming cone � v 1=
, it now follows that

tobs;break = �2+2=(3�k)
h �

�A1

2

�1=(3�k)
� (

1
2

+
1

4(4 � k)
): (5.4)

We have indicated the jet break times for the various opening angles in �gure 5.3 with dashed-
dotted lines. A comparison between the analytically expected break times and the actual
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Figure 5.3: Light curves without self-absorption and electron cooling. The solid lines are calculated at
1:4 �109 Hz, the dashed lines at 5 �1017 Hz. Results for the latter have been multiplied by a scaling factor
1000. Aside from resuls from spherical �ow, results from hard-edged jets with half opening angles of
10, 20 and 30 degrees are plotted. The three dashed vertical lines indicate expected break times using
the back of the slab of shocked �uid. The two dash-dotted vertical lines indicate expected break times
using the blast wave front for 10 and 20 degree jet opening angle. The predicted 30 degree break time
from the front lies outside the plot at v 35 days.

break times from the simulations shows that the expected break times systematically overes-
timate the real break times.

When we take the radial pro�le of the emitting region into account, the jet break can be
estimated somewhat more accurately. Although even in the optically thin regime, the emis-
sion from the shock front dominates the total emission, we start noticing a lack of emission
from the back of the blast wave, since there the �uid Lorentz factor is the smallest and the
corresponding relativistic cone the widest. The width of the blast wave is approximately
R=�2. The �uid Lorentz factor 
b at this position is approximately given by


2
b � (1 + 2(4 � k))�1 �2=2: (5.5)

If we now use
tobs = te � cos �hR(1 � 1=�2)=c; (5.6)

we �nd

tobs;break = �2+2=(3�k)
h �

 
A1

2(1 + 2(4 � k))

!1=(3�k)

�
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Figure 5.4: Spatially resolved images both above �m (solid line) and below �m (dashed line), for spheri-
cal explosions around ten days observer time. For the lower frequency 1:4�109 Hz has been used, and for
the higher frequency 5 � 1017 Hz has been used. Self-absorption and electron cooling are excluded. Top
right image is below �m, bottom right image is above �m. Although both images are limb-brightened,
the pro�le is sharper for the high frequency, which explains why the jet break is sharper at the high
frequency.

 
1
2

+
1

2(1 + 2(4 � k))
+

1
2(4 � k)2(1 + 2(4 � k))

!
: (5.7)

For a homogeneous circumstellar environment, the di�erence between both observer time
estimates is a �xed factor of roughly one half (0.48), with the conventional analysis overes-
timating the jet break time. The corresponding correction factor to correct jet opening angle
estimates that have been obtained using the blast wave front (and therefore underestimated),
is therefore 1.32. The underestimated explosion energies require a correction factor 1.73.

Estimates using both the shock front and the shock back have been plotted in �gure 5.3,
along hard-edged jet simulations with half opening angles of 10, 20 and 30 degrees. Espe-
cially above �m, the estimated break times using the blast wave back are consistently closer
to the break times from the simulations than those estimated using the blast wave front. Jet
breaks at frequencies below �m are less sharp and therefore may appear to occur later.

In practice the jet break time as inferred from the data will lie in between both estimates.
Here we have used the moment where the di�erence between jet and sphere becomes visible
as a rough indicator of the jet break time. In practice the meeting point of the pre- and post-
break asymptotes is often used to de�ne the jet break when �tting observational data. For
this de�nition of the jet break, the estimate using the back of the blast wave also gives values
consistently closer to the jet break time.
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Figure 5.5: Spectra at ten days observer time for various hard-edged jet opening angles, now normal-
ized with respect to the spherical explosion spectrum. From top to bottom: spherical explosion, 20
degrees half opening angle, 15 degrees, 10 degrees. See also �g 5.2.

5.4 jet breaks at different frequency ranges

Figure 5.5 again shows a spectrum at 10 days in observer time for di�erent jet opening angles,
but now normalized with respect to the �ux from the spherical explosion. Below both �m and
�a the dinstinction between the �ux levels for the di�erent opening angles becomes a lot
smaller. The �ux for 20 degrees is even indistinguishable from the spherical case, implying
that there is no jet break yet in the radio, while it has already occurred at higher frequencies.
Unfortunately �m and �a lie very close together at ten days for the physical parameters that we
have used. Current investigations show that, for the jet break to be signi�cantly postponed,
the observed frequency needs to lie below both �m and �a. The physical reasons for this are
as follows. First, below the synchrotron break frequency �m, the limb brightening becomes
less strong and the main contributing region of the jet to the observed �ux moves closer to
the jet axis. Second, below the self-absorption break optical depth starts to play a role and
the main contributing region moves even more towards the front of the jet. Both these e�ects
move the contributing region of the jet away from the jet edge and closer to the center front
of the jet. This e�ect is illustrated in �gure 5.6.

In these �gures we have plotted ring-integrated, absorption corrected local emission coef-
�cients for various frequencies at ten days observer time. The highlighted areas are the areas
that, for the given frequency, contribute the most to the observed signal. All emission coe�-
cients j� are multiplied by 2�h (where h the distance to the jet axis), such that the plots show
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Figure 5.6: Ring integrated, absorption corrected emission coe�cients, for various frequencies and ten
days in observer time. On the horizontal axis the position in cm in the z direction (i.e. along the jet
axis, the observer is located right of the plot) where the emission was generated, on the vertical axis
the distance to the jet axis h in cm. In the left column we have three radio frequencies: 1:4 � 109 Hz,
8:4 � 109 Hz, 1:5 � 1010 Hz, top to bottom. In the right column we have optical and X-ray: 5 � 1014 Hz,
1 � 1017 Hz, 5 � 1017 Hz, top to bottom. The horizontal scale is from 0 to 9 � 1017 cm, and the vertical
scale is from 0 to 1:6 � 1017 cm, for each plot. The normalized grey-scale coding for each plot indicates
the strength of emission. All emission coe�cients are multiplied by 2�h, such that the plots show the
proper relative contributions from the di�erent angles. The emission coe�cients are also corrected for
optical depth. The diagonal lines denote jet half opening angles of 20, 15 and 10 degrees from left to
right. For a given opening angle in the hard-edged jet case, everything above the diagonal is excluded.
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Figure 5.7: Power law slopes for optical (5 � 1014 Hz) and X-ray (5 � 1017 Hz) light curves, assuming
F / t�. The power law slopes have been calculated between all consecutive observer times that have
been calculated (all logarithmically spaced) for the light curves and smoothed for presentation. The
optical slopes lie above the X-ray slopes. We have included slopes for the spherical explosion and jets
with 10, 15 and 20 degrees full opening angle.

the proper relative contributions from the di�erent angles. The emission coe�cients are also
corrected for optical depth (�), so the quantity that is plotted is j�2�h exp[��]. The diagional
lines denote jet half opening angles of 20, 15 and 10 degrees from left to right (the shape of
lines along a �xed angle is not a�ected by the transition from emission to observer frame,
this only introduces a transformation along the radial lines). For a given opening angle in the
hard-edged jet case, everything above the diagonal is excluded. The plots immediately show
why the jet break is postponed in the radio and di�ers in shape for di�erent frequencies.

Aside from showing the origin of the delay in the jet break for radio frequencies, the
images also show us that for higher frequencies, we look at earlier emission times in general.
From this it also follows that not just the jet break, but any variability resulting from changes
in the �uid conditions, will likely manifest themselves in a chromatic fashion. The blast wave
size is smaller at earlier times, and at early times, �uid perturbations will be less smeared out.
Thus it follows that variability will be most clearly observed in the X-ray light curve.

The main di�erence between optical and X-ray jet breaks is more subtle and is illustrated
in �g. 5.7. Due to the small size of the hot region beyond the cooling break, the e�ectively
contributing region to the observed �ux is thinner for higher frequencies and the observed
image will be more strongly limb-brightened. This also means that the e�ect of the jet edge
will be stronger for higher frequencies and that the change in slope due to the jet break
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will initially overshoot the �nal asymptotic value (which lies 1=2 below the corresponding
spherical explosion slope at the same observer time). This e�ect has also been described in
Granot (2007).

Finally, possibly due to optical depth e�ects that still play a minor but non-vanishing role
at high frequencies, a di�erence in jet break time can be noticed between X-ray and optical
(see �g. 5.1). Although this di�erence is far smaller than that between radio and optical,
it may nevertheless have an impact on �tting jet break models to afterglow data. Further
research is needed to quantify this time di�erence and to identify its exact cause.

5.5 jet breaks from a 2D simulation
In order to con�rm the chromaticity of the jet break in two dimensions we have run a simula-
tion in 2D as well. We have used a similar set up as in the 1D case, starting with a hard-edged
jet at Lorentz factor 15 with half opening angle of 20 degrees. In the angular direction we
have used 1 base level block instead of ten (as in the radial direction). The maximum half
opening angle covered for the jet is 45 degrees. For numerical reasons, the maximum re�ne-
ment level is currently 11. This is su�cient to qualitatively capture the blast wave physics,
but for in order to draw more de�nitive conclusions a higher re�nement level will be needed.
Such simulations are currently being performed.

In �g. 5.8 we have plotted snapshots of the lab frame density structure of the jet for vari-
ous emission times. They show lateral expansion of the jet. At this stage the lateral expansion
is in excess of that predicted by Rhoads (1999), who predicted exponential expansion after
the jet has reached a certain radius (1:28 � 1018 cm for our explosion parameters) and negligi-
ble expansion before. Once the lateral expansion supposedly sets in, this analytical estimate
will quickly overestimate the jet opening angle. The �uid velocity at higher opening angles
drops o� quickly, as can be seen from the radius of the blast wave beyond the half opening
angle of 20 degrees. This part of the �uid is not expected to contribute signi�cantly to the
observed emission. In order to speed up the calculation we have automatically dere�ned the
grid both at very low densities and far downstream (using the Blandford-Mckee solution to
estimate the blast wave radius). The e�ect of this can be seen in the bottom right corners
of the snapshot images. It has no e�ect on the light curve or the dynamics of the relevant
part of the �uid. The precise dynamics of the two-dimensional afterglow blast wave will be
discussed in future work. For now we note that our simulations show results consistent with
Zhang & MacFadyen (2009).

Fig. 5.9 con�rms the chromaticity of afterglow jet breaks in two dimensions. Because
our approach to electron cooling requires a higher resolution than provided by 11 re�nement
levels, we have restricted ourselves to a comparison between the radio and optical light curves
and the role of self-absorption. The �rst obvious result is that the 2D simulations indeed
con�rm the qualitative conclusion from 1D simulations and hard-edged jets that the jet break
is chromatic. Also for 2D simulations, the radio jet break is postponed with respect to the
optical jet break. The second result is that the e�ect of lateral spreading on the radio jet break
partially (but not completely) counteracts the delay in jet break.

In �gure 5.10 we explore the radio emission from the 2D simulation in some more detail.
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Figure 5.8: Snapshots of lab frame density D for two-dimensional simulation. The grey scales are
normalized with respect to the peak density in each snapshot. The starting half opening angle of 20
degrees is indicated by the diagonal line. For the left column the emission times (and blast wave radii)
are 72 days (1:88 � 1017 cm), 150 days (3:88 � 1017 cm) and 228 days (5:82 � 1017 cm) from top to
bottom. For the right column these are 306 days (7:65 � 1017 cm), 384 days (9:31 � 1017 cm) and 462
days (1:08 � 1018 cm).
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Figure 5.9: Direct comparison between spherical explosion, a hard-edged jet of half opening angle 20
degrees and a two-dimensional simulation starting at half opening angle of 20 degrees. Light curves
are shown for two frequencies: 1:4 � 109 Hz (increasing light curve) and 5 � 1014 Hz (decreasing light
curve). Cooling e�ects are ignored. In the optical, the light curve from the 2D simulation results in a
sharper break at the same time, while in the radio the jet break also occurs earlier than for the hard-
edged jet model. The spherical explosion curves show no jet break, while both 2D simulation curves
show post-break levels below hard-edged jet values.

The top �gure shows that the contributing region at this strongly self-absorbed frequency
actually stays within the cone of half opening angle 20 degrees. It would however be wrong
to conclude from this that almost no lateral spreading has occured. In the lower �gure we
plot the ring integrated lab frame density, and this clearly reveals that the jet has spread out
noticeably already. However, as explained in Zhang & MacFadyen (2009), it is the mildly
relativistic jet material behind the shock that undergoes more sideways expansion and this is
not the material that contributes the most to the observed �ux. Fig. 5.10 con�rms the e�ect
of the optical depth, which we argued to be chie�y responsible for the delay in observed jet
break time. Since material has moved sideways, the optical depth through the �uid within the
cone decreases and the delay in jet break time due to high optical depth becomes less strong.

5.6 Summary and conclusions

We have presented simulation results for high-resolution adaptive mesh simulations of af-
terglow blast waves in one and two dimensions. We have used explosion parameters that
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Figure 5.10: Region contributing to the observed radio �ux in two dimensions. The top plot shows
the angle integrated, absorption corrected emissivity coe�cients for 1:4 � 109 Hz at 28 days in observer
time, similar to the plots in �g. 5.6. The lower plot shows the angle integrated lab frame density. The
diagonal line in both plots indicates a half opening angle of 20 degrees.

nominally apply to GRB 030329, but these were derived by earlier authors using a purely
analytical model (in Van Eerten et al. (2009a) we have shown that the di�erence between an-
alytical model and simulation is signi�cant. A paper improving �t models using simulation
results is currently in preparation). The aim of these simulations is to study the achromaticity
of the afterglow jet break. We have found that the jet break is chromatic between frequencies
below both the self-absorption break �a and the synchrotron break �m and above these breaks.

A result that is of direct practical use is an improvement on the relationship between
observed jet break time and opening angle. We show how the conventional analysis for
jet breaks in optically thin jets, systematically underestimates the jet opening angle. For a
homogeneous medium, this amounts to a factor 1.3, but we give an expression for general
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circumburst medium density structure.
The di�erence in jet break time between optically thick and optically thin frequencies is

explored in some detail. We have calculated emission pro�les for the jet at various observer
frequencies at ten days observer time. From these calculations it is shown that the contribut-
ing region (to the observed �ux) of the blast wave moves around for di�erent frequencies.
At high frequencies, this region lies more to the edge of the jet and to early emission times,
whereas at high optical depth and frequencies below the synchrotron break the contributing
region moves to the front and center of the blast wave -and therefore remains within the jet
cone long after the high frequency region falls outside the jet cone.

Our simulations also reveal a di�erence in jet break time between X-ray and optical.
Although this di�erence is far smaller than that between radio and optical, it is nevertheless
big enough to have an impact on �tting jet break models to afterglow data. Further research
is needed in order to quantify this di�erence and to identify its exact cause.

The slope of the jet break will be di�erent for di�erent observer frequencies. If limb
brightening is strong, the jet break slope for hard-edged jets will initially overshoot its asymp-
totic value and then slowly evolve to its limit, which lies 1=2 below the corresponding slope
for the spherical case at the same observer time.

We have con�rmed our results in two dimensions. The jet break in the radio is still
postponed, but less so than for hard-edged jets. At 28 days in observer time, the e�ectively
contributing region remains within the initial opening angle, even though lateral spreading
of the �uid has already progressed noticably. As a result of the lateral spreading, the optical
depth through the �uid decreases.

The chromaticity of the jet breaks is a result of the detailed interplay between the syn-
chrotron radiation mechanisms and the �uid dynamics. Models that treat synchrotron ra-
diation in a simpli�ed manner, like Zhang & MacFadyen (2009), which does not include
self-absorption and does not locally calculate the cooling times, will not reveal a chromatic
jet break. Granot (2007) does not discuss self-absorption in the context of the jet break.

The claims made in this paper will be quanti�ed in a follow-up study, where we will look
at the precise amount of delay for the jet break in the radio in more detail. More simulations
in one dimension are required, especially with explosion parameters that allow for a clear
distinction between the self-absorption and the synchrotron break. Also, the optical light
curves for the explosion parameters used in this study, cross the cooling break early during the
observation time span and are therefore less than ideal for an investigation of the light curve
behaviour on both sides of the cooling break that compares optical to X-ray. In principle
this is already covered by switching o� cooling as we have done in section 5.3, but the light
curves without cooling are necessarily somewhat arti�cial.

The two-dimensional simulation con�rms the results from the 1D hard-edged jets qualita-
tively. Higher-resolution simulations are underway to examine the e�ects of lateral spreading
on the breaks in a precise quantitative manner.

In this paper we have not precisely de�ned the jet break time, but used the point where
the jet light curves starts to di�er noticably from the spherical light curves for qualitative
estimates. In afterglow modeling, the jet break time is often de�ned as the meeting point of
the asymptotes of the pre- and post-break curves. Because the post-break asymptote is not
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reached instantly after the break, using this de�nition will increase the inferred chromaticity
of the jet breaks.

Finally, it should be noted that we have in this entire paper assumed the observer to lie
precisely on the jet axis. Although the observer angle will be small in practice compared to
the jet opening angle (in order to be able to observe early afterglow and prompt emission in
the �rst place), this is nevertheless likely to have a profound e�ect on the shape and timing
of the jet break. We are expanding the radiation code to deal with o�-axis observers and will
report the results in our follow-up study.
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Epilogue

A large part of the research in this thesis has been devoted to the development and presentation
of a new method to calculate synchrotron radiation from arbitrary relativistic �ows. This,
however, is only the start. Now that the code has matured into an approach capable of dealing
with twodimensional simulations and details of synchrotron radiation like self-absorption and
cooling, we can use it to resolve theoretical issues surrounding the theory of GRB afterglows
and apply it directly to broadband afterglow data (either through detailed case studies or
indirectly by using it to �ne-tune heuristic tools for �tting models to the data). A number of
projects have been initiated in collaboration with various groups and we very brie�y mention
some of these.

The heuristic description provided in chapter 2 is currently being applied to X-ray data

Figure 6.1: The distribution of electron index p (left) and environment density parameter k (right) from
191 Swift afterglow X-ray hardness ratio �ts. Figure from Evans et al. (2010).
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Figure 6.2: A comoving density plot for a two-shell scenario, where a second shell is catching up with
the forward blast wave that has a Blandford-McKee pro�le.

by the Leicester University X-ray group. They have applied the scaling laws to a set of 245
X-ray hard and soft-band light currves from the Swift-XRT light curve repository, �nding
191 good �ts (they are currently investigating the other 62 bursts to determine whether the
poor �t is because the model cannot explain the data, or because the annealing did not start
at a su�ciently high temperature to guarantee the global best-�t was found). An extension to
the heuristic description was made to allow for prolonged energy injection from the central
engine. Figure 6.1 shows the resulting distributions for p and k.

In Amsterdam, we are working on a follow-up study to chapter 4 on trans-relativistic blast
waves. Although simulations with di�erent physical settings were discussed in that chapter,
the results had not yet been quantitatively generalized to arbitrary values for the explosion
energy, circumburst density pro�le and shock acceleration parameters. A comprehensive
heuristic description analogous to that in chapter 2, now including the non-relativistic regime
and the transition between relativistic and non-relativistic is being prepared by Kostantinos
Leventis.

Chapter 3 explored and rejected a possible hypothesis on the origin of late time variability
in afterglow light curves. What does cause late time variability is still an open question. To
test a di�erent scenario, where variability is explained through interaction of ejected pulses of
cold matter from the central engine, Alkiviadis Vlasis of the Center for Plasma- Astrophysics
of the K.U. Leuven is performing simulations combining amrvac again with the radiation
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code (see �g. 6.2).
Chapter 5 shows only the �rst results of our study of jet decollimation. We are investigat-

ing in more detail things like the di�erences between X-ray and optical, and with taking the
meeting point of the pre- and post-break light curve asymptotes as the jet break time, we will
quantify the consequences of the chromaticity of the jet break for model �ts to data. Part of
this work in being done in collaboration with Andrew MacFadyen and Weiqun Zhang from
New York University, which allows for a cross-check and detailed comparison of the dynam-
ics when calculated by two di�erent hydrodynamics simulation codes (amrvac vs. ram, see
also Zhang & MacFadyen 2006). In numerical work it is very important to test one’s results
by independent means, and this should be done not just for the dynamics but for the radiation
code as well. Petar Mimica and collaborators at the university of Valencia have developed
a radiation code that is similar to ours, but integrated with a dynamics code which does not
allow for adaptive-mesh re�nement but where the entire grid follows the blast wave instead.
We have set up a number of test problems to directly compare the output from our codes.
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CHAPTER 7

Samenvatting in het Nederlands

7.1 Gamma�itsen en nagloeiers

Zelfs een supernova explosie is als een natte lucifer naast een gamma�its, de kosmische
explosie die volgt op het ineenstorten van een extreem zware ster tot een zwart gat. Bij een
typische gamma�its komt een hoeveelheid energie vrij van de orde 1052 erg, vergeleken bij
1049 voor een supernova1.

Gamma�itsen werden voor het eerst ontdekt in 1967, door Amerikaanse satellieten die
eigenlijk gelanceerd waren om te controleren of de Sovjet Unie zich wel hield aan de af-
spraak om geen kernproeven uit te voeren in de ruimte (zoals indertijd was vastgelegd in de
Nuclear Test Ban Treaty). Het heeft jaren geduurd voordat de sterrenkundige gemeenschap
ervan overtuigd raakte dat de bovengenoemde energieschaal inderdaad correct was. En dat
de korte �itsen gammastraling, vari¤erend in duur van enkele seconden tot enkele minuten, het
zichtbare signaal waren van het ineenstorten van zware sterren in ver gelegen melkwegstel-
sels. Verklaringen dichter bij huis, waarin gamma�itsen bijvoorbeeld geproduceerd werden
door neutronensterren aan de rand van ons eigen Melkwegstelsel, genoten lang de voorkeur
vanwege de redelijkere hoeveelheden energie die deze modellen vereisten. Bovendien had
een vroege zoektocht naar met gamma�itsers geassoci¤eerde supernova’s niets opgeleverd.

Pas in 1997, met de ontdekking van nagloeiers, werd het model met kosmologische af-
standen de�nief bevestigd. Een nagloeier bestaat uit later waargenomen straling van een
gamma�its op een langere gol�ente. De positie aan de hemel van een nagloeier valt om tech-
nische redenen veel nauwkeuriger te bepalen dan die van gammastraling. Op de locaties van
nagloeiers werden al gauw melkwegstelsels ontdekt, en na een (relatief) wat langer durende
gamma�its werd zelfs af en toe een supernovasignaal gevonden.

11 erg is gelijk aan 10�7 Joule. De energie van de eerste kernbom op Hiroshima op 6 augustus 1945 bedroeg
5:23 � 1019 erg.
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Figuur 7.1: Een ontplo�ende zware ster kan tot een gamma�its leiden. In twee richtingen wordt een
straal van relativistisch gas uitgezonden.

7.2 De vuurbal

Het vuurbalmodel, een theoretisch model uit 1992 van kosmische explosies van zware sterren,
schoot door de ontdekking van nagloeiers omhoog in de belangstelling. In dit model wordt
aanvankelijk een grote hoeveelheid energie in een klein volume geponeerd en vervolgens
wordt doorgerekend wat de zichtbare consequenties zijn van de resulterende relativistische
schokgolf2. Het model kon niet alleen verklaren dat gamma�itsen in het logische verlengde
lagen van supernova’s, het had zelfs het bestaan van nagloeiers en hun duur in verschillende
gol�engten correct voorspeld. En hoewel nog altijd weinig bekend is over de precieze details
van de ontplo�ng van de ster, staat het model, zeker waar het iets latere waarnemingen
betreft, vandaag de dag nog altijd als een huis.

Hoofdingredi¤enten van het model zijn de relativistische schokgolf en een stralingspro-
ces dat bekend staat als synchrotronstraling. De gamma�its zelf (‘prompte emissie’) wordt
gegenereerd door interne relativistische schokken terwijl de hoofdschokgolf zich een weg
naar buiten baant door ondoorzichtig materiaal rond de ster. Zodra het materiaal doorzichtig
wordt (d.w.z. zodra de fotosfeer is bereikt), wordt de straling van de interne schokken abrupt
zichtbaar. Dat de schokgolf vervolgens zijn eigen emissie bijna bij weet te houden, maakt
dat een waarnemer een sterk gecomprimeerd signaal ontvangt, dat ook nog eens een sterke
Dopplerverschuiving en relativistische vervorming heeft ondergaan naar hogere energie.

Na genoeg materie te hebben opgeveegd, begint de schokgolf af te remmen. In dit stadi-
um produceert de schokgolf nog altijd synchrotronstraling. Deze straling is het relativistische
analogon van cyclotronstraling en wordt uitgezonden door electronen die aan het schokfront

2Een relativistische schokgolf beweegt met een snelheid die de lichtsnelheid benadert, waarbij fysische e�ecten
optreden die alleen met behulp van de relativiteitstheorie verklaard kunnen worden.
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Figuur 7.2: Nieuwe resultaten van de Swift satelliet. Er blijkt van alles te gebeuren in de lichtkromme
(die �ux als functie van tijd weergeeft) de eerste uren na de promptie emissie dat niet eenvoudig uit
het vuurbalmodel verklaart kan worden. Het signaal neemt aanvankelijk sneller af dan verwacht en
vervolgens juist tijdelijk minder snel. Bij sommige nagloeiers licht het signaal plots weer op, iets wat
ook op andere frequenties steeds vaker waargenomen is. De verloop na circa 104 � 105 seconden is wel
als verwacht, een �ux afname van circa F / t�1:3, maar ook de voorspelde extra verzwakking van het
signaal voor gerichtte gasstralen (de jet break) wordt niet bij elke nagloeier waargenomen.

tot bijna de lichtsnelheid zijn versneld. De electronen cirkelen rond veldlijnen van een on-
geordend magnetisch veld dat op zijn beurt ook is gegenereerd aan het schokfront. De ver-
tragende schokgolf straalt echter niet langer hoofdzakelijk in gammafrequenties, maar begint
op steeds lagere frequentie te stralen, van R¤ontgen en zichtbaar licht tot uiteindelijk radio-
straling. De R¤ontgennagloeier kan al enkele uren duren, terwijl de radionagloeier tot jaren na
de uitbarsting zichtbaar kan blijven.

Als wat we op aarde zien slechts datgene is wat onze richting is uitgezonden van een ont-
plo�ng die in alle richtingen even heftig uitbarst, zou daaruit een onfysisch hoge hoeveelheid
energie voor de explosie volgen (nl. van de orde van de rustmassa van de Zon). Aangenomen
wordt daarom dat de schokgolf een dubbele gerichtte gasstraal is (zie ook afbeelding 7.1) en
dat we ons ongeveer in de baan van een van de stralen bevinden.

7.3 Swift en openstaande vragen
In 2004 werd Swift gelanceerd, een satelliet expliciet ontworpen om de nagloeiers van gam-
ma�itsen te bestuderen, maar vele malen sneller en accurater nog dan zijn voorgangers. De
satelliet zorgde voor een schat aan nieuwe R¤ontgendata, die echter meer vragen oproept dan
beantwoordt. De vroege nagloeier bleek zich anders te gedragen dan op grond van het vuur-
bal model verwacht werd (zie �g. 7.2 en onderschrift). Er werd veel vaker plotselinge variatie
van het signaal waargenomen. Tevens bleek steeds duidelijker uit data op andere gol�engten,
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zoals radio en zichtbaar licht, dat er aan de modellen nog het een en ander ontbrak: de over-
gang van de schokgolf van relativistisch naar niet-relativistisch en de uiteindelijk zichtbare
verschillen tussen gerichtte stralen en sferische explosies waren nog grotendeels onontgonnen
terrein.

7.4 Dit proefschrift

Om deze vraagstukken te lijf te gaan hebben we een nieuwe methode ontwikkeld om de syn-
chrotronstraling uit te rekenen van een willekeurige gasstroom. In het verleden is al aandacht
besteed aan de dynamica van de relativistische schokgolf, die uit te rekenen valt met groot-
schalige paralelle computersimulaties. Ook bestaan er heel precieze numerieke berekeningen
van de straling die een homogeen plasma uitzendt. Het combineren van beide werd echter
wat verwaarloosd, niet in de laatste plaats omdat het een behoorlijke boekhoudkundige klus is
om uit de resultaten van een simulatie over lange tijd een korte tijdspanne aan waargenomen
straling te destilleren. Desalniettemin heeft de combinatie van straling en dynamica allerlei
onverwachte e�ecten, en zal dit aspect een steeds belangrijkere rol spelen bij het begrip van
nagloeiers.

7.4.1 Schalingscoef�cienten van nagloeiers

In het eerste artikel (hoofdstuk 2 in het proefschrift) introduceren we de stralingscode. We
gebruiken deze nog niet om straling van computersimulaties te berekenen, maar laten de code
proefdraaien op een wiskundige benadering van de gasstroom. Dit biedt de mogelijkheid om
de code te testen in gecontroleerde omstandigheden. Toch valt er op deze manier al een nieuw
resultaat te bereiken, en breiden we de bestaande voorspellingen uit naar gevallen waarvan
wel de gasstroom al bekend was, maar de resulterende straling nog niet. Hiermee scherpen
we de bestaande modellen aan die worden gebruikt bij interpretatie van de data en gebruiken
we de code op zijn beurt weer als test van de nauwkeurigheid van wiskundige modellen.
Toepassen van de verbeterde modellen op GRB9705083 wijst uit dat het verschil signi�cant
is. Tenslotte behandelen we enkele wiskundige afschattingen vanuit een ander perspectief dat
conceptueel beter aansluit bij onze methode.

7.4.2 Plotselinge piek in signaal blijft onbegrepen

Vervolgens gebruiken we de code om een openstaand probleem op te lossen in hoofdstuk 3.
Naar mate satellieten geavanceerder worden en in staat zijn om sneller data van hoge kwaliteit
van gamma�itsers en hun nagloeiers door te geven, worden steeds meer details in de structuur
van de lichtkrommen van nagloeiers zichtbaar. Een van de waargenomen verschijnselen waar
nog geen eenduidige verklaring voor bestaat is dat na enige tijd het signaal van sommige
nagloeiers gedurende korte tijd abrupt helderder wordt.

3Het nummer geeft aan wanneer de gamma�itser (Gamma-Ray Burst) is waargenomen, in dit geval 8 mei 1997.
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Er bestaan meerdere hypothesen om dit te verklaren. In grote lijnen vallen deze in twee
categori¤en uiteen. Enerzijds wordt de oplichting van het signaal verklaard uit een toestroom
van extra energie vanuit de bron van de gamma�itser. Anderszijds wordt het antwoord ge-
zocht in een verandering in de materie waar de schok zich in beweegt. Er zijn verschillende
artikelen in de literatuur die deze tweede optie behandelen. Opmerkelijk genoeg komen ver-
schillende auteurs soms tot schijnbaar tegenstrijdige resultaten. Waar Pe’er & Wijers (2006)
(hierna afgekort als PW) concluderen dat een plotselinge verandering in dichtheid van de
materie rond de ster, wel degelijk leidt tot een oplichting van het signaal van de schok als
die deze overgang bereikt, concluderen Nakar & Granot (2007) (hierna afgekort als NG) het
tegenovergestelde.

Onze conclusie is dat de voorspelling van NG correct is, en dat er inderdaad geen abrupte
verandering in signaalsterkte volgt uit de ontmoeting tussen schokfront en dichtheidssprong.
De kritiek die NG in hun artikel uiten op de aanpak van PW voor de door hen toegepaste
berekening van de signaalsterkte is echter onjuist, en we tonen aan dat de incorrecte conclusie
van PW puur een gevolg is van de door hen toegepaste simpli�caties van de dynamica van
de gasstroom (en dus niet van de stralingsberekening, zoals beweerd door NG). Die aanpak
wordt grotendeels door NG overgenomen, en dat zij wel een correcte voorspelling doen, komt
met name omdat ze deze fout in hun redenering later (onbewust) compenseren met een andere
simpli�catie.

7.4.3 Schokgolven tot in het niet-relativistische regime

In hoofdstuk 4 breiden we de code �ink uit ten opzichte van hoofdstuk 2. We introduceren
een methode om de zowel de evolutie van het magnetisch veld als de maximumsnelheid van
de versnelde electronen bij te houden. Daarnaast houden we rekening met gasstromen die
niet volledig transparant zijn voor straling. We voeren simulaties uit van gasstromen die
beginnen met relativistische snelheden en volgen deze tot ze niet-relativistische snelheden
hebben bereikt.

Van de overgang van relativistisch naar niet-relativistisch is nog niet alles in detail bekend.
Dit heeft als oorzaak dat de meeste wiskundige benaderingen uit zijn gegaan van snelheden
·of heel dicht bij de lichtsnelheid ·of juist relatief heel klein ten opzichte van de lichtsnelheid.
Met onze volledige simulatie tonen we de precieze mate van nauwkeurigheid aan van vereen-
voudigde modellen voor de snelheid van de schok. Daarnaast laten we zien wat de gevolgen
zijn voor het uiteindelijke signaal van meer geavanceerde aannamen voor de details van de
schokversnelling van electronen dan in eerder werk zijn toegepast.

Tenslotte vergelijken we opnieuw simulaties met data, deze keer van GRB030329. Ook
hier is het verschil tussen simulatie en wiskundig model voor de data aanzienlijk. Uit de
simulaties blijkt ondubbelzinnig dat het signaal van de andere schokgolf -die niet richting
waarnemer, maar juist lijnrecht de andere kant uit wordt uitgezonden- op de lange termijn
zichtbaar wordt. Hoewel dit nog buiten de capaciteiten van huidige telescopen valt, bere-
kenen we ook hoe de nagloeier er uit zou zien als het beeld ruimtelijk op te lossen valt.
Hiermee breiden we eerdere voorspellingen voor de ringstructuur die dan zichtbaar wordt uit
van extreem relativistische gasstromen naar het niet-relativistische geval.
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7.4.4 Zichtbare effect van gerichte gasstralen
In hoofdstuk 5 richten we ons tenslotte op een ander e�ect, de verandering (breuk) in de licht-
kromme zodra de randen van de gerichtte gasstraal zichtbaar worden. Volgens de gebruikelij-
ke analyse wordt deze breuk in de lichtkromme zichtbaar op dezelfde tijd in alle frequenties
(een achromatische breuk). Gedetailleerde simulaties nuanceren dit beeld en tonen aan dat
afhankelijk van de openingshoek van de straal, de waarneemtijd en de toestand van de gas-
stroom, de tijd van de breuk wel degelijk merkbaar kan verschillen. Doordat het materiaal
op lage frequenties minder transparant is, zullen op lage (radio) frequenties de randen van
de gasstroom het laatst zichtbaar worden. In dit hoofdstuk voeren we voor het eerst enkele
tweedimensionale simulaties uit, voornamelijk om de voorspellingen van eendimensionale
simulaties -waarbij geen hoekafhankelijkheid is in de beschrijving van de gasstroom, maar
deze buiten een bepaalde maximale openingshoek gewoon ‘uitgezet’ wordt- te bevestigen.
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