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Chapter 1

Introduction

This thesis is organized into four chapters, each corresponding to one paper. As a result,

each chapter constitutes an autonomous piece of work, self—contained in its motivation,

methods, and results. This introduction is therefore kept brief, leaving a more extensive

motivation for each of the chapters. Throughout the different chapters the approach is

mainly an empirical one, embracing both macro- and microeconomic perspectives.

The first part of the thesis, comprising Chapters 2 and 3, concentrates on the role of

education in economic growth, and the analysis is performed using cross-country data.

The underlying question is whether education has a positive effect on countries’ economic

performance. The issues of measurement error in education and education spillovers

are covered in Chapters 2 and 3, respectively. In the second part of the thesis, the focus

switches to the microeconomic analysis of the labour market, using a longitudinal matched

employer-employee data set for Portugal. Chapter 4 analyses gender segregation and the

wage gap, and Chapter 5 deals with wage flexibility and the provision of wage insurance

by firms. A brief outline of each of the four chapters follows.

Chapter 2 is based on Portela et al. (2004), and discusses the issue of measurement

error in countries’ education and its effect on growth regressions. This issue is recognized

as an important source of bias in growth regressions, and as such it plays a relevant

role in the empirics of economic growth. The perpetual inventory method used by Barro

and Lee (2001) for measuring countries’ education level leads to systematic measurement

error. We show that there is a systematic difference in the education level between census

data and observations constructed from enrolment data, and discuss a methodology for

correcting the measurement error. The major contribution of our analysis is thus to typify

the structure of the measurement error in one of the most used sources of information on

cross-country education, and to propose a simple procedure for its correction.

In this chapter we also analyse the effect of such measurement error on GDP regres-

sions. We compare our estimates with those of Topel (1999) and Krueger and Lindahl

(2001), and replicate the analysis with the data provided by Cohen and Soto (2001).

1



2 CHAPTER 1. INTRODUCTION

The standard attenuation bias suggests that using the corrected data would lead to a

higher impact of education on economic growth. However, our estimation results reveal

the opposite. We then discuss why the measurement error yields an overestimation, and

provide an explanation for the difference in results between growth regressions based on

5 and on 10 year first—differences. In doing so, we consider both immediate and long run

returns to education associated with the different time spans of the data (5 and 10 years,

respectively), as well as the underlying half-life time. As a robustness check, we estimate

a dynamic panel data version of the simplified growth model.

In Chapter 3, we analyse cross-country education spillover effects. By focusing on

country data, our goal is to measure global economic externalities of education. Our

analysis fits into the broader discussion of the existence of social returns to education.

Both policymakers and economists have particular interest in the topic because of, among

other aspects, its implications for economic growth and income inequality across countries.

We propose a measure of neighbouring education, which is used to re-evaluate the role of

education in GDP regressions. Our goal is twofold. First, an unambiguous identification

of human capital externalities is of major interest for the economic growth literature.

Second, by using a high level of aggregation we contribute with a different perspective to

the analysis of education externalities, and overcome some difficulties that are common

to studies that use more disaggregated data.

We start by discussing the issue of proximity between countries, and introducing the

definition of neighbourhood to be used in the remainder of the chapter. Proximity is

based on economic distance and translates the interaction between countries. We develop

a procedure for measuring proximity, which is based on countries’ bilateral trade. We then

estimate a dynamic specification of the economic growth regression model, which includes

both country’s own and neighbouring education, as well as country effects. We test for the

presence of such effects, with results showing that country effects are absent from the main

specification. Based on this result, we estimate the main economic growth regressions by

means of nonlinear least squares. Such solution allows for the retrieval of the estimate of

a proximity decay parameter associated with the definition of neighbourhood. In order to

illustrate the results, we discuss the returns to education for three individual countries:

The Netherlands, The United Kingdom and The United States. Finally, we extend the

analysis of the returns to education performed in Chapter 2, by making the distinction

between internal, external and total returns to education.

In the following two chapters the analysis is performed at the example of the Por-

tuguese labour market. The peculiarities of its labour market and the unique features

of the available matched employer-employee data, make Portugal a very appealing case
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study. After joining the European Union in 1986, Portugal experienced a period of intense

modernization and restructuring. The good economic performance that characterized the

first phase of that process was followed by a recession period, which tended to last longer

than for most EU countries. Over that period the intense demand for skilled workers,

contrasted with an average low level of education on the supply side. The returns to edu-

cation have increased, and wage inequality remained quite high. A high wage flexibility is

combined with a high level of employment rigidity. Finally, the female participation rate

is high, and has increased over that period, at the same time that an improvement in the

skill composition of the female labour force was taking place. Regarding the data set, it

is important to highlight the high rate of response and the low incidence of measurement

error. The data collection results from an inquiry. It resembles a census, since all firms

in the private sector with wage-earners have to fill it in, and provides full coverage of the

paid labour force within each firm. The data include extensive information on firms and

its employees, and has a high degree of reliability, reinforced by legal requirements.

In Chapter 4, which resembles Vieira et al. (2005),1 we analyse the trend in worker

segregation at the establishment level and its impact on wages in Portugal over a fifteen

year period. We concentrate on the gender dimension to answer the following three ques-

tions: (i) what is the level of gender segregation across establishments in the Portuguese

labour market and how has it evolved over time?; (ii) what is the impact of segregation

on wages?; and (iii), is that impact different for men and women? In order to account for

biases in the computation of traditional segregation measures, we quantify the degree of

systematic segregation as a departure of overall segregation from random segregation. We

use standard wage decomposition techniques to evaluate the impact of the composition

of the labour force at the establishment level on wages. The issue of gender segregation

across establishments is of major interest for policymakers. On the one hand, employ-

ment segregation is relevant in the context of wage inequality since it is a source of wage

differences between groups. On the other hand, characterizing sources of wage differences

by gender is of interest to better tackle women discrimination in the labour market.

Chapter 5, a revised version of Cardoso and Portela (2005), analyses the provision of

wage insurance by the firm, in the context of microfoundations for wage flexibility. Wage

flexibility is often pointed out in the literature as a mechanism that can reduce macroeco-

nomic fluctuations and improve macroeconomic performance. The basic reasoning is that,

once negative shocks happen, wage flexibility will enable the price of labour to adjust. In-

stead, if wages were rigid, the adjustment would be promoted via the “quantity” of labour,

1The original publication is available at www.springerlink.com:
http://www.springerlink.com/content/l617j5007l766204/.
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leading to higher unemployment. There are two aspects to wage flexibility, although only

one has deserved considerable attention in the literature. First, wage flexibility can be

evaluated as the degree of responsiveness of wages to aggregate conditions, in particular

the unemployment rate. Second, wage flexibility can be assessed as the responsiveness of

wages to changes in the firm-level conditions, for example, the firm productivity or the

demand for the firm ouput. The latter issue has been less addressed mainly because of

lack of adequate data.

We will concentrate precisely on that aspect, which can be understood as the micro

foundations for wage flexibility. Specifically, we evaluate the impact of product market

uncertainty on wages, addressing the questions: (i) what is the responsiveness of wages to

shocks to firm output?; (ii) which firm and worker attributes are associated with a higher

degree of wage flexibility at the micro level? We check in particular the role of regulations

in the labour market constraining the responsiveness of wages to firm shocks. We first

rely on Guiso et al. (2005), estimating dynamic models of sales and wages to evaluate the

sensitivity of wages to permanent and transitory shocks to firm performance, and then

explore the factors associated with higher wage flexibility.

Finally, the main results presented in these four essays are summed up in Chapter 6.

Some policy implications, as well as lines for future research, are addressed.



Chapter 2

Measurement error in education and
growth regressions

2.1 Introduction

Measurement error in education is widely recognized as an important source of bias in

growth regressions; see for example Krueger and Lindahl (2001). This chapter shows

that the way Barro and Lee (2001) constructed the education data yields a systematic

error. Some data points are directly derived from census observations, others are derived

from the previous census information, using enrolment data and the perpetual inventory

method for updating. We show that this updating yields a systematic measurement error,

as it yields an underestimation of the growth of education during the period. Previous

attempts to correct for this error have either only been successful for a limited number

of countries or were based on arbitrary corrections made by the researcher (see De la

Fuente and Doménech, 2002, and Cohen and Soto, 2001). Our analysis leads to a simple

correction procedure for data points based on the perpetual inventory method that does

not require any ad hoc decisions.

The issue of the measurement error in education data is of great practical relevance

for the interpretation of the relation between education and GDP. There are two main

approaches to model human capital in the context of economic growth: (i) Nelson and

Phelps (1966), and (ii) Lucas (1988). In the former, human capital is crucial to innovate

and adopt new technologies. Hence, the growth rate of output is determined by the level

of human capital. In the latter, human capital is interpreted as a normal input in the

production process. Hence, changes in output are determined by changes in the human

capital stock. The estimated effect of education on economic growth depends on the

reliability of education data. Benhabib and Spiegel (1994) and Barro and Sala-i-Martin

5
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(1999) conclude that it is the level of education, not its change, that has an impact on

economic growth, which is evidence in favour of Nelson and Phelps’ argument that growth

is driven by the stock of human capital. Krueger and Lindahl (2001) argue that these

conclusions are highly affected by measurement error in the average education of countries.

The problems of measurement error are exacerbated when taking first differences. First

differences reduce the signal and increase the noise. Hence, the signal-noise ratio falls

dramatically by first differencing. Krueger and Lindahl’s solution to this problem is

to increase the differencing period from 5 to 10, or 20, years, thereby increasing the

signal. They show that indeed the coefficient on the change in education increases by

taking a longer differencing period. The authors conclude that “the change in education

is positively associated with economic growth once measurement error in education is

accounted for” (Krueger and Lindahl, 2001, p.1130), finding empirical evidence in favour of

Lucas’ argument. However, the problem with this conclusion is that the Nelson and Phelps

(1966) model would lead to exactly the same conclusion. When the level of education

affects output growth, then the effect of the level of education on output increases linearly

with the differencing period, and hence, so does the effect of the change in education.

From our analysis, first we conclude that measurement error in education data is im-

portant. We find large and statistically significant differences between data points based

directly on census information and data updated with the perpetual inventory method.

One would expect that these differences have large effect on growth regressions, in particu-

lar where differencing exacerbates the problem, in particular when using 5 year differences.

Many countries hold a census every ten years, so that 5 year differences switch back and

forth between direct census information and updating by the perpetual inventory method.

This turns out not to be the case. Using our corrected measure of education reduces the

coefficient on changes in education. This runs counter to the standard argument of conta-

mination bias, which is supposed to lead to lower coefficients when using data spoiled by

measurement error. The reason for this paradox is that, in the standard model, measure-

ment error increases the variance of the explanatory variable, since the measurement error

is supposed to be orthogonal to the signal. In this case, the measurement error decreases

the variance, since the perpetual inventory method smoothens observations at the begin-

ning and the end of the observation period, thereby compressing the data. However, our

exercise contributes to the explanation of the differences in the coefficient of the change

in education based on a 5 and a 10 year differencing period, and compares to Krueger

and Lindahl (2001). All this leads to the inevitable conclusion, previously obtained by

Teulings and van Rens (2006), that education has a moderate immediate effect on GDP

of about 4.2− 6.5%, but a huge long-run effect of about 54− 59%, which however takes
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ages to materialize, the half value time being 75− 99 years. This conclusion is obviously
conditional on the identifying assumption that is used in whole this literature till so far,

that current innovations in GDP have no effect on current innovations in education.

The chapter is organized as follows. In the next section we describe different sources

of data on education. Then, in Section 2.3 we will analyse how systematic is the difference

between census and non-census data. In Section 2.4 we will concentrate on the interaction

between education and growth using the corrected data on education, comparing the

results with known figures. Finally we conclude.

2.2 Sources of data on education

The most used data set on international education attainment is the one released by

Barro and Lee (2001).1 They build their data on educational attainment from census

or survey data. When this information is not available, the authors use a perpetual

inventory method based on enrolment data in order to generate either a forward-flow,

or a backward-flow. The flows are constructed from the benchmark stocks defined by

the census or survey data. For intermediate observations, the constructed data point is

a weighted average of the forward-flow and the interpolation between two benchmarks.

For the observations before the first and after the last census or survey, interpolation is

infeasible. Then, the constructed data apply by either the forward- or the backward-flow

to the closest available census or survey data point. The enrolment data are adjusted for

repeaters and changes in the duration of years of schooling.

Barro and Lee’s data received criticism. De la Fuente and Doménech (2002, p.1)

construct a revised version of the Barro and Lee (1996) data set for a sample of 21 OECD

countries “using previously unexploited sources [and following] a heuristic approach to

obtain plausible time profiles for attainment levels by removing sharp breaks in the data

that seem to reflect changes in classification criteria”. The authors state that “to avoid

unreasonable jumps in the series [they proceed] by choosing the most plausible figure when

several are available for the same year, and by reinterpreting some of the data (...) when it

1Alternative sources are Kyriacou (1991) and Nehru et al. (1995). The latter ignores census data. De
la Fuente and Doménech (2002, p.6) criticise this choice, and argue that it is difficult to justify “discarding
the only direct information available on the variables of interest.”
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seems sensible to do so” (De la Fuente and Doménech, 2002, p.13).2 Missing observations

are filled in, if possible by interpolation, or otherwise by back- and forward projections.

The authors “avoided the use of flow estimates based on enrollment data because they

seem to produce implausible time profiles” (De la Fuente and Doménech, 2002, p.14). The

authors state that “the construction of our series involves a fair amount of guesswork,”

and that their data “look more plausible than most existing series, at least in terms of

their time profile” (De la Fuente and Doménech, 2002, p.14).

Cohen and Soto (2001) extend the work of De la Fuente and Doménech (2002) to

several other countries. An important difference to De la Fuente and Doménech is that

Cohen and Soto allow for the use of enrolment data when needed. The authors have

constructed a data set for 95 countries with information on education achievement from

1960 to 2000, for ten year intervals, plus a projection for 2010. Their methodology is

to “minimize the extrapolations and keep the data as close as possible to those directly

available from national censuses” (Cohen and Soto, 2001, p.6). They argue that some of

the differences between their data and those provided by Barro and Lee (2001) can be

explained by: (i) divergences in classification; (ii) the use of more census information than

Barro and Lee; (iii) the use of a different methodology for extrapolating the missing data;

(iv) errors in Barro and Lee data.

The conclusion is that, in spite of the improvements in data, so far measurement error

in education data remains a problem. The Barro and Lee data are highly erratic. For

example, in many cases, the average education level decreases over time within countries,

which does not fit casual observation. De la Fuente and Doménech’s data is a valuable

effort, but requires a large amount of ad hoc decisions and is only available for a sample

of 21 countries. Cohen and Soto’s data increases the sample size, but is only available on

10-year intervals. Also, both these data sets face the criticism that measurement error

problems were not entirely solved. Finally, Kyriacou data is very problematic given the

estimation procedure used,3 and the fact that it is only available for the period 1965—1985.

2These two data sets are not directly comparable since Barro and Lee’s data is based on people having
completed some educational level, while De la Fuente and Doménech’s data apply to people who have
attended some educational level. The study by De la Fuente and Doménech (2002) has recently been
published as De la Fuente and Doménech (2006). However, the data set is the same, and they refer to
the working paper for data details.

3Kyriacou assumes that the relationship between average years of schooling in the labour force and the
enrolment ratios in primary, secondary and higher education is relatively constant over time and across
countries.
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2.3 How systematic is the difference between census
and non-census data?

2.3.1 Origins and identification of the systematic difference

The hypothesis we will test is that the methodology used by Barro and Lee to impute

missing values in the Barro and Lee data underestimates the true values of education. This

underestimation results from the assumption that people’s survival rate is independent

of the educational level. In their own words, Barro and Lee (1993, p.374) state that

“some error is introduced (...) if educational attainment is growing rapidly, because the

older people then have less human capital and a greater probability of dying.” If average

education within a country is rising, as it seems to be the case for an important portion of

the countries, the implication would be an underestimation of the educational attainment.

The increase in the schooling level of a population occurs mainly because the younger

generations are more educated. In this case, the estimation procedure underestimates the

survival of more educated individuals, resulting in a lower attainment for the country as a

whole. The same idea is identified in Barro and Lee (2001, p.545), when they say that “in

a typical country in which educational attainment is growing, mortality would be higher

for the older people who are less educated. Then the assumption of uniform mortality

can cause a downward bias in the estimation of the total educational stock.”

If this is true, we should observe in the data that: (i) the increase in education between

two consecutive census observations should be higher than the increase between non-

census observations, and (ii) the education level jumps upward between a non-census to a

census observation, and that this jump is larger, the larger the period since the previous

census. Figure 2.1 shows the argument for a hypothetical country with 9 observations. At

the horizontal axis we have the periods, while the vertical axis plots the average education

level in each period. The steeper and darker line represents the evolution of true education.

For simplicity, we assume that true education follows a constant trend. The observations

represented by an empty square, located on this line, represent the census information

available. The circle dots represent the estimated points using the enrolment data and

the benchmark census information. We also assume that the estimation process leads to a

constant trend, which underestimates the true value. The lighter line represents this. The

filled square dots represent the values of education that would be estimated for periods

in which we have census data.

The change in education from period 4 (the empty circle in period 4) to period 5

(the empty square in period 5) can be decomposed as the variation predicted by the
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Figure 2.1: Plot of education with census and non-census data.
Notes: This plot refers to a hypothetical country. The empty square is used for census
information; the circle dots represent the estimated points using the enrolment data and
the benchmark census information; and the filled square dots represent the values of
education that would be estimated for periods in which we have census data.

perpetual inventory method (the filled square dot over the lighter line in period 5), plus

the accumulated errors since period 2, originated by the underestimation. The jump

between the non-census (hypothetical) and census data points in period 5 (the difference

between the filled square dot and the empty square dot) is proportional to the time elapsed

since the previous census. In period 3 the error is given by the distance between the empty

circle and the steeper line. In period 4 the difference between the empty circle and the

steeper line gives the accumulated error in period 3 and 4. The error specific to period 4

can be retrieved if we imagine a non-census trend line departing from the true education

value in period 3.

Barro and Lee’s procedure implies that missing values are constructed differently ac-

cording to the type of observation: (i) observations before the first census; (ii) observations

between two census observations; (iii) observations after the last census. Our empiri-

cal strategy tests for systematic differences between census and non-census observations,

where we take into account the differences between these three types. We constructed four

variables. Before applies to type (i) observations; it measures the time interval till the

first census. Last and LastC apply to type (ii) observations; the first records the number

of periods since the previous census, while the second also records the lag till the previous

census, but just for census data points, being zero otherwise. After applies to type (iii)
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and measures the lag till the last census.4 These variables adequately cover the hypothe-

sised bias introduced by Barro and Lee’s procedure as depicted in Figure 2.1. If we used

just a dummy for non-census observation instead, then its coefficient would be a weighted

average of the changes associated with different lags till the previous census. Moreover, it

would not have differentiated between the positive bias for type (i) observations and the

negative bias for type (ii) and (iii) observations.

2.3.2 Data description

Table 2.1 provides a description of the data. We will focus our attention on population

aged 15 and over. The dummy variable Census assumes the value 1 for observations

based on a census or survey, and 0 otherwise. The variables Before, Last, LastC, and

After are constructed from Census variable as described above. The income variable

is real Log GDP per worker, LGDP , and is obtained from the Penn World Table 6.1

(Heston et al., 2002). All variables are available on five year intervals, between 1960 and

2000. Average income increased by 18% per decade, while average education increased

by 0.70 years, achieving 6.33 years in 2000. Its dispersion has been relatively stable over

time, with a slight increase in the beginning of the sample period. With the exception of

1985, income dispersion has steadily increased. Only 32% of the information on education

is based on census/survey data. There is a concentration of census information at the

start of each decade, 1970, 1980, and 1990. This is a particularly relevant feature when

first differencing the data using a 5 year time frame. 46% of the countries have 2 or fewer

census observations, and only 26% have 4 or more. Finally, the distribution of countries

per period is relatively balanced.

2.3.3 Empirical evidence

Consider the following model:

Eduit = γt + β1Beforeit + β2Lastit + β3LastCit + β4Afterit + ηi + εit (2.1)

where Eduit is the education level of country i, in period t; γt is the specific effect for

period t; ηi is country i’s specific effect; and εit is a white noise error term. Taking

4See Table 2.9, in Appendix 2.A, for an example of these variables corresponding to Figure 2.1.
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Table 2.1: Summary statistics and the distribution of census data for 5-year interval data

Variable Statistic 1965 1970 1975 1980 1985 1990 1995 2000 Total
Observations 104 106 110 111 112 116 111 111 985
Census Mean 0.20 0.54 0.35 0.60 0.20 0.39 0.10 0.00 0.32
Before Mean 0.61 0.30 0.12 0.02 0.00 0.00 0.00 0.00 0.23

% zeros 66 81 90 98 100 100 100 100 88
Last Mean 0.46 1.04 1.03 1.29 0.85 0.91 0.17 0.00 0.64

% zeros 54 39 32 32 49 61 90 100 62
LastC Mean 0.03 0.68 0.42 0.95 0.30 0.84 0.17 0.00 0.38

% zeros 97 62 76 49 83 65 90 100 80
After Mean 0.03 0.07 0.16 0.37 0.83 1.38 2.27 3.27 0.95

% zeros 97 96 90 79 54 42 10 0 62
Education Mean 3.90 4.28 4.52 4.99 5.31 5.84 6.07 6.33 5.03

Std.Dev. 2.56 2.70 2.75 2.86 2.80 2.84 2.80 2.82 2.88
∆Edu Mean 0.13 0.44 0.35 0.52 0.32 0.47 0.32 0.26 0.35

Std.Dev. 0.29 0.57 0.40 0.60 0.35 0.53 0.32 0.14 0.44
Observations 104 104 106 110 111 112 111 111 869
LGDP Mean 8.98 9.09 9.16 9.24 9.27 9.33 9.39 9.50 9.20

Std.Dev. 0.95 0.99 1.00 1.04 1.02 1.07 1.11 1.13 1.04
Observations 85 89 92 94 95 97 97 89 821
∆LGDP Mean 0.17 0.16 0.11 0.10 0.04 0.04 0.05 0.08 0.09

Std.Dev. 0.12 0.14 0.15 0.17 0.17 0.17 0.18 0.10 0.16
Observations 83 85 89 92 94 95 97 87 722

Distribution of census data
Number of census 1 2 3 4 5 6 7 8
Number of countries 25 28 33 22 6 0 1 1 116
Note: The summary statistics for ∆Edu and ∆LGDP are for changes over five year periods.

first-differences eliminates the fixed country effect:

∆Eduit = Γt + β1∆Beforeit + β2∆Lastit + β3∆LastCit + β4∆Afterit +∆εit (2.2)

where ∆ is the first difference operator, and Γt are period specific effects. Estimation

results are presented in Table 2.2.5 In column 1 we report the estimation of equation

(2.1), using the fixed-effects estimator. Columns 2 and 3 report the results for equation

(2.2), where we use OLS in column 2 and fixed effects in column 3. For the model in

levels in column 1 the hypothesis of the absence of country specific effects is rejected. We

also reject the hypothesis that the level error terms are not serially correlated. When we

5The standard errors are robust to heteroskedasticity and error correlation within countries.
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Table 2.2: Education regressions

Levels First-differences
Variable Fixed Effects OLS Fixed Effects
Before 0.391∗∗ 0.250∗∗ 0.140∗

(0.073) (0.055) (0.066)
Last -0.200∗∗ -0.198∗∗ -0.186∗∗

(0.032) (0.028) (0.031)
LastC 0.199∗∗ 0.202∗∗ 0.193∗∗

(0.033) (0.029) (0.029)
After -0.214∗∗ -0.272∗∗ -0.316∗∗

(0.057) (0.057) (0.086)
Wald: census variables 20.322∗∗ 17.176∗∗ 14.076∗∗

Wald: time dummies 74.741∗∗ 3.353∗∗ 5.558∗∗

F-Test 251.61∗∗ 1.09
AR(1) 159.194∗∗ -1.070 0.000
Observations 985 869 869
Countries 116 116 116
Notes: Significance levels: † : 10% ∗ : 5% ∗∗ : 1%. Robust standard
errors in parentheses. In the first column the dependent variable is Edu, while
in the following two columns it is ∆Edu. All regressions include time effects.
Wald stands for theWald test on joint significance of the refered set of variables.

F-Test reports the F statistic for the test of absence of country specific effects.
For the first column the null is stated as ‘H0: all ηi = 0’. AR(1) is the test for

first order serial correlation in the errors.

apply the fixed-effects estimator to the first-differences specification (column 3) we do not

reject the hypothesis that all the country specific effects are equal to zero. Hence, the first

differences without fixed effects (column 2) is the preferred estimation. The subsequent

discussion is restricted to this model.

The estimation results strongly confirm our hypothesis regarding the biases in non-

census observations. All four variables have the expected sign and are highly significant.

The coefficients on Last and LastC are identical in absolute value, as predicted. Further-

more, the coefficient on After and Before are larger in absolute value than the coefficient

on Last. This too fits our hypothesis. Since the type (ii) observations are a weighted av-

erage of interpolation between neighbouring census observations and a forward perpetual

inventory method, while type (i) and (iii) are fully based on the perpetual inventory

method, the bias is larger for the latter group of observations. The magnitude of the bias

is huge, some 0.20 year per 5 year period, or about 60% of the total average increase of

education per 5 year period. The fill in procedure of the observations for which no cen-

sus information is available introduces therefore a large and systematic bias in the data.



14 CHAPTER 2. MEASUREMENT ERROR IN EDUCATION

Given the fact that many countries hold a census every 10 years (usually at the beginning

of a decade), the systematic bias in the non-census observations yields a particular erratic

time series of first differences when using a 5 year period.

2.3.4 How to correct for the systematic difference?

How can we use this information to improve the quality of the data? Our idea is to use

the regression results to correct the original data by the subsequent expression

PEduit = Eduit − β̂1Beforeit − β̂2Lastit − β̂3LastCit − β̂4Afterit (2.3)

where PEduit is the corrected education variable.6 The estimated coefficients are the ones

reported in column 2 of Table 2.2.7

Table 2.3: Correlations among education measures in levels

Edu PEdu EduCS EduDD Mean Variance

Edu 1 5.028 8.299
(985) (985) (985)

PEdu 0.987 1 5.281 8.883
(985) (985) (985) (985)

EduCS 0.956 0.956 1 5.683 9.957
(420) (420) (420) (420) (420)

EduDD 0.892 0.888 0.933 1 9.567 4.464
(155) (155) (80) (155) (155) (155)

Notes: The reported numbers are correlations between

pairs of the four education variables. Number of obser-
vations in parentheses. The last two columns report the
mean and the variance of each variable.

Tables 2.3 and 2.4 give the correlations between the various education variables; Table

2.3 in levels and Table 2.4 in first-differences. The correlation between Barro and Lee

education level and the corrected education variable is high, 0.99. The correlation between

these two variables and the series constructed by Cohen and Soto (2001) (EduCS) and

De la Fuente and Doménech (2002) (EduDD) is only slightly lower. The mean of Barro

and Lee data is the lowest of all four, while EduDD presents the lowest variance. For
6With this formulation we impose the same bias correction across countries. Although we acknowledge

that this is not the most realistic assumption, sample size limitations restrict the available alternatives
to implement corrections specific to countries.

7The data used in this analysis is available at http://www.tinbergen.nl/~portela/education.
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Table 2.4: Correlations among education measures in first-differences

DEdu DPEdu DEduCS DEduDD Mean Variance

DEdu 1 0.350 0.192
(869) (869) (869)

DPEdu 0.888 1 0.501 0.147
(869) (869) (869) (869)

DEduCS 0.369 0.348 1 0.843 0.187
(335) (335) (335) (335) (335)

DEduDD 0.068 0.019 0.391 1 0.376 0.020
(135) (135) (60) (135) (135) (135)

Notes: Number of observations in parentheses. For
DEduCS first-differences are computed over a 10 year in-

terval. Correlations with the other variables account for
this adjustment. See note to Table 2.3.

the data by De la Fuente and Doménech, this comparison does not make much sense,

since they consider only the very selective sample of 21 OECD countries. To a lesser

extent, a similar objection can be raised against a comparison to the Cohen and Soto

data, where the difference in the number of observations is mainly due to the fact that

they have data once every 10 years. However, the comparison with our corrected data is

highly informative. The bias in the fill in procedure in the Barro and Lee data leads to

an underestimation of the average education level by 0.25 year. Even more importantly,

it leads to an underestimation. An eye on Figure 2.1 reveals why this is the case. The

bias understates the final observations, but overstates the initial observations, leading to a

compression of the “true” variance. So contrary to the classical model, where measurement

error is orthogonal to the signal and therefore increases the variance of the observed data,

here the measurement error compresses the variance.

In first differences, the correlations between education variables are much lower. The

correlation between Barro and Lee and our corrected variable is still high, 0.89. For

alternative sources of information, the correlations drop significantly. Once more, the

correlations are higher with Cohen and Soto’s data. Again a comparison of the mean and

variance of the changes between Barro and Lee and our corrected variable is revealing.

The bias in Barro and Lee compresses the measured average growth of education sub-

stantially, from 1.00 year per decade to 0.70 year. The variance of the changes is however

overestimated in the Barro and Lee data, as one would expect with all the erroneous

changes back and forth from census to non-census based observations.

These ideas are well documented by the data on Argentina, as shown in Figure 2.2.

We observe spikes at each census observation for the data estimated by Barro and Lee
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Figure 2.2: Education information for Argentina

(Education (BL)). Between census (1960—1990), our procedure (Predicted Education)

smoothens the data. However, for observations after the last census available (1990), the

constant correction induces a higher variance. When the variables are analysed in changes,

PEdu has a higher mean, but a smaller variance than Edu. The data also documents the

dramatic difference between the measured changes in education when using 5 or 10 year

time period. The 5 year differentials are entirely dominated by the difference between

census and non-census observations.

2.4 Growth regressions: what changes?

2.4.1 OLS estimations

Having analysed the difference in education data according to its source, we will now re-

evaluate the GDP regressions. First, we estimate the macro-Mincerian growth equation
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as defined by

∆LGDPit = γt + αLGDPi,t−τ + β1∆Eduit + β2Edui,t−τ + εit (2.4)

where γt are time specific effects, LGDPit stands for log real income per worker in country

i in period t, Eduit is the average education level, τ is the time span of the data, and εit

is an i.i.d. error term. All variables in changes are annualised.

Table 2.5: The effect of education on growth - annualised OLS estimations

5 year data
Variable Topel(1999) K&L(2001) Edu PEdu Edu

∆Edu 0.041∗∗ 0.039∗∗ 0.0517∗∗ 0.0488∗∗ 0.0462∗∗

(0.014) (0.014) (0.0137) (0.0146) (0.0150)
LagEdu 0.004∗∗ 0.004∗∗ 0.0035∗∗ 0.0037∗∗ 0.0036∗∗

(0.001) (0.001) (0.0009) (0.0010) (0.0009)
LagLGDP -0.007∗∗ -0.006∗ -0.0060∗∗ -0.0063∗∗ -0.0062∗∗

(0.002) (0.003) (0.0022) (0.0023) (0.0023)
Census variables - - - - Yes
R2 0.218 0.197 0.1315 0.1296 0.1414
Observations 608 607 722 722 722
Countries 111 110 97 97 97

10 year data
∆Edu 0.085∗∗ 0.086∗∗ 0.0882∗∗ 0.0789∗∗ 0.0758∗∗

(0.020) (0.024) (0.0213) (0.0222) (0.0215)
LagEdu 0.004∗∗ 0.004∗∗ 0.0039∗∗ 0.0041∗∗ 0.0040∗∗

(0.001) (0.001) (0.0009) (0.0009) (0.0009)
LagLGDP -0.007∗∗ -0.005† -0.0073∗∗ -0.0076∗∗ -0.0075∗∗

(0.002) (0.003) (0.0021) (0.0022) (0.0022)
Census variables - - - - Yes
R2 0.315 0.284 0.2336 0.2240 0.2472
Observations 290 292 353 353 353
Countries 111 110 97 97 97
Notes: Significance levels: † : 10% ∗ : 5% ∗∗ : 1%. Robust standard errors in
parentheses. The results under Topel(1999) reproduce part of Table 4 in Topel (1999). The

results under K&L(2001) reproduce part of Table 3 in Krueger and Lindahl (2001). In this
case the number of countries is the maximum number of countries reported by the authors.

All variables in changes were divided by the time span in each data. The dependent variable
is annualised first-difference real Log GDP per worker, ∆LGDP. All regressions include time
effects. In the last column we re-estimate the model using Edu and include the census variables

as regressors.
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The first two columns of Table 2.5 reproduce estimations from Topel (1999, Table 4),

and Krueger and Lindahl (2001, Table 3) [K&L(2001)]. The remaining results are our

estimations of equation (2.4) using the two measures of education, Edu and PEdu, at

different time spans of the data, 5 and 10 years, respectively. The last column of Table

2.5 reproduces the estimations using Barro and Lee’s data, and including as regressors

the census variables described above. The estimation procedure is OLS, and we report

standard errors robust to heteroskedasticity and error correlation within countries.

Similarly to Topel (1999) and Krueger and Lindahl (2001), we also conclude that

contemporaneous changes in education have a positive and statistically significant effect

on economic growth, which contradicts the findings of Benhabib and Spiegel (1994) and

Barro and Sala-i-Martin (1999). For the five year data, our results indicate that the short-

run return do changes in education is around 5%, while Topel (1999) and Krueger and

Lindahl (2001) results points approximately to 4%. We also conclude that the returns to

changes in schooling increases with the time span of the data. Krueger and Lindahl (2001,

p.1119) suggest that “the finding that the time span matters so much for the change in

education suggests that measurement error in schooling influence these estimates”. Our

interpretation is that it is the measurement error introduced by the estimation procedure

implemented by Barro and Lee that leads to this variation, not the measurement error

inherent to the census observations. Approximately 42% of the observations on education

in the 10 year data are obtained from census or surveys, while in the 5 year data this

figure is only 32%. This difference in data quality is associated with a smaller spurious

variation in education in the 10 year data, which may explain why the coefficient on∆Edu

increases with the time span.

The most remarkable feature is that the return to education is lower for our corrected

data than for the original data, which is shown to be systematically biased. The standard

attenuation bias argument tells that measurement error in an explanatory variable reduces

its coefficient, quod non in this case. The coefficients for our corrected variable are lower

instead of higher, for the 5 year estimation, but in particular for the 10 year estimation. A

second thought reveals the reason for this phenomenon. The measurement error reduces

the mean of the change in education by some 0.15 year every 5 year period (see Table

2.4). Although the estimated coefficient for the corrected variable is some 6% lower,8 the

estimated effect of education on GDP is 0.6 percentage points larger.9 So, the effect of the

bias on the coefficient is a balance between two forces: introducing the spurious component

in∆Edu reduces the coefficient, while understatement of the average level of∆Edu pushes

8For the 5 year interval, we have (0.0488− 0.0517) /0.0517 ' −6%.
9Using PEdu and Table 2.4 one can infer that the return to the average change in education on a 5

year interval is 2.4%(' 0.0488 ∗ 0.501), while from Edu we get 1.8%(' 0.0517 ∗ 0.35).
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up the coefficient. For the 5 year time frame, both forces almost cancel. For the 10 year

time frame, the first component is less important (since many census observations are

located at the beginning of a decade), so the latter force clearly dominates. When we

use Barro and Lee’s 10 year original data, returns to changes in education are 8.8%,

and very similar to the two comparison studies. However, using our corrected value

for education the estimated return is only 7.9%. The systematic measurement error

on education identified in the previous section could lead to the overestimation of its

coefficient in a growth regression, which is clearly corroborated by the 10 year results.

While for Topel, and Krueger and Lindahl, the coefficient more than doubles with the

doubling of the time span, the change in our coefficient is smaller, which facilitates the

reconciliation between the results for different time spans.

The bias introduced by the perpetual inventory method has a specific structure as

described by equation (2.1). This provides an alternative way to account for it in growth

regressions. Just for the sake of simplicity, suppose our model is defined as yt = β1 +

β2x
∗
t +ξt. Assume also that the observed value of x

∗
t is xt = x∗t +φωt, where ωt is observed

and represents the lag since last census, and φ is a negative coefficient underlying the

computation of xt. The estimated model is yt = β1 + β2xt + ξt − β2φωt. By regressing yt
on xt the error term is defined as ξt−β2φωt, leading to an omitted variable bias. A simple

solution for this bias is to introduce the census information in our income regression. The

last column of Table 2.5 reports the results. The growth regression is estimated using

Barro and Lee data jointly with the census variables Before, Last, LastC, and After.

The coefficients on ∆Edu and LagEdu are now slightly smaller than the ones we obtained

with PEdu. For the 5 year interval data the joint significance test on the census variables

yields an F − statistic of 2.81, with a p − value of 0.03, while for the 10 year data the

F − statistic is 1.88, with a p− value of 0.12.10

A second result, which is identical among the different studies and time spans, indicates

that the initial level of education is relevant for economic performance. While the result

on ∆Edu supports the human capital interpretation of the role of education in economic

growth, this empirical evidence gives also support to the externalities interpretation of

the returns to education. Based on our corrected data, PEdu, the long-run return to

education is 54− 59%.11 Although this return seems (too) large, we should keep in mind
that the effect takes a long time to materialize. The return is at 50% of its long-run value

10A further factor that yields overestimation of the effect of education based on the Barro and Lee data
is that the variable Before turns out to be a predictor of future growth. The most likely explanation is
that holding a census is not an exogenous variable. So countries that initially do not have a census, and
later on have, are countries that are likely to have grown faster than average.
11That is, 0.0041/0.0076 or 0.0037/0.0063, respectively.
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after 75−99 years. The immediate return is 4.2% for the 5 year time period and 6.5% for
the 10 year period.12 The numbers for the 5 and 10 year time interval are very similar.

This puts into question Krueger and Lindahl’s interpretation of this difference as being

due to an increase in the signal to noise ratio when lengthening the observation period.

Lengthening the observation period makes the short return look much like the long-run

return, which happens to be substantially higher than the short-run return. In Figure

2.3 the return to education over the first 110 years is depicted. The time path of the

cumulated returns to education is very similar for the two time spans, and for the two

education variables.

The results indicate that the GDP half—life adjustment ranges between 91 and 110

years,13 which stresses the idea that whichever externalities are associated with permanent

12The immediate return and the half—life can be calculated by assuming that innovations in the edu-
cation variable are uniformly distributed over the observation period. We do the calculations for PEdu,
and for the 5 year observation period. First, we calculate the raw estimate of half—life

ln (2)

0.0063
= 110. 0234

Second, we correct for the fact that part of effect is realized immediately. Since the short—run return, S,
can be defined as

S = L
¡
1− e−λt

¢
,

where L is the long—run return, and λ is the convergence rate to equilibrium, our results imply that

0.0488 =
0.0037

0.0063

¡
1− e−0.0063t

¢
.

So, the time needed to reach the immediate effect is

ln
¡
1− 0.04880.00630.0037

¢
−0.0063 = 13. 7695

Finally, we take into account the fact that the immediate effect is measured imperfectly, by using a five
year time interval. Assuming that the innovation is distributed uniformly, we have to add half of the
length of the time interval. The estimated half-life is given by

110. 0234− 13. 7695 + 2.5 = 98.7539

The immediate effect has also to be corrected for the length of the observation period (the longer the
observation period, the more the estimated immediate effect will look like the long-run effect). This can
be done by taking the time to reach the immediate effect corrected for half the time interval, and using
a first order Taylor expansion of the function 1− e−λt, λt,

0.0063 ∗ (13. 7695− 2.5) = 0.07 1.

Hence, 7.1% of the long-run effect is realized immediately:

0.07 1× 0.0037
0.0063

= 4. 2%.

13That is, ln (2) /0.0076 ' 91 and ln (2) /0.0063 ' 110, respectively.
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Figure 2.3: Returns to education for the different time spans and education variables

changes in education, they will take a long time before benefiting a given country. The

results indicate that the time length of the data sets currently available is too short to

identify in a precise way the long-run returns to the investment in education.

Finally, in Table 2.6 we replicate the estimations using Cohen and Soto’s (2001) ed-

ucation variable. The differences with Barro and Lee’s data occur essentially on the

coefficient on changes in education. In this case, the contemporaneous returns to educa-

tion are around 11%, more than 4 percentage points above our corrected estimates.14 In

the long run, using EduCS indicates a return to education of about 49%, more than 8

percentage points below the values we obtain using Barro and Lee’s data.

14In our analysis, we are missing 18 countries in Cohen and Soto’s data, which are in Barro and Lee
sample. The countries are Barbados, Botswana, Congo, Gambia, Guinea-Bissau, Hong Kong, Iceland,
Israel, Lesotho, Pakistan, Papua New Guinea, Poland, Rwanda, Slovakia, Slovenia, Sri Lanka, Taiwan,
and Togo.
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Table 2.6: Growth regressions - comparison with Cohen and Soto data

10 year data
Variable Edu PEdu Edu EduCS

∆Edu .0838∗∗ .0664∗ .0664∗ .1107∗∗

(.0255) (.0285) (.0271) (.0342)
LagEdu .0036∗∗ .0039∗∗ .0037∗∗ .0032∗∗

(.0010) (.0010) (.0010) (.0009)
LagLGDP -.0063∗∗ -.0066∗∗ -.0065∗∗ -.0065∗

(.0024) (.0025) (.0025) (.0026)
Census variables - - Yes -
R2 .2245 .2155 .2474 .2204

Notes: Significance levels: ∗ : 5% ∗∗ : 1%. Robust standard errors
in parentheses. The dependent variable is annualised first-difference real Log
GDP per worker, ∆LGDP.∆Edu stands for annualised changes in education.

All regressions include time effects. The sample includes 300 observations and
79 countries.

2.4.2 Sensitivity analysis: the dynamic model

Adjusting the annualised equation (2.4), we can define the following dynamic model

LGDPit = τγt + (1 + τα)LGDPi,t−τ + β1∆Eduit + τβ2Edui,t−τ + τηi + τεit, (2.5)

where ηi is the country’s specific effect.

In the presence of country’s specific effect in equation (2.5), its estimation by OLS and

by the usual panel models, fixed or random effects, is inconsistent. The reason is that,

by definition, LGDPi,t−τ in equation (2.5) is always correlated with ηi. One possible

solution to overcome this problem is to take first differences in equation (2.5) to eliminate

ηi. Arellano and Bond (1991) first-differenced generalized method of moments (GMM) is

one of the most applied solutions. Using their procedure avoids the bias introduced by

omitted time-invariant variables. However, this solution has poor finite sample properties

on bias and precision when “the lagged levels of the series are only weakly correlated

with subsequent first-differences, so that the instruments available for the first-differenced

equations are weak” (Bond et al., 2001, p.6). Blundell and Bond (1998) show that, in this

case, the solution of Arellano and Bond (1991) has a large downward finite-sample bias.

This problem occurs when the time series are persistent and the number of time series

observations is small. An alternative solution would be to implement a system GMM

estimation, for first-differences and levels, as argued by Blundell and Bond (1998). Bond
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et al. (2001) argue that this is the best solution to estimate growth regressions.

Table 2.7: Dynamic income regressions — 10 year data

Model Sys FD No-FE Sys FD No-FE
Variable Edu PEdu
LagLGDP 0.780∗∗ 0.742∗∗ 0.947∗∗ 0.915∗∗ 0.686∗∗ 0.941∗∗

( 0.116) ( 0.184) ( 0.026) ( 0.118) ( 0.161) ( 0.028)
∆Edu 0.132∗∗ -0.061 0.073∗∗ 0.097∗ -0.125 0.073∗∗

( 0.036) ( 0.127) ( 0.020) ( 0.038) ( 0.125) ( 0.023)
LagEdu 0.133∗∗ -0.071 0.038∗∗ 0.094† -0.134 0.039∗∗

( 0.041) ( 0.131) ( 0.011) ( 0.051) ( 0.129) ( 0.012)
Wald joint 637.48∗∗ 42.59∗∗ 6660.31∗∗ 658.87∗∗ 39.82∗∗ 6179.05∗∗

Wald time 104.004∗∗ 17.494∗∗ 116.953∗∗ 85.147∗∗ 17.324∗∗ 104.197∗∗

Sargan 23.822 11.622 23.623 28.436† 13.541 25.232
Sargan-df 19 12 21 19 12 21
DifSargan 12.200† 12.001 14.895∗ 11.692
AR(1) -3.166∗∗ -2.550∗ -3.778∗∗ -3.363∗∗ -2.145∗ -3.704∗∗

AR(2) 1.557 0.825 1.482 1.243 0.857 1.306
Nobs 350 256 350 350 256 350
Ncountries 94 94 94 94 94 94

Notes: Significance levels: † : 10% ∗ : 5% ∗∗ : 1%. Robust standard errors in parentheses.
The dependent variable is real Log GDP per worker, LGDP. All regressions include time effects. Wald
is the Wald test on joint significance of the refered set of variables; joint stands for all regressors except

dummies; time stands for the time dummies. Sargan and Sargan-df are the Sargan test statistic and
degrees of freedom for the test for overidentifying restrictions; DifSargan is the statistic for the test
of the validity of the additional set of instruments, when compared with the first-differenced (FD)

estimation. Sys stands for system GMM estimation, while No-FE is the system GMM estimation
where we assume the absence of a fixed country effect. AR() shows the test for first- and second-order
serial correlation in the first-differenced residuals, respectively. The estimation details, including the

instrumens used, are described in Section 2.4.2.

Table 2.7, and Table 2.8 in Appendix 2.A, present the results of the estimation of

equation (2.5) using the data for 10 and 5 year intervals, respectively.15 For each education

variable, Edu and PEdu, and for each time span, we estimate equation (2.5) using the

system procedure (Sys), the first-differenced procedure (FD), and a system procedure

which assumes the absence of a fixed country effect (No-FE). The dependent variable is

real log income per worker (LGDP ), all regressions include time dummies, and education

is treated as a predetermined variable.16 The instruments for the first-difference equations

are the level of LGDP lagged two periods and earlier, and levels of education lagged one

15The results in Tables 2.7 and 2.8 are directly comparable with the results in Table 2.5 once we control
for the time span of the data. The transformations of the dynamic estimates follow from equation (2.5).
16Modelling education as endogenous does not change the main results of this section.
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period and earlier. For both variables we use at most 5 lags, following Bowsher (2002)’s

suggestion. For the level equations we use first-difference of LGDP lagged one period,

and contemporaneous first-difference of education. The estimation of No-FE is similar to

system estimation, but in this case the instruments for the equations in levels are not in

first-differences but in levels. The reported results are for the 2-step GMM estimation

procedure, following the correction proposed by Windmeijer (2005).17

We test for the presence of the specific effect following the procedure described in Arel-

lano (2003, p.124). The statistic of the test is the difference in the Sargan test associated

with the estimations FD and No-FE, which follows a chi-squared distribution with the

number of degrees of freedom given by the difference in the number of instruments in the

referred two estimations. We are testing the validity of the additional set of instruments,

when compared with the FD estimation. Our results indicate that we do not reject the

null hypothesis; i.e., we do not reject the hypothesis that there is no specific country

effect.18 This implies that the results we are lead to interpret are the ones in Table 2.5.

OLS estimates are consistent in the absence of unobserved heterogeneity, and they are

more efficient. Using equation (2.5) to compare the estimates, we observe that our results

for the NO-FE model using PEdu and 10 year data are very similar to the corresponding

results reproduced in Table 2.5. The returns to contemporaneous changes in education

are 7.3%, while the coefficient on lag education is 0.004, and the coefficient on lag income

is 0.006. The comparable figures from the OLS estimation are 7.9%, 0.004 and 0.008,

respectively.

Although the results for the estimation of the model Sys are very different when we

use Edu and PEdu, they become identical when we estimate the model NO-FE. Using

PEdu matters when we compare the Sys and the NO-FE estimation, since the results

are more similar. In the 5 year data (see Table 2.8 in Appendix 2.A), the results for the

system estimation are unreliable with a coefficient on lag income above one. Again, the

results for the estimation of NO-FE are similar between the two education variables, with

the exception of the coefficient on ∆Edu. Using Edu indicates that the impact multiplier

of one year change in education is 4.7%, while using PEdu the equivalent value is 3.7%.

As before, the results for the 10 year data seem to be more stable.

17We used the Ox version of DPD (Doornik et al., 2002) to obtain the results in Tables 2.7
and 2.8.
18The No-FE type of regression has two more instruments when compared with the system

estimation. The reason is that in the first case we use an extra period in the level equations.
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2.5 Final remarks

Our analysis of Barro and Lee (2001) education data reveals that there is a systematic dif-

ference between the information collected from census or surveys, and the education data

that results from the perpetual inventory method. On average, this method underesti-

mates education by about one fifth of a year every five year period. This has an impact on

the results for the growth regressions. Once we control for the source of information, and

we take into account measurement error, we conclude that both the level and the change

in education are relevant for the growth process. However, alternative specifications and

data intervals make a difference for the size of the effects. Further research is needed in

order to make proper use of the knowledge on the systematic difference between census

and non-census data.

Following Teulings and van Rens (2006), it would be important to take into account

second order effects on education. The re-estimation of the data on education is another

alternative for future work. Using both the backward and the forward flow, the missing

values can be reestimated using the average of both predictions, not only the weighted

average between the linear interpolation and the forward prediction. However, the esti-

mation of the missing values after the last census, and before the first census, would still

be estimated the same way. It would also be important to estimate educational values

taking into account different survival rates according to the educational attainment. On

this topic, Barro and Lee (2001, p.545) state that “the limitation of the data on age-

specific education levels and mortality rates by age group do not allow us to compute

specific mortality rates of population by levels of education.”
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Appendix to Chapter 2

2.A Additional results and census example

Table 2.8: Dynamic income regressions — 5 year data

Model Sys FD No-FE Sys FD No-FE
Variable Edu PEdu
LagLGDP 1.038∗∗ 0.909∗∗ 0.973∗∗ 1.043∗∗ 0.899∗∗ 0.973∗∗

( 0.054) ( 0.083) ( 0.011) ( 0.049) ( 0.073) ( 0.011)
∆Edu 0.037† 0.028 0.047∗∗ 0.034 0.013 0.037∗

( 0.020) ( 0.028) ( 0.016) ( 0.021) ( 0.034) ( 0.016)
LagEdu 0.015 0.017 0.017∗∗ 0.014 0.008 0.016∗∗

( 0.018) ( 0.028) ( 0.005) ( 0.017) ( 0.033) ( 0.005)
Wald joint 1823.20∗∗ 159.63∗∗ 25416.69∗∗ 1862.55∗∗ 173.93∗∗ 26313.78∗∗

Wald time 103.707∗∗ 25.615∗∗ 89.606∗∗ 68.701∗∗ 24.234∗∗ 81.924∗∗

Sargan 76.094 49.283 73.249 73.300 54.908 73.794
Sargan-df 63 48 65 63 48 65
DifSargan 26.811∗ 23.966 18.392 18.885
AR(1) -3.576∗∗ -4.144∗∗ -3.611∗∗ -3.572∗∗ -3.968∗∗ -3.602∗∗

AR(2) 1.080 1.068 1.089 1.051 1.021 1.055
Nobs 722 625 722 722 625 722
Ncountries 97 97 97 97 97 97
Notes: Significance levels: † : 10% ∗ : 5% ∗∗ : 1%. Robust standard errors in parentheses.
The dependent variable is real Log GDP per worker, LGDP. All regressions include time effects. The
estimation details, including the instrumens used, are described in Section 2.4.2. See note to Table
2.7 for details on the reported tests.

Table 2.9: Example of census variables for Figure 2.1

Year Census Before Last LastC After
1960 0 1 0 0 0
1965 1 0 0 0 0
1970 0 0 1 0 0
1975 0 0 2 0 0
1980 1 0 3 3 0
1985 1 0 1 1 0
1990 0 0 1 0 0
1995 1 0 2 2 0
2000 0 0 0 0 1



Chapter 3

Economic cross-country spillovers of
education

3.1 Introduction

Computations based on country level data provided by Heston et al. (2002) and Barro and

Lee (2001) show that for the year 2000 the difference in log income per worker between

the top and bottom deciles is just above 3, while the difference between top and bottom

deciles of average schooling is 7.4 years. Within a very simplified framework, and if we

interpret such difference as causal, the social return to education would be some 50%.1

Private returns to schooling are usually bounded between 6% and 10%, which would imply

externalities of 40% to 44%.

Using data for the United States (US) and aggregating education at the state level,

Acemoglu and Angrist (2000, p.40) conclude that social returns are bounded between

8% and 9%; they claim that “this is clearly too small to rationalize the steep relationship

between average schooling and output per worker”. They conclude that external returns to

education are not significant, both statistically and economically. The authors, however,

do not completely rule out external returns. They state that their “strategy identifies local

effects, missing external returns that raise wages nationwide” (Acemoglu and Angrist,

2000, p.48). Also the confidence intervals based on their standard errors would not reject

external returns bounded between 1% and 3%.

Externalities of education can assume different forms. According to Krueger and

Lindahl (2001), if human capital is expanded at higher levels we could observe spillovers

in the form of technological progress, and gains in productivity, while if it is expanded at

lower levels we could observe lower crime rates and welfare participation. By using child

1Note that 0.5 ' exp (3/7.4)− 1. Computations based on a sample of 93 countries with information
on income and education.

27
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labour and compulsory attendance laws as instruments, Acemoglu and Angrist’s (2000)

focus in the lower part of the schooling distribution. Looking into the other side of the

distribution, Moretti (2004a) studies spillover effects of the share of college graduates at

the city level, and concludes in favor of positive and significant externalities.2 When the

analysis is implemented at the state level the direction of the results is unchanged, but the

size of the spillovers is smaller. Another difference between Acemoglu and Angrist (2000)

and Moretti (2004a) is that the first authors draw their main conclusions from the period

1960-1980, while the second focuses his attention in late 1970s and early 1990s. Moretti

(2004b) also finds significant human capital externalities by focusing on the productivity

of manufacturing establishments.

If we aggregate even more the level of analysis, and look into the growth literature,

the conclusion would be that the role of human capital in the growth process is not clearly

identified. As we saw in Chapter 2, the returns to education can vary significantly across

studies, relying very much on the quality of the data used. As stated by Temple (2001,

p.905), “the empirical evidence that education matters for growth is surprisingly mixed.”

From a theoretical perspective, Glaeser et al. (2003) argue that the existence of

spillovers creates a social multiplier, which implies that aggregate coefficients are greater

than individual ones. This multiplier rises with the level of aggregation. In the presence of

social interactions the use of aggregate data to make inferences about individual behavior

is not valid, since “aggregate relationships will overstate individual elasticities. [However,

the authors state that for many purposes...] researchers actually want the aggregate coef-

ficient that includes both the individual level response and the social multiplier” (Glaeser

et al., 2003, p.345-346). Sianesi and van Reenen (2003, p.166) put it clearly by saying

that “one justification for the macro growth regressions is precisely their potential ability

to capture economy-wide indirect or spill-over effects from educational investments.”

By focusing on countries, and dealing explicitly with neighbouring education, we aim

at identifying and quantifying global economic externalities of education. Not only we

want to identify social interactions between individuals organized within the same country,

but also we want to identify interactions across countries. We look for returns to education

that could justify observed investments in education. Similarly to Teulings and van Rens

(2006), we argue in our analysis that there are diminishing returns to education. If this is

the case, then different countries would show different returns to education. Sianesi and

2According to Moretti (2004a), a one percentage point increase in the proportion of college graduates
would raise wages between 0.6% and 1.2%. To translate these results into returns to years of education,
we need to assume that “the share of college graduate[s] inceases by 25 percentage points and the share
of high-school graduates decreases by the same amount” (Moretti, 2004a, p.195). A direct computation
points to external returns of 15% to 30%. We have to account for the fact that actual change in the share
of college graduates is below one percentage point.
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van Reenen (2003) observe that schooling returns are generally higher in less developed

countries than in the OECD. Our interpretation is that this result can be explained by

diminishing returns to education and high levels of integration between OECD economies.

Another point we stress is that part of the returns to education are only identifiable at

the group of countries level, and not at the individual country level. Economic distance, a

concept used by Moretti (2004b) and Conley and Ligon (2002), among others, is key to our

analysis.3 Moretti (2004b, p.674) finds that “within a city, the magnitude of the spillovers

decline with economic distance.” The author argues that industry aggregate human capital

benefits more those plants that are economically closer. Extending the arguments for

country data, we use bilateral trade to measure the interaction between countries, define

neighbourhood, and build the variable neighbouring education. International trade is

an important channel for interactions between countries and fosters knowledge diffusion.

Foreign research and development investment, as well as the technological diffusion, are

also associated with it.

When testing for externalities an important concern is raised by workers’ mobility.

Acemoglu and Angrist (2000) and Moretti (2004a,b) argue that it causes an identification

problem. If mobility across cities/states is justified by cities/states’ unobserved factors,

estimates of external returns would be biased. By dealing with a different level of aggre-

gation we reduce this problem. Our argument is that between cities, or states, migration

of workers is much easier and significant than across countries, which renders it a smaller

problem when aggregation occurs at the country level.

Our results indicate that the US have lower returns to education when compared to

other countries, which can be explained by diminishing returns to education. This makes

it more difficult to find externalities when confining the analysis to the US. Over a 40

year time interval, our results show, for example, that the US total returns to education

are below 17%, compared to 25% for the United Kingdom (UK). It follows that using

the US cities, or states, has limitations when we want to test for global externalities,

or to understand the cross-country association between average education and average

income. By using country level data our results point to considerable overall returns to

education. On average, long-run returns to education can be at least as high as 66%,

although its half—life period is above 65 years. Within the 40 year interval of our data,

social returns are bounded between 6% and 17%. After accounting for private returns,

education spillovers are still considerable.

The chapter is organized as follows. In Section 3.2 we define our measure of interaction

3One of the economic distance measures used by Moretti (2004a) is based on input-output tables. The
author wants to “capture interactions between industries that arise from exchanging goods and services
during the production process” (Moretti, 2004b, p.671).
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between countries. With these data we build the neighbouring education variable used

in the following sections. The data is described in Section 3.3 and the empirical analysis

is discussed in Section 3.4. We first estimate the proximity measure (Section 3.4.1), and

then we test for the presence of country effects (Section 3.4.2). As we conclude in favor of

absence of country effects, we proceed by using least squares procedures. In Section 3.4.3

we test for spillovers, and quantify the different returns to education. Finally, in Section

3.5, we discuss some concluding remarks.

3.2 How to measure the interaction between coun-

tries?

3.2.1 The model

Suppose that we can order all workers according to their ‘economic’ distance to a particular

reference worker, and let x be the rank of a particular worker in the ordering. Hence,

x = 0 is the reference worker himself, x = 1 is his closest neighbour. We use the concept

‘economic’ rather than ‘physical’ distance to stress that we are interested in economic

linkages.4 Let the log output of a worker living at location 0 and time t, yt (0), satisfy

yt (0) = αHt (0) + β

Z ∞

0

g (x)Ht (x) dx, (3.1)Z ∞

0

g (x) dx = 1, g (x) > 0, g0 (x) < 0,

where Ht (x) is years of education of a worker at location x and time t, and g (x) is a

weighting function. The first term, αHt (0), is the classical Mincerian private return to

education. The second term measures the spillover effect, or externality, of the education

of a given worker neighbours on his own output. Since the weights g (x) of all people sum

to unity, β measures the total spillover of his neighbours.

The actual data are grouped by country. Let xj be the distance to the worker in

country j who is closest to location x = 0. For simplicity, we assume that the locations

in other countries are closed and non-overlapping subsets of the domain of x, so that a

worker lives in country j if and only if x ∈ [xj, xj+1).5 By definition, x0 ≡ 0, so that

4For example, if we think in terms of countries, though Tibet is physically closer to Nepal than the
United Kingdom to the United States, the latter two might be closer in economic terms. The Himalaya
might be literally an unsurpassable barrier of trade, while the common language and cultural tradition,
and the cheap transport options offered by the Atlantic, make the US and the UK close neighbours.

5This is not an innocuous assumption; e.g., two countries bordering to country 0 have overlapping
subsets of the domain of x. We ignore this complication here.
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country j = 0 is the home country of worker x = 0. Hence, we can approximate the final

term as a weighted sum of average education levels in countries:

Z ∞

0

g (x)Hxtdx ∼=
I−1X
j=0

g0jHjt, (3.2)

g0j ≡
Z xj+1

xj

g (x) dx ∼= g (xj) (xj+1 − xj) ,

where Hjt is the average education level of the labour force in country j and where I is

the number of countries. The approximation in the second line shows that the weight

g0j captures two aspects of country j: its distance, g (xj), and its size, (xj+1 − xj). The

closer by another country, or the larger that other country, the greater the spillover

effects. Furthermore, note that the home country of worker x = 0 is also included in

the summation. This measures the spillover effect of a worker compatriots on his own

productivity. The more compatriots a worker has, the larger their joint impact on his

output. Hence, the larger the home country, the larger its role in the summation, and

hence the smaller the role of other countries. Accounting for within country externalities

is crucial, because the size of countries differs widely. We cannot expect to find much

externalities for the US, since the size of that economy is such that we expect most of the

externalities to be exploited within the country.

Replacing equation (3.2) in (3.1), averaging over the home country,6 and, for the sake

of generality, replacing the index 0 by the index i, yields:

yit = δ + αHit + β
I−1X
j=0

gijHjt, (3.3)

where yit is mean log output per worker, or log GDP per worker. Since
R∞
0

g (x) dx = 1,

then Σjgij ∼= 1. So, if the education level of the whole world, except of a given worker,
increases by one year, his output goes up by 100 β%.

3.2.2 Measuring proximity

How can the weights gij be determined? Our proposal is to use bilateral trade flows

as a proxy for the link between countries. The volume of bilateral trade captures two

features of two countries, the size of both countries and their proximity; i.e., the larger

6Formally, averaging over the home country is problematic, since rank ordering x differs across the
workers in the home country; e.g., workers living just before the border to country j = 1 have a different
ordering than those at the centre of the country. Again, we ignore this complication.
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the trading partner, the larger the bilateral trade with that partner, and, almost by

definition, the closer by the trading partner is in economic sense, a higher bilateral trade

is expected. Both effects matter for estimating externalities. For instance, we cannot

expect Luxemburg to have large external effect on the Dutch economy; though it is close

by, its limited size does not allow for large externalities.

Consider the following economic model for bilateral trade:

tij = γ0 + γ1∆ij + γ2∆
2
ij + fi + fj + ξij, (3.4)

where tij is log trade (the sum of the flows from i to j and from j to i) between countries

i and j, averaged over the observation period; fi is a country-specific effect for country i,

capturing both the size of the GDP of country i and its general openness to trade; ∆ij is

the physical distance between country i and j; ξij is an error term capturing unmeasured

differences in proximity between country i and j, due to e.g. geographical, cultural or

political factors; and γ0, γ1, and γ2 are unknown parameters. We estimate equation (3.4)

by OLS. Next, we filter the effect of the home country’s education level out of the fixed

effect by running the regression:

fi = μ+ β
←→
S i + τ i, (3.5)

where
←→
S i denotes the average years of schooling among the workforce Sit, averaged over

the observation period, and τ i is an error term. This way we correct the size of a country

for the effect of education to avoid double counting. Then, the proximity between country

i and j, wij, is defined by

wij = γ1∆ij + γ2∆
2
ij + τ i + τ j + ξij

wii = 2τ i ⇒ ξii ≡ 0.

The weight wij captures: (i) the physical proximity of country j to country i, γ1∆ij +

γ2∆
2
ij; (ii) non-physical factors affecting the bilateral trade between both countries, like a

common language or juridical system, ξij; and (iii) the size and general openness of both

countries i and j, measured by the filtered fixed effects τ i and τ j. To the extent that ∆ij

and ∆2
ij are orthogonal to the other regressors, we could have just omitted this variable

in equation (3.4), since its effect would have been captured by ξij, and it would have

shown up in the weights wij anyway. However, capturing the impact of physical distance

is both instructive and it constitutes a more robust way of establishing wij. Since the

distance to the home country, ∆ii, is zero by construction, and ξii is zero by definition,
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the diagonal elements of the weighting matrix, wii, measure only the effect of the size and

general openness of country i.

Each weight wij can be either positive or negative, whereas the weights gij can only

be positive. Hence, the actual weights that we use are an exponential transformation of

wij:

gij =
exp (λwij)

Σj exp (λwij)
, (3.6)

where the parameter λ will be estimated. The parameter λ measures the elasticity of

externalities with respect to bilateral trade: if λ is equal to unity, a 1 % smaller bilateral

trade reduces the size of the externality by 1 %.7 The division by Σj exp (λwij) makes

that Σjgij = 1. Note that this definition implies that gij is invariant to a mean shift in

the weights wij, as it should be (e.g., the currency in which trade is measured or the rate

of inflation of that currency may not affect our conclusions). Unlike the wij’s, the gij’s are

not symmetric: wij = wji, gij 6= gji. This fits, since the size of externalities per capita is

not symmetric: for instance, Germany has a larger impact on Luxemburg than Luxemburg

on Germany, simply because Luxemburg is small and Germany is big. Nevertheless, the

normalization Σjgij = 1 might not be the appropriate thing to do. Suppose that an

economy, let us say Eastern Island, is not well attached to the rest of the world economy.

We measure that by the fact that wij is small, not only because Eastern Island itself is a

small economy, as measured by τ i being small, but also because it is too far away from

other economies, as measured by ∆ij and ξij, to benefit from their externalities. From

this perspective, an appropriate definition of gij would be:

g∗ij = exp (λwij) , (3.7)

which does not normalize the sum of the weights to unity. Now, the term Σjg
∗
ijSj measures

two things simultaneously: first, the connection of country i to the rest of the world, Σjg
∗
ij;

and second, whether the ‘economic neighbours’ of i (the countries j with large g∗ij) are

better educated than average. This is as it should be: we can only benefit from education

spillovers if we have many neighbours which are moreover well educated. Note that this

definition implies that g∗ij is invariant to a mean shift in the τ i’s. We return to the

distinction between gij and g∗ij below, when discussing the empirical results.

7From equation (3.6) we obtain dgij
dwij

=
λeλwij [Σjeλwij−eλwij ]

[Σjeλwij ]
2 = λgij (1− gij), or

dgij
gij

1
dwij(1−gij) = λ.
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3.2.3 The regression model

Equation (3.3) allows only for direct spillover effects of education in country j on GDP of

country i. However, there might be indirect spillovers, if education in country j raises the

output of country j, and subsequently the extra GDP in country j has spillover effects

on country i. In the current analysis, we are not concerned on whether the education in

country j affects GDP in country i directly or indirectly. In both cases, it implies that

education of one person has spillover effects on the productivity of others. Hence, we can

write the income equation as:

−→y t =
−→
δ + α

−→
S t +B

−→
S t +

−→ε t, (3.8)

where −→y t,
−→
δ , and

−→
S t are vectors with elements for each country i. The matrix B can be

written as βG (λ), where G (λ) is a I×I matrix with elements gij given by either equation

(3.6) or (3.7). The total number of parameters to be estimated is I (for
−→
δ )+3 (α, β, and

λ).

Teulings and Van Rens (2006) find clear evidence of diminishing returns to education,

by entering second-order effects of average years of education. The second-order term

comes in negatively. Furthermore, they find strong evidence for dynamics in the return to

education, with the long-run return being much higher than the short-run return. Adding

both features and time to the model yields:

−→y t =
−→
δ + ρ−→y t−1 + α0

−→
S t + α1

−→
S t−1 + α02

−→
S2t + α12

−→
S2t−1 (3.9)

+β0G (λ)
−→
S t + β1G (λ)

−→
S t−1 + β02G (λ)

−→
S2t + β12G (λ)

−→
S2t−1 + γt

−→ι +−→ε t,

where
−→
S2t is a vector with squared average years of education as its elements; and

−→ι
is a vector of ones. The causal interpretation of the Mincerian terms α

−→
S is open to

discussion: does education cause GDP, or is it the other way around? The more important

question for this chapter is, however, whether reverse causality is also a problem for the

spillover terms βG (λ)
−→
S . We claim this problem is much smaller. There are two potential

problems here: (i) the endogeneity of
−→
S , and (ii) the endogeneity of the trade flows that

determine G (λ).8 Regarding the first issue, reverse causality is much less of a problem

for the spillover terms than for the Mincerian terms. In fact, it is quite difficult to think

of a mechanism by which a change in yit affects Sjt for country i neighbour countries j,

unless there is a spillover effect in the first place, by which the change in yit affects yjt for

the neigbour countries. However, the effect of this change on Sit will be much stronger

8See equation (3.4).
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than on Sjt, making it unlikely that the spillover term measures reverse causality, in

particular, when we simultaneously control for the Mincerian effects. The second issue

is the potential endogeneity of G (λ): a change in yit is quite likely to affect trade flows,

and hence G (λ). However, this is not a problem, since we do not allow for time variation

in the weighting pattern G (λ). The spillover terms are only identified by their variation

over time. Without time variation, the spillover terms would be swallowed by the fixed

effects,
−→
δ . Since time variation identifies the terms, and G (λ) is invariant over time,

reverse causality cannot explain the significance of the spillover terms.

It is interesting to speculate what set of parameters would fit most easily a credible

story on knowledge spillovers of education. One would expect that spillover effects or

externalities are measured by the βG (λ)
−→
S terms, since there is no reason why spillovers

would be confined to the home country. Such limitation to the home country might apply

to large countries, where all spillovers are exploited within the country’s borderlines, but

this is unlikely to apply to a small country like the Netherlands, unless the rate of decay

of spillovers, λ, is extremely high. Since our weights gij capture this difference between

small and large countries, the βG (λ)
−→
S terms are most appropriate to capture spillovers.

Since knowledge spillovers affect the growth of productivity more than its level, one would

expect these terms to have effect predominantly in the long run. Given that spillovers are

captured by the βG (λ)
−→
S terms, one would expect the α

−→
S terms to capture the private

gains to education. Hence, the long- and short-run returns should be about equal (as it

measures the effect on the own level of productivity). The marginal return to education

must be about equal to the Mincerian rate of return to be credible as an internal return;

otherwise it is hard to understand why people would not invest in more education, in

particular in countries with well established capital markets and government institutions

to facilitate the investment in human capital. There might be declining marginal returns to

education, as measured by a negative second order effect, reflecting imperfect substitution

on the demand side (see Teulings and Van Rens, 2006). This implies that the equality of

marginal return to the Mincerian return must hold for the mean level of education over

countries and years in the sample.

3.3 Data

The trade weights are computed based on the data set released by Rose (2004), which

contains data on bilateral trade for a sample of 178 countries. Although it spans from

1948 till 1999, we use information for the period 1950—1999 since there are many missing

values for the first two years. We have non—zero information on approximately 77% of all
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possible pairs among the 178 countries. For pairs with missing information on bilateral

trade wij is set to −∞, such that its exponential is zero.9 The procedure used to compute
the weights takes into account the relevance of trade for each economy. The sorting of

countries is based on the gravity model defined by Rose (2004). The variable distance is

measured as the great-circle distance between countries in miles, and it is also taken from

the data made available by Rose (2004).

Penn World Table 6.1, in Heston et al. (2002), is the source of information for coun-

tries’ income. Specifically, we use real Log GDP per worker. The education variable

is provided by Barro and Lee (2001). We use information on individuals aged 15 years

and older. We use average years of education within a country, instead of using enrol-

ment data commonly used in recent studies. Although some efforts have been made to

build more complete measures of human capital, namely by Mulligan and Sala-i-Martin

(2000), Pritchett (2001), and Woessmann (2003), we concentrate our analysis on the role

of education.

In Appendix 3.B, Table 3.10, we provide the list of the 75 countries used in the

estimations. Our sample consists of a balanced panel with 5 observations per country,

corresponding to a total of 375 observations. The data spans from 1960 till 2000, on 10

year intervals. Among the sample of countries, 16 are African, 3 are from the Middle

East, 9 from North America, 10 from South America, 4 are Caribbean, 14 are Asian,

17 are European, and 2 from Oceania. Furthermore, 13 countries are members of the

European Union, and 24 are OECD members. Due to data restrictions, none of the

members of the former Soviet Union is included in our analysis, and Romania is the only

Eastern European country considered. This distribution shows the diversity of countries

we have in our sample, and how it represents the different stages of economic performance

throughout the world.

Between 1960 and 2000 the highest growth in income per worker occurs in Ireland,

Japan, Thailand, South Korea, and Hong Kong, with figures of 161%, 162%, 176%, 211%,

and 221%, respectively. The group of countries with the lowest achievement includes

Nicaragua, Niger, Venezuela, Mali, and Zambia, all with negative changes in their income

per worker over the entire sample period (that is, −53%, −41%, −35%, −31% , and−24%,
respectively).

9Linders and de Groot (2006) argue that in the presence of zero trade flows the use of a sample
selection model should be considered. An alternative solution is to use a sample that excludes the zero
flows. In their particular application, and for this alternative solution, the authors conclude that “there
is only marginal indication that OLS is biased downwards due to sample selection bias” (Linders and de
Groot, 2006, p.9). We have adopted the exclusion of zero trade flows in the current analysis, although
further checks should be implemented in order to assure that sample selection does not bias significantly
our results.
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The variables are described in Table 3.1 for each one of the years, and for the entire

sample. On average, income increased 1.8% per year, while education increased 0.07 years.

Neighbouring schooling, G (λ)
−→
S , is computed as a weighted average of education in the

neighbouring countries in period t, where gij are the weights, and we assume just for the

descriptive statistics that λ = 1. In a given period,

G (1)
−→
S t = ΣjgijSjt = Σj

µ
exp (wij)

Σj exp (wij)
Sjt

¶
(3.10)

Table 3.1: Summary statistics

Variable 1960 1970 1980 1990 2000 Total
−→y 8.856 9.176 9.373 9.444 9.573 9.285

(0.956) (1.006) (1.025) (1.061) (1.119) (1.059)

−→
S 3.919 4.474 5.335 6.068 6.677 5.295

(2.524) (2.598) (2.721) (2.746) (2.783) (2.847)

G (λ = 1)
−→
S 3.521 4.096 4.898 5.640 6.340 4.899

(1.048) (1.077) (1.173) (1.085) (1.106) (1.493)

∆−→y 0.032 0.020 0.007 0.013 0.018
(0.021) (0.023) (0.024) (0.021) (0.024)

∆
−→
S 0.056 0.086 0.073 0.061 0.069

(0.070) (0.083) (0.073) (0.037) (0.068)

∆G (λ = 1)
−→
S 0.058 0.080 0.074 0.070 0.07

(0.015) (0.028) (0.023) (0.011) (0.022)

Notes: The sample contains 10 year data, 75 countries, and 375 observations.

This table reports means and standard deviations in parentheses. The last col-

umn shows statistics for the entire sample. The symbol ∆ indicates annualised

changes in the corresponding variable; λ is the decay parameter used in the

computation of neighbouring schooling.

Neighbouring education has a lower dispersion than countries own education. From

Table 3.1 we conclude that average income per worker has increased more than 70%

between 1960 and 2000, while average education has increased 2.8 years. The pattern of

neighbouring education is similar to that of countries.
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3.4 Empirical analysis

3.4.1 Estimating the proximity measure

Regression coefficients for equations (3.4) and (3.5) are reported in Tables 3.2 and 3.3,

respectively. The physical distance, ∆ij, contributes substantially to the explanation of

the trade patterns between countries, but the standard deviation of ξij shows that remains

a substantial role for other factors (Table 3.2). Would the trade vary proportionally to

GDP with a change in the average education level, the coefficient on
←→
S i in equation (3.5)

should have been the same as that in a regression on log GDP. The big coefficient suggests

that trade varies substantially with education (Table 3.3). The standard deviation of the

country fixed effect, fi, is higher than that of τ i, since education explains part of the

difference in GDP between countries, and hence the level of their trade. The two countries

with the biggest τ̂ i are Brazil (3.281) and China (3.984), while the two countries with the

smallest τ̂ i are Barbados (−4.600) and Iceland (−3.013).10 This pattern is as expected:
the filtered fixed effect is highly correlated with the size of the country.

Table 3.2: Log average trade regression

Distance -0.861***
(0.024)

Distance2 0.047***
(0.002)

Constant 21.263***
(1.714)

Observations 12150
R2 0.748
Standard deviation: ξij 1.688
Standard deviation: fi 2.165
Notes: Reported coefficients are significant at
the 1% level (∗ ∗ ∗). Standard errors in paren-
theses. The dependent variable is log average
trade. The regression includes a set of dum-
mies for the country and trade partner, which

are jointly significant at the 1% level.

Assuming λ = 1, Tables 3.11 and 3.12 in Appendix 3.B show weights gij for some

selected trade partners for the United States and the Netherlands. Consider, for example,

the US. Its own weight is 49%, while France, Italy, Mexico, Japan, and Brazil are its

10The two countries with the highest f̂i are The United States (21.263) and Russia (20.641). On the
other extreme are Bhutan (11.099) and Tonga (11.052).
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most important neighbours. If we take The Netherlands, the most important countries

are France, Belgium and Italy, and only then the country itself. Again, this fits our

expectation. For large countries, most trade happens within its boundaries, so the own

country is the main trading partner. Small countries have a limited number of trading

partners within the country, and they trade mainly with the rest of the world.

By combining the results obtained in the estimation of equations (3.4) and (3.5) we

build the weights defined in Section 3.2.2. These weights are used in the estimation of

equation (3.9), which results are discussed in Sections 3.4.2 and 3.4.3.

Table 3.3: Estimated country effects vs education

←→
S 0.547***

(0.055)
Constant 13.019***

(0.309)
Observations 110
R2 0.479
Standard deviation: τ i 1.526
Notes: Reported coefficients are significant at
the 1% level (∗ ∗ ∗). Standard errors in paren-
theses. The dependent variable is the esti-
mated country effect obtained from the esti-

mation of equation(3.4).

3.4.2 Testing for the presence of country effects

The presence of the fixed effect
−→
δ in equation (3.9) implies that it cannot be estimated

consistently by GLS procedures, given the correlation with the lagged endogenous variable.

In this section we discuss the presence of such fixed effects. Endogeneity concerns relating

to our weights might also arise given the potential endogeneity of trade in a growth model,

as discussed in Section 3.2.3. However, the validity of this critic is minimized because

we do not use bilateral trade as the weight. To implement the different tests we have

imposed the restriction λ = 1, and estimate four flavors of equation (3.9). First, we

impose β0 = β1 = β02 = β12 = 0, specification I. It follows specification II, where we

estimate all parameters. In the next two sets of estimates we restrict β02 = β12 = 0,

specification III, thus eliminating nonlinear terms in neighbouring education, and in a

final stage the restriction becomes β0 = β02 = β12 = 0, specification IV, further excluding

contemporaneous neighbouring education.
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Along side with OLS, we use GMM procedures outlined in Arellano and Bond (1991),

Arellano and Bover (1995) and Blundell and Bond (1998) to estimate equation (3.9). For

the GMM type of regressions we treat own education,
−→
S , and neighbours’ education,

G (λ)
−→
S , as predetermined variables, such that both are independent of −→ε s for s ≥ t.

The instruments used in each regression are described in the discussion that follows. For

the GMM system procedures we report the results for the 2—step GMM estimation, which

includes the corrected covariance matrix proposed by Windmeijer (2005). Finally, we

implement the bias corrected least squares dummy variable estimator (LSDVC) discussed

in Bun and Kiviet (2003), and further extended by Bruno (2005a).

A preliminary test is the following. If there are country effects we should observe serial

correlation in the error term. To test for it, we first estimate the model defined in equa-

tion (3.9) by OLS, and retrieve the estimated residuals. Second, we estimate a regression

of these residuals on the lagged residual and all explanatory variables used in the first

regression.11 When we exclude neighbouring education from our model, specification I,

the coefficient on lag residual is 0.155, with a standard error of 0.082. This is statistically

significant at the 10% level. The remaining explanatory variables included in the regres-

sion are jointly not significant, with an F statistic of 0.031. Given the small number of

observations per country we also compute the bootstrap p − value for the coefficient of

the lag error.12 The result is 0.221, and the null hypothesis of absence of country effects

is not rejected. When we estimate specification II the coefficient of the lagged residual

is 0.144, with a standard error of 0.085. All remaining explanatory variables are jointly

not significant, with an F statistic of .026. For this estimation, the bootstrap p − value

is 0.234. Once again this preliminary tests does not reject the null hypothesis that there

are no country effects. Using specifications III and IV similar results are achieved.13

Tables 3.4, 3.5, 3.6, and 3.7, report further checks on country effects. The four sets

of results are all based on the same empirical strategy, but considering different sets of

regressors. In the first column of all tables we estimate the model by OLS. It follows the

dynamic estimations, namely Arellano and Bond (1991) and Blundell and Bond (1998), in

columns (2) and (3). We have been parsimonious in the use of instruments, as suggested

by Bowsher (2002). In columns (2) we use −→y t−2 and one to three lags of the remaining

11The first stage results are reported in Tables 3.4, 3.5, 3.6, and 3.7, under columns OLS. The detailed
results for the second stage regressions are available uppon request to the authors.
12We implemented the bootstrap procedure following Davidson and MacKinnon (2004). We used the

estimated value of −→y i,t−1 as the explanatory variable in the regression instead of the original −→y i,t−1. We
substituded missing values of

−→̂
y i,t−1 for the observed value. In each step of the bootstrap, we substituted

zeros for missings in the residuals.
13By including only linear terms on neighbouring education, both contemporaneous and lagged, the

coefficient of lagged residual is 0.147, with a standard error of 0.084, and a bootstrap p− value of 0.237.
If only the lagged neighbouring education is included, this values are 0.145, 0.083, and 0.244, respectively.
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Table 3.4: Testing for the presence of country effects, specification I

OLS AB91 BB98 SysLX SysNoCE LSDVC
(1) (2) (3) (4) (5) (6)−→y t−1 .924∗∗∗ .676∗∗∗ .95∗∗∗ .92∗∗∗ .913∗∗∗ .96∗∗∗
(.02) (.147) (.103) (.096) (.045) (.036)

−→
S t .187∗∗∗ -.049 .24∗∗∗ .27∗∗∗ .275∗∗∗ .091

(.05) (.085) (.093) (.09) (.072) (.058)

−→
S2t -.008∗∗∗ -.0003 -.013∗∗ -.015∗∗∗ -.015∗∗∗ -.004

(.003) (.005) (.005) (.005) (.004) (.004)

−→
S t−1 -.097∗∗ -.062 -.153∗∗ -.167∗∗∗ -.175∗∗∗ -.113∗

(.049) (.062) (.066) (.062) (.062) (.06)

−→
S2t−1 .006 .004 .011∗∗ .012∗∗∗ .013∗∗∗ .007

(.004) (.004) (.004) (.004) (.004) (.004)

Obs 300 225 300 300 300 300
Sargan 21.692 44.351 45.434 47.111
Sargan-df 14 25 27 29
Sargan-pv .085 .01 .015 .018
DiffS(AB) 22.659 23.742 25.419
DiffS(AB)-pv .02 .034 .045
DiffS(P) 1.084 1.676
DiffS(P)-pv .582 .433
AR(1) -2.787 -3.265 -3.242 -3.365
AR(1)-pv .005 .001 .001 .0008
AR(2) .82 1.395 1.391 1.423
AR(2)-pv .412 .163 .164 .155
Hausman 19.2
Hausman-pv .014
Notes: Significance levels: ∗ : 10% ∗∗ : 5% ∗ ∗ ∗ : 1%. Standard errors in
parentheses. The dependent variable is real Log GDP per worker. DiffS(AB) is the
difference Sargan test comparing the model with column (2); DiffS(P) is the difference
in the Sargan statistic to the previous column; df stands for degrees of freedom; and
pv stands for p − value. AR(1) and AR(2) are tests for first- and second-order serial
correlation in first-differenced residuals. All regressions include time dummies, which are
always jointly significant. The number of countries for all regressions is 75. Details about
the estimations are provided in Section 3.4.2.
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Table 3.5: Testing for the presence of country effects, specification II

OLS AB91 BB98 SysLX SysNoCE LSDVC
(1) (2) (3) (4) (5) (6)−→y t−1 .902∗∗∗ .680∗∗∗ .820∗∗∗ .850∗∗∗ .864∗∗∗ .905∗∗∗
(.021) (.123) (.070) (.055) (.035) (.047)

−→
S t .208∗∗∗ -.046 .351∗∗∗ .322∗∗∗ .313∗∗∗ .094

(.053) (.079) (.093) (.071) (.067) (.062)

−→
S2t -.011∗∗∗ .003 -.020∗∗∗ -.019∗∗∗ -.018∗∗∗ -.005

(.004) (.006) (.006) (.004) (.004) (.004)

−→
S t−1 -.116∗∗ -.096 -.217∗∗∗ -.210∗∗∗ -.206∗∗∗ -.163∗∗∗

(.051) (.060) (.061) (.057) (.054) (.059)

−→
S2t−1 .007∗ .006 .015∗∗∗ .014∗∗∗ .014∗∗∗ .010∗∗

(.004) (.004) (.004) (.004) (.004) (.004)

G (1)
−→
S t -.074 -.476∗∗ -.363 -.120 -.122 -.079

(.232) (.231) (.300) (.260) (.267) (.243)

G (1)
−→
S2t .008 .014 .032 .007 .008 .005

(.022) (.016) (.026) (.022) (.024) (.022)

G (1)
−→
S t−1 .086 .375∗∗ .346 .180 .172 .315

(.208) (.174) (.234) (.234) (.229) (.215)

G (1)
−→
S2t−1 -.004 -.027∗ -.028 -.006 -.006 -.016

(.022) (.016) (.024) (.022) (.023) (.023)

Obs 300 225 300 300 300 300
Sargan 38.976 59.176 61.150 62.590
Sargan-df 26 45 49 51
Sargan-pv .049 .076 .114 .128
DiffS(AB) 20.200 22.174 23.614
DiffS(AB)-pv .383 .510 .542
DiffS(P) 1.975 1.440
DiffS(P)-pv .740 .487
AR(1) -3.046 -3.160 -3.222 -3.265
AR(1)-pv .002 .002 .001 .001
AR(2) 1.030 1.546 1.410 1.433
AR(2)-pv .303 .122 .159 .152
Hausman 19.461
Hausman-pv .078
JointWEdu 2.781 3.412 1.239 4.148 4.175 7.391
JointWEdu-pv .027 .013 .302 .004 .004 .117
Notes: See note to Table 3.4. JointWEdu and JointWEdu-pv are the test statistic and its
p− value for a Wald joint test on the significance of the coefficients of the neighbouring
variables. For all regressions we restricted λ to 1.
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Table 3.6: Testing for the presence of country effects, specification III

OLS AB91 BB98 SysLX SysNoCE LSDVC
(1) (2) (3) (4) (5) (6)−→y t−1 .903∗∗∗ .719∗∗∗ .872∗∗∗ .886∗∗∗ .879∗∗∗ .921∗∗∗
(.021) (.135) (.093) (.089) (.045) (.036)

−→
S t .202∗∗∗ -.001 .277∗∗∗ .286∗∗∗ .281∗∗∗ .103∗

(.05) (.076) (.075) (.07) (.065) (.059)

−→
S2t -.01∗∗∗ -.002 -.015∗∗∗ -.016∗∗∗ -.016∗∗∗ -.005

(.003) (.005) (.005) (.004) (.004) (.004)

−→
S t−1 -.116∗∗ -.09 -.167∗∗∗ -.186∗∗∗ -.182∗∗∗ -.134∗∗

(.049) (.057) (.05) (.05) (.051) (.054)

−→
S2t−1 .007∗ .005 .012∗∗∗ .013∗∗∗ .012∗∗∗ .007∗

(.004) (.003) (.003) (.003) (.003) (.004)

G (1)
−→
S t .0004 -.154 -.088 -.092 -.068 -.019

(.062) (.192) (.088) (.08) (.075) (.077)

G (1)
−→
S t−1 .057 .175∗∗ .122∗∗ .163∗∗ .142∗ .17∗∗

(.062) (.078) (.058) (.076) (.073) (.076)

Obs 300 225 300 300 300 300
Sargan 26.045 48.752 50.92 52.023
Sargan-df 20 35 38 40
Sargan-pv .164 .061 .078 .096
DiffS(AB) 22.708 24.876 25.979
DiffS(AB)-pv .091 .128 .167
DiffS(P) 2.168 1.103
DiffS(P)-pv .538 .576
AR(1) -3.087 -3.117 -3.14 -3.242
AR(1)-pv .002 .002 .002 .001
AR(2) .778 1.329 1.277 1.301
AR(2)-pv .436 .184 .202 .193
Hausman 18.379
Hausman-pv .049
JointWEdu 5.385 6.243 2.515 4.132 5.049 5.976
JointWEdu-pv .005 .003 .088 .02 .009 .05
Notes: See note to Table 3.4. JointWEdu and JointWEdu-pv are the statistic and the
respective p − value for a Wald joint test on the significance of the coefficients of the
neighbouring variables. For all regressions we restricted λ to 1.
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Table 3.7: Testing for the presence of country effects, specification IV

OLS AB91 BB98 SysLX SysNoCE LSDVC
(1) (2) (3) (4) (5) (6)−→y t−1 .903∗∗∗ .677∗∗∗ .868∗∗∗ .873∗∗∗ .875∗∗∗ .919∗∗∗
(.021) (.129) (.078) (.082) (.042) (.035)

−→
S t .202∗∗∗ -.001 .245∗∗∗ .286∗∗∗ .281∗∗∗ .096

(.049) (.073) (.082) (.073) (.067) (.06)

−→
S2t -.01∗∗∗ -.001 -.013∗∗∗ -.016∗∗∗ -.016∗∗∗ -.004

(.003) (.005) (.005) (.004) (.004) (.004)

−→
S t−1 -.116∗∗ -.092∗ -.159∗∗∗ -.182∗∗∗ -.181∗∗∗ -.13∗∗

(.048) (.055) (.053) (.051) (.051) (.057)

−→
S2t−1 .007∗ .005 .011∗∗∗ .013∗∗∗ .013∗∗∗ .007∗

(.004) (.003) (.004) (.003) (.003) (.004)

G (1)
−→
S t−1 .057∗∗∗ .193∗∗∗ .094∗∗ .081∗∗∗ .079∗∗∗ .157∗∗

(.017) (.063) (.043) (.03) (.025) (.061)

Obs 300 225 300 300 300 300
Sargan 27.882 50.383 51.848 52.073
Sargan-df 21 36 39 41
Sargan-pv .144 .056 .082 .115
DiffS(AB) 22.501 23.966 24.191
DiffS(AB)-pv .095 .156 .234
DiffS(P) 1.465 .225
DiffS(P)-pv .69 .893
AR(1) -3.055 -3.185 -3.189 -3.281
AR(1)-pv .002 .001 .001 .001
AR(2) .667 1.291 1.325 1.341
AR(2)-pv .505 .197 .185 .18
Hausman 16.089
Hausman-pv .065
Notes: See note to Table 3.4. For all regressions we restricted λ to 1.
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variables as instruments in first-difference equations. In columns (3) we present the results

for the system estimation. In addition to the previous instruments, we use ∆−→y t−1 and

contemporaneous first-differences of the other regressors as instruments. In column (4),

SysLX, we test for the absence of correlation between the education variables and the

composite error term in equation (3.9). In this case we assume that these variables are not

correlated with the country effect, which would allow us to use its levels as instruments in

the level equations of the system estimation. Because lag income, −→y t−1, is still treated as

correlated with the country effect,
−→
δ , we use∆−→y t−1 as instruments in the level equations.

In column (5) we implement the full test for the absence of country effects. We reproduce

the instruments used in column (4), and −→y t−3 is used as an instrument for income in the

level equations. The extra instruments are −→y 2 for period 5, and −→y 1 for period 4. For
period 5 we already have −→y 4 − −→y 3 as an instrument for the level equation. In order to
avoid colinearity among the instruments, we used −→y 2 as the extra instrument. Similar
reasoning applies to period 4.14

The final column in Tables 3.4, 3.5, 3.6, and 3.7 shows the estimation results for equa-

tion (3.9) using the LSDVC as presented in Bruno (2005a). We implement a Hausman

test that compares the estimates in this model with the ones obtained by OLS. Estimates

in column (6) are consistent both under the null and under the alternative, while OLS

estimates are only consistent under the null that there are no country effects. It is im-

portant to note that, according to Bruno (2005b), the system GMM estimation tends to

perform better than LSDVC in the presence of highly persistent series.

Results for specification I, Table 3.4, indicate that while we do not reject the validity

of the instruments used for the first-differenced regression, column (2), we do reject their

validity for the following 3 estimation alternatives.15 As such, we are not able to test for

the presence of country effects using the GMM procedures applied to this specification.

Portela et al. (2004) using a broader set of countries, and imposing a linear relation

between education and income, do not reject the absence of country effects. However,

under the current specification, using LSDVC and the Hausman test leads to the rejection

of the absence of country effects, which contradicts the result obtained fromOLS residuals.

The mixed results do not allow us to conclude decisively on the absence of country effects

in this specification.

Once we include neighbouring education, the different results indicate that we can-

not reject the absence of country specific effects (Tables 3.5, 3.6, and 3.7). A possible

14The procedure used to test for country specific effects is based on the discussion in Arellano (2003,
p.124).
15For column (2) the Sargan statistic is 21.7, with a p−value of 0.085; i.e, we do not reject the validity

of the instruments at the 1% and 5% significance level. In columns (3) to (5) the p − value associated
with the Sargan test is always below 0.018; i.e, the Sargan test rejects the validity of the instruments
used in each specific regression. As stated above, we report the corrected standard errors based on the
2—step GMM estimation procedure in columns (3), (4), and (5) in Tables 3.4, 3.5, 3.6, and 3.7.
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explanation could be that neighbouring education is, somehow, capturing countries’ fixed

effect. When we include all four terms for neighbouring education (Table 3.5), both the

GMM and the LSDVC estimations corroborate the previous result based on OLS residu-

als. That is, we cannot reject the null hypothesis that there are no country effects in this

specification. Sargan tests do not reject the validity of the instruments used in columns

(2) to (5) (in column(2) the test would marginally reject the instruments at the 5% level).

By looking to column (5), where we perform the full test for the absence of country effects,

we conclude: (i) the instruments are not globally rejected, (ii) the extra-instruments in-

troduced as a departure from column (2), the first-differenced GMM estimation, are also

not rejected (the Sargan statistic is 23.6 , with a p− value of 0.542), and (iii) the extra-

instruments introduced both in columns (4) and (5) are also not rejected (see DiffS(P)

statistics and p−values). Finally, the Hausman test performed in column (6) does not re-
ject the validity of OLS estimates in column (1). Although individually the neighbouring

coefficients are generically statistically not significant, they tend to be jointly significant,

as it is shown by the Wald joint test. The system GMM results shown in column (3) are

the exception.

In Table 3.6 we eliminate the nonlinear effects of neighbouring education. For the

system estimation, BB98, the Sargan test indicates that we do not reject the instruments

used at the 1% and 5% level. However, we would reject them at the 10% level of sig-

nificance (column 3). Using the difference Sargan test, DiffS(AB), we do not reject the

extra instruments used in the system estimation, when compared to the estimation in

first-differences. From column (4) we conclude that both the Sargan test and the differ-

ence Sargan test do not reject the validity of the instruments used. When we compare

with the system estimation (see the value for DiffS(P)) we still do not reject the validity

of the new instruments. Results in column (4) have three more instruments compared to

those in column (3). This occurs because we can use one more period for the instruments

in levels and for the education variables,
−→
S t,
−→
S2t, and G (λ)

−→
S t, respectively. In column

(5) the complete set of instruments would be marginally rejected at the 10% level of sig-

nificance, and the extra instruments are not rejected against both AB91 estimation, and

SysLX. We interpret this result as evidence in favour of absence of country effects once

we control for −→y t−1. The Hausman test comparing LSDVC and OLS marginally rejects

the absence of country effects with a p− value of 0.049. The neighbouring variables are

jointly significant across the different estimation alternatives, and the coefficient on lag

neighbouring education is statistically significant as well. We then conclude that there is

evidence that the short-run effect of neighbours is not significant.

Table 3.7 shows the results when we include only the lagged neighbouring education, in
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a linear form. The conclusion on country specific effects is stable, and lagged neighbours’

education is statistically significant in all estimations. Based on the evidence provided

in this section we conclude that
−→
δ is absent in our empirical model, and implement

the analysis in Section 3.4.3 of education spillovers across countries using least squares

procedures.

3.4.3 Education spillovers

When looking at Tables 3.5 and 3.6, we observe a consistent result that points to the lack

of significancy of contemporaneous neighbouring education. Taking this into account,

and the fact that it takes time for spillovers of neighbouring education to occur, we

have decided not to use it as a regressor in the following estimations. We restrict β0 =

β02 = β12 = 0 in equation (3.9), and spillovers are identified through the coefficient of

G (λ)
−→
S t−1, β1.

If there are no country effects, endogeneity could still come from correlation of the

explanatory variables with −→ε t. We first argue that current unobservables that determine

countries’ income do not interfere with contemporaneous average education in the neigh-

bourhood. The reasoning is that it would take a long time for current perturbations in

own income to have an impact on other countries’ decisions on education. Within the

time frame of our analysis it seems plausible to assume that neighbouring schooling is

exogenous. Particularly, we assume that there is no reverse causality from −→ε t to lag

neighbouring education, G (λ)
−→
S t−1. The result we achieve in column (4) of Table 3.7

gives strength to an exogeneity argument by not rejecting the exogeneity of the education

variables.

Table 3.8 reports the main results for our analysis of education spillovers. In the first

three columns neighbouring education is based on the standardized weights as defined

by equation (3.6), while in the last three columns we use the non-standardized weights

defined by equation (3.7). In columns (1) and (4) we restrict to 1 the decay parameter, λ,

while in the remaining columns we estimate its value. This parameter measures how fast

distant neighbours become irrelevant to the definition of neighbourhood. The different

estimations reported in this table are implemented by nonlinear least squares.

A general conclusion is that, apart from the estimates of λ and β1, results for the

remaining coefficients are relatively stable. By imposing λ = 1, and using within country

standardized weights, column (1), the effect of neighbouring education is positive and

significant. When we jointly estimate the decay parameter (see column (2)), we get

a smaller coefficient estimate of G (λ)
−→
S t−1, but still statistically significant at the 1%

level. A one year increase in neighbouring education has a short-run return of 2.9%.



48 CHAPTER 3. ECONOMIC CROSS-COUNTRY SPILLOVERS

Table 3.8: Income regressions

gij g∗ij
(1) (2) (3) (4) (5) (6)−→y t−1 .903∗∗∗ .909∗∗∗ .904∗∗∗ .902∗∗∗ .894∗∗∗ .894∗∗∗
(.023) (.023) (.024) (.023) (.023) (.023)

−→
S t .202∗∗∗ .214∗∗∗ .212∗∗∗ .188∗∗∗ .178∗∗∗ .176∗∗∗

(.053) (.054) (.052) (.051) (.050) (.051)

−→
S2t -.01∗∗∗ -.011∗∗∗ -.01∗∗∗ -.008∗∗∗ -.007∗∗ -.007∗∗

(.003) (.003) (.003) (.003) (.003) (.003)

−→
S t−1 -.116∗∗ -.117∗∗ -.123∗∗ -.099∗∗ -.081 -.078

(.051) (.052) (.051) (.05) (.05) (.05)

−→
S2t−1 .007∗ .007∗∗ .007∗∗ .006∗ .005 .005

(.003) (.003) (.003) (.003) (.003) (.003)

G (λ)
−→
S t−1 .057∗∗∗ .029∗∗∗ .00005∗∗∗ .0005∗∗

(.016) (.008) (.00001) (.0003)

G (λ)
−→
S t−1 .053∗∗ .0006∗∗

(.02) (.0003)

G (λ)
−→
S

0
t−1 .166∗∗ .00005

(.078) (.0005)

λ 1 6.051 1∗∗∗ 1 .34∗∗ .319∗∗
(6.349) (.191) (.172) (.162)

ISR .064 .062 .068 .074 .069 .068
ILR .342 .367 .373 .495 .481 .475
ELR .576 .319 .515 .016 .181 .208
TLR .918 .686 .888 .512 .661 .683
Half-Life 71.255 76.151 71.921 70.526 65.275 65.458
ImRet .054 .051 .058 .056 .049 .049
IRet40 .11 .112 .119 .161 .166 .164
TRet40 .296 .209 .284 .166 .229 .236
Obs 300 300 300 300 300 300
Adj-R2 .962 .963 .962 .964 .964 .964
RMSE .205 .204 .205 .202 .2 .2
LL 54.486 56.618 55.76 59.137 63.44 63.826
Notes: Significance levels: ∗ : 10% ∗∗ : 5% ∗ ∗ ∗ : 1%. Robust
standard errors in parentheses. The dependent variable is real Log GDP per
worker. All regressions are estimated by non-linear least squares, and include
time dummies, which are always jointly significant. The number of countries
for all regressions is 75. RMSE is root mean squared error, and LL stands for
log likelihood assuming iid normal errors. ISR, ILR, ELR, and TLR are the
internal short-run, internal long-run, external long-run, and total long-run
returns to education, respectively. IRet40 and TRet40 are the internal and
total returns to education over a 40-year period. The standardized weights
gij are specified as in equation (3.6), while the non-standardized weight g∗ij
are formulated as in equation (3.7). G (λ)

−→
S

0
t−1 = G (λ)

−→
S t−1 −G (λ)

−→
S t−1,

and G (λ)
−→
S t−1 is the within country average of lag neighbouring education.

In columns (1) and (4) we restricted λ to 1.
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The decay parameter is not statistically different from 0.16 The value of λ only stretches

or compresses, the distribution of weights, not implying the absence of external effects.

Column (2) reports a higher log likelihood value, compared to column (1), indicating a

better quality fit. The internal short-run return (ISR) to education is 6.2%, whereas the

internal long-run (ILR) returns are, approximately, 37%, and total returns to education

(TLR) are about 69%.17 However, the half-life for the long-run returns is 76 years.

External returns (ELR) are 32%, indicating that spillovers of education are significant. If

we take into account the 40 years span of our data, and compute returns over this period,

we conclude that the internal return (IRet40) is 11.2%, and the total return (TRet40)

is 21%. The external return for the 40-year period is 9.8%. By accounting for the 10

year length of each observation period, and reflecting the idea that part of the return to

education benefits countries immediately, we would conclude that the immediate return

to education is just above 5%.

In column (3) we decomposed the neighbouring education variable into G (λ)
−→
S t−1,

its mean within countries, and G (λ)
−→
S 0

t−1 = G (λ)
−→
S t−1 − G (λ)

−→
S t−1, the difference to

the country mean. The idea is to check wether once we control for a fixed neighbourhood

component we still observe a positive effect of neighbouring education. Both variables

show a positive and significant coefficient. Having better educated neighbours is good for

GDP, and improvements in neighbours’ education also have a positive impact on income.

The estimated λ is 1, and is statistically different from zero.

In the following three sets of regressions, columns (4), (5) and (6), we define the

weights as g∗ij = exp (λwij). In this case we assume that both country and neighbours

specificities in bilateral trade are relevant for the computation of externalities, since the

size of the neighbourhood, Σjg
∗
ij, is not filtered out in the weighting procedure. As above,

we conclude that neighbours matter for countries’ income. Focusing our attention in

column (5), we conclude that the short-run return to education is close to 7%. The decay

parameter, λ, is 0.34 and statistically different from 0; i.e., we conclude that weights

are more compressed than the original decay value of 1. The internal long-run return to

education is approximately 48%, and the estimated total long-run return to education is

about 66%. This implies external returns to education of 18% in the long run. It takes

65 years to achieve half value of long-run returns. Within the time frame of our data the

total return is approximately 23%, with an internal return of almost 17% and external

returns of more than 6%. The fit of this model is the best when compared with the results

shown in columns (1) to (4), with a log likelihood of 63.44.

16It is also not statistically different from other positive values; its standard error is particularly high.
17See Appendix 3.A for an explanation on the computation of the returns to education. When it

applies, the computations are based on the median of the variables.
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Finally, we replicate in column (6) the decomposition of neighbouring education made

in column (3). We observe that average lag neighbouring education, G (λ)
−→
S t−1, plays a

role in explaining economic performance, while differences to its mean, G (λ)
−→
S 0

t−1, are not

significantly associated with income. At first sight this result reduces the strength of our

conclusion that neighbouring education is relevant in explaining economic growth. Indeed,

after controlling for a neighbourhood specific component, G (λ)
−→
S t−1, differences to the

mean in neighbouring education captured by G (λ)
−→
S 0

t−1 are not relevant for countries’

income. It seems that a good neighbourhood is what matters. However, some caution

is needed in interpreting this result. Because we are not standardizing the weights, the

variable G (λ)
−→
S t−1 imbeds both neighbourhood specificities, namely its size, which is

kept constant over time, and neighbours average education.18

Table 3.9: Specific returns to education

The Netherlands The United Kingdom The United States

(2) (5) (2) (5) (2) (5)

ILR 0.072 0.303 0.350 0.306 0.093 0.137

ELR 0.309 0.346 0.024 0.409 0.000 0.346

TLR 0.381 0.649 0.374 0.715 0.093 0.483

IRet40 0.022 0.105 0.107 0.106 0.028 0.047

TRet40 0.116 0.225 0.114 0.247 0.028 0.167

Notes: Column numbers correspond to the numbers in Table 3.8. ILR, ELR, and TLR

are the internal long-run, external long-run, and total long-run returns to education,

respectively. IRet40 and TRet40 are the internal and total returns to education over a

40-year period. The computations are based on countries’ specific education in 2000,

their weights and the coefficients reported in Table 3.8. See Appendix 3.A for an

explanation on the computation of the returns to education.

In order to better understand these results, we now look at the example of three

countries, namely The Netherlands, The United Kingdom and The United States. By

using standardized weights, and accounting for diminishing returns and neighbouring

effects, columns (2), we conclude that the total long-run return to education for the US

is just above 9%, which equals the ILR. This result is within the boundaries defined for

private returns. It is also in accordance with the finding of Acemoglu and Angrist (2000)

18Since G (λ) is time constant, G (λ)
−→
S t−1 can be written as G (λ)

−→
S t−1, where the elements of

−→
S t−1

are averages of education within countries and over the observation period.
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of not significant externalities to education. However, within this specific formulation of

the weights, our findings reveal that Acemoglu and Angrist’s results cannot be extended

to all countries. Even though external returns within the US might be negligible, and the

US themselves benefit little from neighbours’ education, we conclude that on average the

rest of the world does benefit from neighbours’ education.

The US is located at the economic and technological frontier, and on the downside

of the returns to education. According to our computations based on column (2), Table

3.8, decreasing short-run returns can occur for countries with an average education above

9.7 years.19 In 2000, the US has an average schooling of 12 years, and shows virtually

no long-run external returns to education. The UK has, for the same year, an average

education of 9.4 years, an internal long-run return to education of 35%, and an external

long-run return of 2.4% . The Netherlands, with 9.4 average years of schooling shows, in

the long run, an internal return of 7.2%, and an external return of 31%.

When we do not standardize the weights we observe a substantial increase in returns to

G (λ)
−→
S t−1 for this set of countries. This result can be explained by the role each country

plays in international trade. In columns (5) we use absolute weights to compute the

returns, and this way we are accounting for the specific role of countries in international

trade, τ i and τ j, per se and not only for the relative impact of each country in a specific

neighbourhood. In particular, for the computation of the TLR, we add all absolute weights

that each country attaches to its neighbours; i.e., we compute the absolute importance of

the country-specific neigbourhood. The Netherlands, the UK and the US, as key partners

in global trade, have a high weight in international trade, and they trade with important

partners.

3.5 Concluding remarks

We find diminishing returns to own education, and a positive role for neighbouring edu-

cation. Using standardized weights, we conclude that both internal and external returns

to education exceed the private returns identified in the literature. If we account for

the time interval of the data available, our results are once again compatible with both

externalities and the private returns observed. In a 40—year interval, the median overall

return is below 30%, with internal returns to schooling being bounded between 11% and

17%. Once we estimate the decay parameter, long-run returns to neighbouring education

can be at least as high as 18%, with the half-life period above 65 years. These findings

are compatible with the result by Moretti (2004a) that external returns are higher for less

19This value follows from: 0.214/(2× 0.011) = 9.7.
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educated groups.

Our results reconcile the evidence from cross-country analysis with the empirical find-

ings on private returns. For example, Harmon et al. (2003) conclude that for the UK

private returns to education are bounded between 7% and 9% when using OLS, and 11%

to 15% in case IV is used. Our computations indicate that for the UK internal returns

over a 40 year period would be 11%.

The size of the gij gives an indication of the size of the optimal decision making

unit that internalizes most of the externalities of extra investment in human capital. An

area of the size of the US captures 49% of the total weight for itself, whereas an area

like the Netherlands captures only 11%. This implies that areas of centralized policy

determination of the size of the European Union (EU) or the US would internalize only

half of the spillovers. It is hard to believe that policy making can be centralized to such

an extent.

This chapter offers an interpretation of the correlation between GDP and average

years of education of the workforce as observed in the cross country panel data, which

makes sense from an economic point of view. There is a clear distinction between private

and social returns (or spillovers). Private returns are by definition local, and therefore

confined to the own country. Private returns are immediate (they raise worker’s direct

productivity), and more or less constant over time (they raise worker’s productivity for

the rest of his life), so that the long and short-run return are equal. These returns

square reasonably well with the Mincerian rate of return; otherwise individuals would

have invested in more human capital, at least in countries with well established capital

markets and government institutions to facilitate investments in human capital. Finally,

there are declining marginal returns to education, so that the return is higher in countries

with lower average levels of education. Social returns exceed by definition the borderlines

of a country, since there is no reason why spillovers would be confined to the own country.

By facilitating new invention, knowledge spillovers affect more the growth than the level

of productivity. Their effect is stronger in the long run than in the short run. All these

features are born by the data, and all together provide a reasonable description of the

data generating process.

If one believes this story, one has to come up with an explanation why Acemoglu and

Angrist (2000) do not find significant human capital externalities. The main reason is

probably in the timing and the place. The instruments that they use are probably well

suited to detect changes that are implemented in a short span of time and that are highly

localized. They are probably less suitable for changes that take decades to materialize and

that affect areas of the size of the US or the EU. Our regressions suggest that it is the case
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with human capital spillovers. It takes about seven decades for half the spillovers to be

realized, and the effects are spread out over wide regions. For these cases, our regression

perform better, though we immediately admit that it takes a long time series to establish

the dynamics of a process with such a long half time, a much longer time series than is

available at present, given that the education revolution started just some 70 years ago.
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Appendices to Chapter 3

3.A Computation of returns to education

Computation of the different returns to education is based on equation (3.9) with the

restriction β0 = β02 = β12 = 0, and is implemented as follows. The internal short-run

return to education (ISR) is defined as

ISR =
∂−→y t

∂
−→
S t

= α0 + 2α02
−→
S t (3.11)

The internal long-run return (ILR) due to a change of education in period t is defined as

ILR =
∂−→y t

∂
−→
S t

+
∂−→y t+1

∂
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S t

+
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=
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(3.12)

where 'ii =
∂G(λ)

−→
S t

∂
−→
S t

. Taking the derivative of neighbouring education in order to own

education we obtain the weight country i attaches to itself.

The total long-run return (TLR) is given by

TLR =
α0 + α1 + β1G (λ) ι

0 + 2 (α02 + α12)
−→
S t

1− ρ
(3.13)

We compute TLR under the assumption that neighbouring education, including own

country education, changes by one year. When we use standardized weights, by definition,

G (λ) ι0 simplifies to a vector of ones. Using non-standardized weights implies that G (λ) ι0

contains the sum of absolute weights each country attaches to his neighbours. Comparing

equations (3.12) and (3.13), we exclude β1'ii to avoid double counting. Finally, the

external long-run return (ELR) is computed as ELR = TLR− ILR.

The short-run return can be generically defined as s = l (1− ert), where l is the long-

run return, and r is the annual rate of convergence. If we take a first order Taylor expan-
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sion of the function 1−ert around t = 0, we obtain rt. This function defines the immediate
return as a fraction of the long-run return. In our case, r = (1− ρ) /10, and the time

needed to achieve the immediate return, t∗, is defined as ISR = ILR
¡
1− e−(1−ρ)/10×t

∗¢
.

By using data for periods of 10 years we measure t∗ imperfectly. We assume that inno-

vations in education are distributed uniformly, and correct t∗ by subtracting half of the

interval, 5 years. The immediate return is then defined as ImRet = r × (t∗ − 5)× l.

For the 40—year interval, the return to education is defined as

IRet40 = ILR× ¡1− e−(1−ρ)/10×40
¢

(3.14)

and similarly for TRet40.

3.B Data description

Table 3.10: List with the 75 countries used in the analysis

Argentina Ecuador Italy New Zealand Sweden

Australia El Salvador Jamaica Nicaragua Switzerland

Austria Finland Japan Niger Syria

Bangladesh France Jordan Norway Tanzania

Barbados Ghana Kenya Pakistan Thailand

Belgium Greece Korea, South Panama Togo

Bolivia Guatemala Lesotho Paraguay Trinidad and Tobago

Brazil Honduras Malawi Peru Turkey

Cameroon Hong Kong Malaysia Philippines Uganda

Canada Iceland Mali Portugal United Kingdom

Chile India Mauritius Romania United States of America

Colombia Indonesia Mexico Senegal Uruguay

Costa Rica Iran Mozambique South Africa Venezuela

Denmark Ireland Nepal Spain Zambia

Dominican Republic Israel Netherlands Sri Lanka Zimbabwe
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Table 3.11: Sample of weights for The Netherlands

Country Partner ewij gij

Netherlands France 38.447 0.175

Netherlands Belgium 35.140 0.160

Netherlands Italy 29.717 0.135

Netherlands Netherlands 24.243 0.110

Netherlands United Kingdom 16.369 0.074

Netherlands Spain 10.219 0.046

Netherlands Portugal 5.810 0.026

Netherlands Iran 5.470 0.025

Netherlands Brazil 5.295 0.024

Netherlands Turkey 4.546 0.021

Note: We restricted λ to 1.

Table 3.12: Sample of weights for The United States

Country Partner ewij gij

United States of America United States of America 126.096 0.490

United States of America France 13.121 0.051

United States of America Italy 11.729 0.046

United States of America Mexico 9.253 0.036

United States of America Japan 8.853 0.034

United States of America Brazil 8.849 0.034

United States of America Indonesia 6.389 0.025

United States of America India 5.993 0.023

United States of America United Kingdom 5.769 0.022

United States of America Canada 5.397 0.021

Note: We restricted λ to 1.



Chapter 4

Gender segregation and the wage
gap in Portugal: an analysis at the
establishment level

4.1 Introduction

The composition of the labour force differs widely across employers. Two main lines

of reasoning have been followed to explain that pattern: taste-based or quality-sorting

recruitment. In the first case, preferences by employers (or co-workers or customers) will

lead an employer into recruiting particular types of workers, but not others. Becker (1971)

has set the stage for this analysis, under the heading discrimination in the labour market.

The other line of reasoning distinguishes workers by their quality or productivity, to stress

sorting effects, according to which similar workers will be matched together in firms, if

their skills are complements in the production process. A good version of this type of

model is presented in Kremer (1993) and Kremer and Maskin (1996). Both theories

predict that workers with different attributes will be segregated into different workplaces.

Employment segregation will be a source of wage differentials between groups of work-

ers to the extent that different firms pay different wages. The two theories mentioned di-

verge, however, on the implications of segregation for wage setting. Nevertheless, gender

segregation along occupation or industry lines has been subject to wider scrutiny than

gender segregation among establishments. Studies evaluating the impact of the degree of

femaleness of the establishment on wages have in general found that inter-establishment

gender segregation accounts for a substantial share of the wage gap (see Carrington and

Troske, 1995, 1998; Yoon et al., 2003; Reilly and Wirjanto, 1999; Groshen, 1991; Pfeffer

and Davis-Blake, 1987; and, for earlier awareness on this pattern, McNulty, 1967, and

Buckley,1971).

57
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This chapter aims at quantifying the trend in worker segregation across establishments

and its impact on wages in Portugal over a fifteen year period. We concentrate on the

gender dimension, to answer the questions: What is the level of gender segregation across

establishments in the Portuguese labour market and how has it evolved over time? What

is the impact of segregation on wages? Is that impact different for men and women? The

aim is also to contribute to a better understanding of the Portuguese gender wage gap,

which revealed a hump-shaped pattern from 1985 to 1999, reaching a peak in 1991.

The study relies on a large linked employer-employee data set gathered by the Ministry

of Employment, based on an inquiry that every firm with wage-earners is legally obliged

to fill in. Each year, an average of two million workers, 200 thousand establishments, and

150 thousand firms are covered.

We evaluate worker segregation across establishments as departures from the segre-

gation that would prevail if workers were randomly assigned to establishments, instead

of departures from perfect integration, if groups were proportionately represented in each

establishment. In fact, Carrington and Troske (1997) have proven that, in particular in

the presence of small units, different groups of workers will never be evenly distributed

across establishments, even if the allocation is determined on a random basis. This re-

sult implies the computation of systematic segregation, as opposed to simple segregation,

being an important improvement to the literature. We therefore compute random and

systematic segregation, using both the Gini and the dissimilarity indices. The impact

of the degree of femaleness of the establishment on wages will be quantified using the

Oaxaca and Cotton-Neumark procedures for wage decomposition.

The chapter is organized as follows. Section 4.2 describes the data set. Section 4.3

provides information on the Portuguese labour market and describes trends in female em-

ployment. Section 4.4 analyses systematic gender segregation across establishments, and

Section 4.5 discusses the impact of gender segregation on wages. Concluding comments

are presented in Section 4.6.

4.2 Data set

The data used, Quadros de Pessoal, are gathered annually by the Ministry of Employment,

based on an inquiry to every firm with wage-earners, which reports information on the

firm, the establishment and all of its workforce. Given the legally binding nature of the

inquiry, the response rate is extremely high. The fact that the information (namely on

wages) is provided by the employer and the legal request for the data to be permanently

displayed in a public space in the establishment, contribute to their reliability, reducing
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measurement errors. Reported data include the worker’s gender, age, skill, occupation,

schooling, tenure, earnings and duration of work, and the establishment’s and the firm’s

location, industry, and size.

The full coverage of the workforce within establishments is a clear advantage of this

data set for the study of worker segregation across establishments. Also, the data are

very representative, being in fact a census of the establishments employing paid labour.

A wide set of variables is reported for each worker, but nevertheless less rich information

is provided on establishments.

Establishments in manufacturing and the services have been kept for analysis.1 Only

wage-earners aged 16 to 65 were considered. Note that a minimum establishment size

requirement had to be imposed for the analysis of the homogeneity of the workforce

within firms. Indeed, it would be meaningless to compute segregation for an establishment

with one worker or a similarly tiny dimension. During the period under analysis, the

legislation in the country defined a micro-firm as one employing less than 5 workers. We

have considered that benchmark, and throughout the chapter the analysis is restricted to

establishments with at least 5 workers. Therefore, large and small firms –which may be

different in terms of work organization and labour flexibility, for example –are included

in the analysis, and just tiny ones have been dropped.

These criteria led to a data set of 1.4 million workers and 62 thousand establishments

on average each year. A high proportion of the establishments in the Portuguese economy

has less than 5 wage-earners, but nevertheless they employ a very small proportion of the

workforce. Indeed, 90 percent of the wage-earners in the selected industries and age

bracket is kept for analysis, even though just 40 percent of the establishments employing

them fulfill the size requirement.2

4.3 The Portuguese labour market and trends in fe-

male employment

Interest in the Portuguese labour market has widened over the last two decades, mainly

driven by its good performance after mid-1980s, when compared to other Western econo-

1Given the low share of wage-earners in agriculture, its coverage in the data set is low. Because of that
we have excluded it from the analysis. By using manufacturing and services in our analysis we follow the
practice in the literature, and report comparable results.

2We have also considered establishments employing at least 3 workers, and performed the computation
of the overall segregation index. The level of total segregation is slightly higher once those establishments
are included in the analysis, whereas its trend is remarkably similar to the one that will be reported in
Section 4.4.
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mies. For example, the unemployment rate declined from 9 percent in 1985 to 4 percent in

2000. The economy has been under a process of modernization and restructuring, mainly

after joining the European Union in 1986.

As a consequence of this process of change, demand for skilled workers increased and

overall wage inequality widened, as wages at the top of the distribution grew faster than

those at the lower end (Cardoso, 1998). This has been associated with rising returns

to education and job requirements, and is consistent with the skill-biased technological

change hypothesis (see Hartog et al., 2001). In addition, wage differentials associated

namely with firm size and industry affiliation are substantial when compared with other

European countries (see for instance Hartog et al., 2000). In particular, the size of inter-

industry wage dispersion is high, comparable to countries normally rated as having a

decentralized wage setting system, such as the United States (US) or Canada.

These large wage differences for apparently equally-skilled workers indicate flexibility

to exploit industry or firm and establishment specific conditions, which may be related to

particular circumstances regarding industrial relations. Indeed, high wage flexibility has

been pointed out as a particular feature of this market (OECD, 1994a), and studies at the

micro level have shown that firms have considerable degree of freedom when manipulating

wages, despite widespread collective bargaining (Cardoso and Portugal, 2005).

In addition, it is well-known that wages are in Portugal low compared to other West-

ern economies. These lower wages reflect lower productivity of labour, which itself may

indicate reduced levels of physical and human capital (see Branco and Mello, 1992).

Female participation in the labour market is high when compared to other Southern

European countries such as Spain, Italy and Greece, and above the European Union

average. Female employment has been steadily increasing in the Portuguese economy.

Whereas it accounted for 32 percent of total employment in manufacturing and the services

in 1985, by 1999 it had risen to 43 percent. The composition of female employment

underwent changes as well. The share of employed women holding a University diploma

increased during that period from 3 percent to 9 percent, while the share holding a High-

School diploma increased from 11 percent to 19 percent. Changes in the composition of

male employment have been slower, as the share of employed males holding a University

diploma increased from 4 percent to 7 percent, and the share holding a High-School

diploma increased from 11 percent to 16 percent. These values illustrate clearly the low

level of educational attainment of the working population in Portugal.

Raw data points to a certain degree of gender segregation at the establishment level

(see Tables 4.4 and 4.5 in Appendix 4.A). While in the sample of females the average

share of women in the establishment is 56 percent to 65 percent, in the sample of males
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the values range from 20 percent to 25 percent –females tend to have predominantly

female co-workers, and males tend to have predominantly male co-workers.

Economic growth and increasing integration of women into the labour market did not

lead in Portugal to a systematic decline in the gender pay gap. In fact, the gap measured

as the difference between the mean values of log-wages in each group increased from 1985

to 1991, declining afterwards. Furthermore, empirical evidence has shown that even after

controlling for several worker and employer attributes, the Portuguese wage gap is high

and persistent (Kiker and Santos, 1991; Vieira, 1999).

4.4 Gender segregation at the establishment level:

systematic and random components

To evaluate total segregation in the labour force, the Gini and the Duncan dissimilarity

indices, respectively G and D, have been used:

D =
TX
i=1

1

2
|wi −mi| (4.1)

where wi and mi are the establishment i’s share of female and male employees in the

sample, respectively, and T is the number of establishments in the sample, and:

G = 1−
TX
i=1

wi

Ã
mi + 2

TX
j=i+1

mj

!
(4.2)

with the calculation being performed in the data sorted by wi/mi. Both indices are

bounded between 0 and 1, with 0 corresponding to maximum evenness (perfect integra-

tion), and 1 to maximum unevenness.

In intuitive terms, the value of the Duncan index indicates the share of men (or women)

that would have to move to eliminate inter-firm segregation (see Carrington and Troske,

1995, p.517). Thinking in terms of segregation curves, “the Gini index is equal to two

times the area between the diagonal line and the segregation curve, while the dissimilarity

index is equal to the maximum vertical distance between the diagonal and the segregation

curve" (Hutchens, 2001, p.17). For a more extensive discussion of the interpretation of

the indices, see Flückiger and Silber (1999, p.53-62).

Hutchens (2001) provides a thorough discussion of the properties of segregation in-

dices. Out of seven desirable properties highlighted, the Gini index fails to meet additive

decomposability (i.e., if we partition the population into mutually exclusive groups, the
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total Gini index cannot be exactly decomposed into the between-groups plus the within-

groups components), whereas the dissimilarity index fails to meet the property relating

to the movement of individuals between groups (for example, if women were shifted from

a group with lower proportion of women to one with higher proportion of women, the

dissimilarity index could nevertheless decrease). Hutchens himself does not attach much

relevance to the problem of the Gini index, acknowledging that this is a useful measure.

That is particularly so in our case, since we are not interested in knowing the contribution

of a subset of establishments to total segregation. By verifying the remaining six proper-

ties, the Gini index allows for the ordering, in a credible way, of different distributions in

terms of their level of segregation. The problem with the dissimilarity index is potentially

more serious. However, that index has been extensively used in the previous literature

(see for example Carrington and Troske, 1995, 1997, 1998; or Yoon et al., 2003) and, if

we want to have benchmark results to compare with ours, we are bound to use the same

type of segregation indices. Or, as Hutchens acknowledges, “the dissimilarity index and

the Gini index dominate the empirical literature” (Hutchens, 2001, p.17) and we have

therefore chosen to use them.

Segregation will never reach the value 0, in particular if the economy is made up

of small units, even if workers are randomly allocated to establishments. The example

in Carrington and Troske (1998, p.450-451) helps to clarify this point: in an economy

made up of a large number of two-worker establishments, whose labour force is assigned

randomly from a population with an equal number of men and women, one would end

up with one quarter of the establishments with two men, one quarter with two women,

and half with one man and one woman. This would imply a Gini segregation index

of 0.75, and a Dissimilarity index of 0.5. A generalization of this result for different

proportions of females in the labour force and different classes of establishment size is

provided in Carrington and Troske (1997, p.403-404; 1998, p.451), showing that random

allocation generates positive segregation as measured by traditional indices, and that

reported segregation increases when the sample is made up of smaller establishments,

therefore rendering comparisons across samples non-trivial.

One should therefore quantify the degree of systematic segregation existing in the

sample evaluated as departures from random segregation (the one that would result from

pure chance in the allocation of workers to establishments), instead of departures from

absolute evenness. This idea was discussed and applied in Boisso et al. (1994), as well as

in Carrington and Troske (1997, 1998).

To compute random segregation, we consider the original number of females and males

and the original establishment sizes in the sample. Then, workers are randomly reallocated
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to establishments and the segregation indices are computed.3 After a certain number

of replications of this procedure, the average segregation index reached is the random

segregation. To obtain the standard errors of the indices (total, random and systematic),

we use the bootstrap technique applied to segregation measurement as explained in Boisso

et al. (1994) and later also applied by Carrington and Troske (1998). In our computations

the bootstrap is based on 100 samples of 10 percent drawn from the original data.4

The systematic Gini segregation coefficient is computed as follows (Carrington and

Troske, 1997):

Ĝ =

(
G−G∗
1−G∗ if G ≥ G∗

G−G∗
G∗ if G < G∗

, (4.3)

where Ĝ ∈ [−1, 1]. If actual segregation exceeds random segregation (G > G∗), then Ĝ

quantifies excess segregation over that dictated by chance, expressed in percentage of the

maximum segregation that could occur (1 − G∗). When G < G∗, we face a situation in

which there is excess evenness (Carrington and Troske, 1997, p.406) in the distribution of

gender across establishments, that is, not even random allocation would be able to obtain

that balance in the distribution of individuals. As this index assesses random deviation,

its interpretation is not based on the quota of minorities nor on the size of the units.

However, as the size of units increases, the modified segregation index, Ĝ, tends towards

the value of the original index, G. The same procedure applies to the dissimilarity index.

Gender segregation across establishments in the Portuguese labour market is high and

has been relatively stable between 1985 and 1999 (see Table 4.1). We observe a slight

increase in the random segregation, which can be explained by the change in the dimension

of establishments5 and in the female participation in the labour market.

Systematic segregation, when measured by the Gini coefficient, has been stable around

0.67 during this period. The Dissimilarity index reveals as well stability, around the value

0.49. This means that approximately 49 percent of women or men would have to switch

employer to come to an equal (random) distribution of gender across establishments.

This suggests a high level of segregation when compared to the US manufacturing, since

3We use the uniform distribution to generate random numbers that sort workers, before they are
matched to the original array of employers (keeping the original number of positions available in each
employer). Using a random number generator, we guarantee that the reallocation does not follow a
systematic pattern. The procedure used also guarantees that the data set has exactly the original structure
(establishment size and gender composition of the workforce).

4We have repeated the procedure drawing 200 or 50 samples, and results remained roughly unchanged.
We have also checked whether dealing with a sample of the workforce, as most authors are constrained
to do, instead of the full population, would influence the results. Also in this case, results change very
little. The full set of results is available from the authors upon request.

5The average establishment size in the population under study decreased from 28 to 20 workers over
the period.
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Table 4.1: Gender segregation at the establishment level

Total Segregation Random Segregation Systematic Segregation
Dissimilarity Gini Dissimilarity Gini Dissimilarity Gini

1985 0.553 0.732 0.121 0.190 0.492 0.670
(0.016) (0.016) (0.005) (0.007) (0.017) (0.019)

1987 0.552 0.737 0.123 0.193 0.489 0.674
(0.016) (0.014) (0.005) (0.006) (0.018) (0.016)

1989 0.556 0.739 0.126 0.197 0.491 0.674
(0.016) (0.012) (0.004) (0.006) (0.017) (0.014)

1991 0.553 0.736 0.129 0.200 0.487 0.670
(0.014) (0.011) (0.004) (0.005) (0.015) (0.014)

1993 0.548 0.733 0.135 0.210 0.478 0.662
(0.012) (0.012) (0.004) (0.005) (0.012) (0.014)

1995 0.559 0.741 0.138 0.214 0.488 0.670
(0.012) (0.009) (0.006) (0.005) (0.012) (0.011)

1997 0.564 0.744 0.141 0.218 0.493 0.672
(0.009) (0.010) (0.004) (0.005) (0.010) (0.013)

1999 0.563 0.742 0.144 0.223 0.489 0.668
(0.009) (0.007) (0.004) (0.006) (0.010) (0.009)

Note: Bootstrap standard errors in parentheses.

Carrington and Troske (1998) have reported values of 0.33 and 0.45, respectively for the

dissimilarity and the Gini index. The values for Portugal are, however, remarkably in line

with those presented for Korea by Yoon et al. (2003), with an industry coverage similar

to ours.

4.5 The impact of gender segregation on wages

To analyse the impact of gender segregation at the establishment level on wages, consider

regressions of the type:

Wgi = βgXgi + ηgi (4.4)

where subscript g = (m, f) indicates the gender,Wgi is the log hourly wage of worker i,Xgi

denotes a set of individual and job related characteristics, which includes the proportion

of females in the establishment; βg denotes the regression coefficients and ηgi is a random

error term assumed to satisfy the usual properties. Hourly wages were computed as

monthly wages divided by the number of hours worked. Tables 4.4 and 4.5 in Appendix

4.A list all the variables included and their descriptive statistics.
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From OLS estimation of equations (4.4) it follows that:

W̄m − W̄f = (X̄m − X̄f)β̂m + (β̂m − β̂f )X̄f (4.5)

which is the Oaxaca (1973) male-based decomposition. The first term on the right hand

side indicates the portion of the wage gap attributable to differences between sexes in the

mean values of productive and job related characteristics (i.e., differences in endowments);

the second term represents the portion attributable to differences in prices of those char-

acteristics (often referred to as wage discrimination). The idea of the first term is to

value the difference in endowments at the wage rate that would prevail in the economy

in the absence of wage discrimination (the non-discriminatory wage structure, following

the reasoning by Becker, 1971). Oaxaca suggested using alternatively male or female

wages as that reference wage distribution, to define a range within which the values of

the components would fall.

Cotton (1988) and Neumark (1988) choose instead the computation of a specific point

within that range, by considering the non-discriminatory wage structure (β̂
∗
) as the

weighted average of the female and male wage structures, with weights equal to their

employment shares. The wage decomposition would therefore be defined as follows:

W̄m − W̄f = (X̄m − X̄f)β̂
∗
+ (β̂m − β̂

∗
)X̄m + (β̂

∗ − β̂f )X̄f (4.6)

Differing from Oaxaca’s proposal, the last two terms measure the male advantage and

the female disadvantage in coefficients (i.e., the extent to which the returns to productive

and other characteristics differ from the non-discriminatory returns). These two terms

are then used as measures of the extent of labour market discrimination.

It therefore follows that the contribution of the proportion of female workers at the

establishment level (P ) to the gender gap is given, under the Oaxaca method, by

(P̄m − P̄f)β̂mP + (β̂mP − β̂fP )P̄f (4.7)

and by

(P̄m − P̄f)β̂
∗
+ (β̂mP − β̂

∗
)P̄m + (β̂

∗ − β̂fP )P̄f (4.8)

under the Cotton-Neumark approach.
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4.5.1 Higher concentration of women in the establishment: lower

wages for women, but higher for men

The proportion of females in the establishment workforce has a negative impact on females’

wages, with the coefficient being statistically different from zero in every year. Conversely,

the higher the proportion of females in the establishment, the higher males’ wages (except

in 1999) (see Tables 4.6 and 4.7 in Appendix 4.A). For example, for males in 1985 an

increase of 10 percentage points in the proportion of females in the establishment was

associated with an increase of 0.3 percent in the average wage; this coefficient remained

relatively stable over the sample period, with a slight decrease after 1995. On the other

hand, the negative impact of this variable on female wages increased until early-1990s;

by 1993, a 10 percentage point increase in the proportion of females in the establishment

was associated with a decline in average female wages of approximately 1 percent. These

results contrast to previous available evidence that had revealed that the femaleness of the

establishment depressed the wages of both men and women (see Carrington and Troske,

1998; or Reilly and Wirjanto, 1999).

We have checked whether these results could be driven by the aggregate occupational

controls used in the regressions. That is not the case, since results are very stable once we

include more detailed controls (two- or three-digit classification of occupations). Moreover,

the results are also invariant to the exclusion of part-timers from the regression.

Still one other problem might affect the results. Even though the previous literature

on this issue has relied on OLS estimation, the endogeneity of the variable share of fe-

males might bias the results. We have extensively searched for ways to account for the

endogeneity of this variable.6 Omitted variables is the most likely source of bias in our

OLS regressions. We would like to control for firm attributes that may be correlated with

the share of females in its establishments, but data limitations force us to include such

variables in the error term. Firms may select the share of females they hire based on

certain variables we are not controlling for. In particular, we have not controlled for the

establishment productivity and it seems reasonable to assume that there are some unob-

served productivity differentials captured in the error term of the regression that may be

correlated with the share of females included in the equation. For instance, firms with low

productivity might tend to employ more female workers because they fit the jobs better,

6First of all, we have searched for feasible instruments. The share of female in the occupation or in
the region seemed at first sight natural candidates. However, the share of females in the occupation has
been used in the literature as a direct determinant of individual wages (see for example Bayard et al.,
2003), and the share of females at the regional level can itself be considered a determinant of the wage
level of the worker. We concluded that we were unable to find in our data set feasible instruments for
the share of females in the establishment.
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and females might be less productive than males due for example to job career interrup-

tions. If such a sorting process exists, it would show up in the regression coefficient of the

share of females, since productivity is not controlled for.

We believe, however, that this selection issue can be tackled if we include a firm-

specific effect in the wage regression. We have thus re-run the wage regressions including

a set of firm dummy variables. These terms are bound to capture the heterogeneity across

firms in terms of, for example, productivity, product market conditions or average labour

quality. Controlling for firm unobservable attributes should, at least partly, account for

productivity differences across establishments.

The results for these estimations are reported in Tables 4.8 and 4.9. The results for the

male working population using fixed-effects are in line with the ones previously obtained.

There is still a positive impact of the share of females in the establishment on male wages.

Indeed, from 1985 to 1995 that effect is now much stronger than previously estimated. If

the mechanism of sorting based on productivity described above were indeed at work, we

would expect these results (since, without any kind of control for the firm productivity,

the negative covariance between the share of females and the firm productivity would bias

the coefficient on the share of females downwards).7

For the female working population, results from 1993 onwards using fixed-effects are

consistent with the ones previously obtained using OLS; i.e., a larger share of females in

the establishment lowers female wages. That effect is now stronger. However, from 1985

to 1991 we find using fixed effects that a larger share of female had a positive impact also

on female wages (as opposed to the previous results using OLS).8

The taste-based wage discrimination and the quality-sorting theories reach different

predictions regarding wage gaps. According to the sorting theory, the wages of different

groups of workers within a firm will be positively correlated (see the matching models

in Kremer, 1993; and, for a more general model, Kremer and Maskin, 1996). The wage

discrimination theory, on the other hand, allows for the wages of men working with women

to be higher than the wages of other men, to compensate them for the ‘disutility’ of having

female co-workers. The evidence that a higher proportion of females in the establishment

lowers wages for women but raises wages for men would therefore lend support to wage

discrimination type of models. However, comparison of the OLS results with the fixed-

effects results highlights the relevance of sorting type of theories for the explanation of

7With no control for firm productivity, we would have E(b̂) = b + cCov(P,F )var(P ) , where P stands for the
proportion of females, F is the firm productivity, b is the coefficient on the proportion of females and c is
the coefficient on productivity, if it were observable and had been included in the regression. Since c > 0
and Cov(P,F ) < 0, the lack of control for productivity biases b downwards.

8As expected, the coefficient on the size of the establishment is now considerably lower than before,
since most of that effect is absorbed by the firm dummy variable.
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the pattern and trend of gender wage setting in Portugal.

Over time, the positive impact of the share of females at the establishment on male

wages declined in Portugal. As the proportion of female workers in the economy increased,

the compensation that male workers seem to receive for working with females has declined.

This result points to a fading out of discrimination mechanisms.

4.5.2 Segregation and the wage gap

We return to the OLS results previously used in the literature (and will comment below

on the results of the fixed-effects model). The contribution of the concentration of females

at the establishment level to the gender wage differential is quite significant, varying from

10 percent in 1995 to 25 percent in 1989 (see the last column in Table 4.2).

The role of prices has been prominent (see Table 4.2). The Oaxaca methodology using

male wages as the benchmark indicates that, concerning the proportion of females at the

establishment level, P , the contribution of the endowment component is negative (except

in 1999). In fact, given that the share of females has a positive impact on males wages (the

reference wage distribution considered) and that women on average work in establishments

with a higher proportion of females, the endowment component would raise female wages,

reducing the gender wage gap. However, this is offset by the effect of differences in prices

(i.e., coefficients) associated with the femaleness of the establishment (precisely because

they are positive for men and negative for women, as previously reported). This price

component accounts for 15 percent of the observed gap in 1985 and 21 percent in 1999,

fluctuating during the period in-between (see Table 4.3).

The decomposition based on the Cotton-Neumark methodology reveals that, for the

group of all the variables, differences in endowments, the male advantage and the female

disadvantage contribute positively to the observed gender gap, which is in line with the

results of Gyimah-Brempong et al. (1992). The contribution of the female disadvantage

is larger than the contribution of the male advantage.

With respect to the proportion of females in the establishment, most of the observed

gender gap is due to the female disadvantage component, rather than to the male ad-

vantage or to differences in endowments, whose contributions to the gap are fairly low.

Indeed, female underpayment accounts for 10 percent to 19 percent of the gender pay

gap, whereas male overpayment accounts for 2 percent to 4 percent of that gap. This

finding is at odds with the results of Rilley and Wirjanto (1999), who found a negative

contribution of the female disadvantage, suggesting that the impact of the femaleness of

the establishment on the observed gender wage gap operated mainly through males’ wage

advantage.
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Table 4.2: Male/female log-wage decompositions

Method. Oaxaca (1973) Cotton(1988), Neumark (1988)
endow. prices total endow. male adv. fem. dis. total P/gap

1985
all var. 0.1108 0.1465 0.2574 0.1112 0.0465 0.0997 0.2574

P -0.0108 0.0389 0.0281 -0.0028 0.0044 0.0264 0.0281 10.9
1987

all var. 0.0944 0.1566 0.2510 0.0974 0.0486 0.1049 0.2510
P -0.0132 0.0524 0.0391 -0.0021 0.0061 0.0351 0.0391 15.6

1989
all var. 0.0911 0.1787 0.2698 0.0992 0.0544 0.1162 0.2698

P -0.0113 0.0789 0.0675 0.0063 0.0099 0.0513 0.0675 25.0
1991

all var. 0.0952 0.1942 0.2894 0.1054 0.0617 0.1224 0.2894
P -0.017 0.0838 0.0668 0.0027 0.0114 0.0528 0.0668 23.1

1993
all var. 0.0911 0.1958 0.2869 0.1012 0.0643 0.1214 0.2869

P -0.0102 0.0782 0.0681 0.0085 0.0110 0.0485 0.0681 23.7
1995

all var. 0.1013 0.1630 0.2644 0.1046 0.0612 0.0985 0.2644
P -0.0137 0.0397 0.0260 -0.0038 0.0059 0.0240 0.0260 9.9

1997
all var. 0.0943 0.1615 0.2558 0.0986 0.0619 0.0953 0.2558

P -0.0059 0.0479 0.0420 0.0064 0.0073 0.0283 0.0420 16.4
1999

all var. 0.0944 0.1641 0.2585 0.0990 0.0637 0.0958 0.2585
P 0.0051 0.0542 0.0593 0.0192 0.0085 0.0316 0.0593 23.0

Notes: P is the proportion of females at the establishment level; gap stands for the gender wage gap;
‘endow.’ is endowments; ‘male adv.’ and ‘fem. dis.’ are male advantage and female disadvantage,
respectively; ‘all var.’ is all variables; and, ‘Method.’ is Methodology.

We have compared the contribution of the variable share of females to the total wage

gap with the contribution of industries or occupations. The contribution of occupations

taken together or industries taken together to the total gender wage gap is dwarfed by

the much larger contribution of the variable share of females.9

Table 4.10 in Appendix 4.A reports the decompositions of the wage gap using fixed-

effects estimation. Once we account for unobserved heterogeneity across firms, the con-

tribution of the share of females to the total wage gap is, as expected, substantially lower

(1 percent to 15 percent contribution when using fixed-effects, instead of 10 percent to

9The share of females accounts for 10 percent to 25 percent of the gap, whereas occupations account
for -2 percent to 8 percent, and industries account for -8 percent to 0 percent; the only exception is 1985,
when the contribution of occupations taken together reaches 19 percent.
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Table 4.3: Contributions to the observed gender wage gap (%)

Oaxaca (1973) Cotton (1988) and Neumark (1988)
all variables P all variables P
end. prices end. prices end. m. adv. f. dis. end. m. adv. f. dis.

1985 43.1 56.9 -4.2 15.1 43.2 18.1 38.7 -1.1 1.7 10.3
1987 37.6 62.4 -5.3 20.9 38.8 19.4 41.8 -0.8 2.5 14.0
1989 33.8 66.2 -4.2 29.2 36.8 20.2 43.1 2.3 3.7 19.0
1991 32.9 67.1 -5.9 28.9 36.4 21.3 42.3 0.8 3.9 18.4
1993 31.8 68.2 -3.6 27.3 35.3 22.4 42.3 2.9 3.8 17.0
1995 38.3 61.7 -5.2 15.0 39.6 23.4 37.0 -1.4 2.2 9.1
1997 36.9 63.1 -2.3 18.7 38.5 24.2 37.3 2.5 2.8 11.1
1999 36.5 63.5 2.0 21.0 38.3 24.8 36.8 7.4 3.3 12.2
Notes: P is the proportion of females at the establishment level; ‘end.’ is endowments; ‘m.
adv.’ and ‘f. dis.’ are male advantage and female disadvantage, respectively.

25 percent with OLS). However, a remarkable rising trend can still be detected, from a

3 percent contribution in 1985 to 15 percent in 1999. The endowments component still

exerts an egalitarian impact on the wage distribution (i.e., a negative contribution to the

gender wage gap), showing now a larger magnitude. Therefore, prices continue to be the

major force driving the contribution of the variable share of females to the gender wage

gap.

In synthesis, for the Portuguese case, segregation remained at stable levels from 1985

to 1999, but nevertheless the degree of femaleness of the establishment tended to become

more relevant accounting for wage differences across gender.

The question that would follow is of course what has driven these changes in prices,

but at this stage one can only present some speculative reasoning. During the second half

of the 1980s the Portuguese economy grew at a very fast pace. A large share of low-paid

females in an establishment might have resulted in a larger pie to be distributed among

males, in a rent-dissipation argument similar to the one presented by Winter-Ebmer and

Zweimüller (1996). Economic growth combined with short supply of qualified labour has

indeed led until mid-1990s to rising wage dispersion, with the bottom wages growing

slowly, when compared to top wages, which increased very sharply.

An alternative explanation may be derived from Goldin (1990), who analysed specifi-

cally the rising female labour force participation and the gender gap in the US. On several

fronts, the evidence on Portugal is consistent with Goldin’s reasoning. She shows that

recent entrants to the labour market tend to be older women, with less labour market

experience than the women already in the labour market. The decline in average actual

experience would lead to a decline in average females wages and an increase in the gender
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gap, particularly if one controls for potential experience and not for actual experience.

In Portugal, the average age of employed females indeed increased, from 33.6 years in

1985 to 34.9 in 1999. Also, the gender wage gap, as captured in wage regressions using

potential labour market experience, increased up to the early nineties. Progressing in

this reasoning, if the women entering the labour market tend to work mainly in estab-

lishments that were already employing a high proportion of females, which occurred in

Portugal, then segregation would account for an increasing proportion of the wage gap.

Furthermore, potential experience contains more error as older women and actually less

experienced ones join the labour force, such that the increasing role of segregation would

show up as a rising ‘price effect’. Evidence on Portugal is also consistent with this piece of

the reasoning. In synthesis, rising participation of females from slightly older groups may

provide several clues to explain the pattern and trends in the gender pay gap detected in

Portugal.

4.6 Conclusion

This chapter analysed gender segregation at the establishment level over fifteen years in

Portugal, and its impact on wages and the gender wage gap. A large employer-employee

matched data set has been used.

Results point to a high level of systematic gender segregation at the establishment

level. A higher proportion of females in the establishment lowers females’ wages and,

on the contrary, it raises males’ wages. The latter outcome contrasts with the evidence

available for other countries. Such evidence lends support to wage discrimination type

of models. However, comparison of the results obtained using OLS and including firm-

specific fixed-effects in the regressions highlights the relevance of sorting of workers into

establishments, based on their productivity, to the explanation of the pattern and trend in

gender wage setting in Portugal. Similarly, it highlights that discrimination mechanisms

are declining over time. The results point to the relevance of taking into account gender

segregation of the workforce at the establishment level when analysing the gender wage

gap and deciding on policy measures.
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Appendix to Chapter 4

4.A Additional tables

Table 4.4: Sample mean values (males)

1985 1987 1989 1991 1993 1995 1997 1999
Ln hourly wage 5.2596 5.5933 5.8110 6.1595 6.3603 6.4971 6.5818 6.7216
Proportion of females 0.1997 0.2052 0.2145 0.2228 0.2295 0.2363 0.2404 0.2463
Education 5.5132 5.6484 5.9063 6.1435 6.3539 6.6805 7.0088 7.3542
Experience(*) 26.208 26.127 25.507 25.387 25.294 24.810 24.298 24.204
Experience squared(*) 848.27 840.94 810.48 807.32 801.6 777.17 756.13 753.48
Tenure 10.006 10.1162 9.4890 9.2806 9.1149 8.9454 8.5275 8.4567
Tenure squared 178.10 183.91 175.58 175.83 170.14 165.72 158.41 158.44
Ln establishment size 4.6677 4.5950 4.4681 4.3857 4.2385 4.0938 4.0590 4.0027
Lisbon 0.4251 0.4103 0.4007 0.3997 0.3948 0.3805 0.3798 0.3804

Occupations:
Managers, higher clericals 0.0111 0.0103 0.0113 0.0119 0.0113 0.0311 0.0357 0.0401
Clerical staff 0.0895 0.0883 0.0936 0.0982 0.1007 0.1161 0.1152 0.1269
Commercial staff 0.1357 0.1329 0.1274 0.1248 0.1244 0.1329 0.1248 0.1231
Security and other services 0.0585 0.0588 0.056 0.0568 0.0586 0.0701 0.0715 0.0697
Farmers, agriculture workers 0.0024 0.002 0.0026 0.0023 0.0021 0.0029 0.0035 0.0033
Production workers (group 1) 0.2931 0.2892 0.2861 0.2921 0.2868 0.2933 0.2953 0.2923
Production workers (group 2) 0.1738 0.1718 0.1629 0.1651 0.1603 0.1793 0.1812 0.1759
Production workers (group 3) 0.2118 0.2215 0.2353 0.2201 0.2286 0.1367 0.1363 0.1336

Industries:
Textiles, clothing, footwear 0.0919 0.0949 0.0938 0.0898 0.0848 0.083 0.078 0.0708
Wood, cork 0.0461 0.046 0.0448 0.0408 0.0407 0.0476 0.0465 0.0441
Paper, print, publishing 0.0272 0.0271 0.0266 0.0263 0.0249 0.0251 0.0238 0.023
Chemical products 0.0480 0.0468 0.0438 0.0368 0.0346 0.0285 0.0255 0.0262
Non-metal minerals 0.0430 0.0406 0.0387 0.0398 0.0382 0.0346 0.0325 0.0336
Primary metals 0.0210 0.0203 0.0176 0.0144 0.013 0.0088 0.0081 0.0077
Machinery, equipment 0.1315 0.1239 0.124 0.1176 0.119 0.1075 0.1125 0.1102
Electricity, gas, water 0.0214 0.0214 0.0157 0.0181 0.0173 0.0168 0.0161 0.0141
Construction 0.1247 0.1257 0.1363 0.1449 0.1488 0.1574 0.1665 0.1634
Wholesale 0.0903 0.0904 0.0893 0.0924 0.0922 0.0865 0.0835 0.0847
Retail 0.0474 0.0491 0.054 0.0563 0.0592 0.0874 0.0884 0.0902
Restaurants, cafes, hotels 0.0309 0.0321 0.0332 0.0336 0.0351 0.0399 0.0389 0.0387
Transportation 0.1083 0.1117 0.1014 0.1096 0.106 0.1002 0.0971 0.0982
Banking, insurance 0.0555 0.0541 0.0601 0.0584 0.0601 0.0595 0.0523 0.0484
Services to firms 0.0176 0.0182 0.0219 0.0261 0.0282 0.0045 0.0048 0.0056
Social, personal services 0.0440 0.0463 0.0484 0.0480 0.0506 0.0675 0.0832 0.1008
Note: (*) Potential experience, computed as age− education− 6.
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Table 4.5: Sample mean values (females)

1985 1987 1989 1991 1993 1995 1997 1999
Ln hourly wage 5.0022 5.3423 5.5412 5.8701 6.0735 6.2327 6.3260 6.4631
Proportion of females 0.5639 0.5767 0.5956 0.6082 0.6185 0.6341 0.6455 0.6505
Education 5.4763 5.7060 6.0359 6.3121 6.5439 7.0174 7.3776 7.7936
Experience(*) 22.168 22.272 21.626 21.267 21.240 21.278 21.125 21.118
Experience squared(*) 627.35 631.66 603.7 588.88 588.39 592.58 592.64 597.43
Tenure 8.9576 9.0402 8.3458 7.8066 7.5880 7.7406 7.4244 7.2951
Tenure squared 136.07 143.12 135.83 129.95 124.24 127.21 123.15 122.81
Ln establishment size 4.6199 4.5449 4.4241 4.3596 4.2646 4.1835 4.1423 4.1082
Lisbon 0.4018 0.3948 0.3790 0.3733 0.3709 0.3621 0.3588 0.3702

Occupations:
Managers, higher clericals 0.0127 0.0139 0.0166 0.0171 0.0202 0.0305 0.0351 0.0405
Clerical staff 0.0677 0.0704 0.0742 0.0793 0.0814 0.0718 0.0721 0.0814
Commercial staff 0.2124 0.2019 0.1968 0.1894 0.1852 0.2145 0.2067 0.2125
Security and other services 0.0768 0.0817 0.0825 0.0861 0.0967 0.1400 0.1624 0.1713
Farmers, agriculture workers 0.0016 0.0012 0.0023 0.0018 0.0014 0.0016 0.0021 0.0018
Production workers (group 1) 0.2469 0.2506 0.2541 0.2649 0.2512 0.2427 0.2388 0.2219
Production workers (group 2) 0.1249 0.1143 0.0954 0.0812 0.0707 0.0943 0.0797 0.0697
Production workers (group 3) 0.2507 0.2575 0.2681 0.2685 0.2824 0.1886 0.1871 0.1848

Industries:
Textiles, clothing, footwear 0.3288 0.3287 0.3279 0.3210 0.3017 0.2858 0.2633 0.2366
Wood, cork 0.027 0.0248 0.0234 0.0224 0.0222 0.0261 0.0258 0.0252
Paper, print, publishing 0.0216 0.0217 0.02 0.018 0.0172 0.0178 0.0159 0.0157
Chemical products 0.0396 0.0363 0.0318 0.0275 0.0248 0.0198 0.0167 0.0177
Non-metal minerals 0.0248 0.0233 0.0222 0.0245 0.024 0.0238 0.0223 0.0226
Primary metals 0.0049 0.0041 0.0035 0.0028 0.0024 0.0016 0.0014 0.0016
Machinery, equipment 0.0689 0.0657 0.0600 0.0633 0.0627 0.0674 0.0684 0.0716
Electricity, gas, water 0.0068 0.0069 0.0045 0.0050 0.0046 0.0042 0.0043 0.0037
Construction 0.0129 0.0117 0.0141 0.0161 0.0162 0.0157 0.0167 0.0171
Wholesale 0.0687 0.0654 0.0643 0.0648 0.0647 0.0594 0.0579 0.0587
Retail 0.0627 0.0651 0.0679 0.0716 0.0785 0.0948 0.1043 0.1118
Restaurants, cafes, hotels 0.0534 0.0542 0.0563 0.0574 0.063 0.0715 0.0710 0.0684
Transportation 0.0585 0.0582 0.0534 0.0524 0.0489 0.0433 0.0407 0.0388
Banking, insurance 0.0421 0.0402 0.0447 0.0419 0.0436 0.0440 0.0396 0.0398
Services to firms 0.0139 0.0162 0.0210 0.0256 0.0284 0.0046 0.0048 0.0056
Social, personal services 0.0916 0.1112 0.1238 0.1275 0.1441 0.1683 0.1984 0.2217
Note: (*) Potential experience, computed as age− education− 6.
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Table 4.6: Ordinary least squares regressions (males)

1985 1987 1989 1991
coeff. t-value coeff. t-value coeff. t-value coeff. t-value

Proportion of females 0.0296 13.7 0.0356 16.1 0.0297 13.2 0.0441 18.1
Education 0.0506 290.6 0.0552 305.2 0.0623 331.8 0.0656 328.1
Experience 0.0268 197.6 0.0287 204.3 0.0296 207.3 0.0281 182.3
Experience sq./100 -0.0353 -162.0 -0.0374 -165.0 -0.0383 -164.0 -0.0362 -142.6
Tenure/10 0.1036 86.4 0.1047 85.5 0.1033 81.0 0.0982 68.8
Tenure squared/100 -0.0129 -36.3 -0.0122 -33.3 -0.0118 -30.0 -0.0103 -23.3
Ln establishment size 0.0575 245.2 0.0604 250.2 0.0551 216.9 0.0543 188.4
Region: Lisbon 0.0726 98.2 0.0686 89.4 0.0763 93.7 0.0985 109.9
Occupation(9 categories) yes yes yes yes
Industry (17 categories) yes yes yes yes
Observations 862137 860395 889362 885135
Adjusted R2 0.6234 0.6373 0.5995 0.5596

1993 1995 1997 1999
coeff. t-value coeff. t-value coeff. t-value coeff. t-value

Proportion of females 0.0262 10.4 0.0344 14.7 0.0147 6.6 -0.0127 -6.4
Education 0.0682 331.8 0.0474 216.9 0.0456 223.3 0.0459 243.8
Experience 0.0279 172.7 0.0272 176.1 0.0269 182.8 0.0254 193.0
Experience sq./100 -0.0350 -130.6 -0.0363 -141.1 -0.0357 -143.7 -0.0336 -151.5
Tenure/10 0.1015 64.6 0.1052 67.9 0.1304 89.0 0.1420 105.2
Tenure squared/100 -0.0134 -27.3 -0.0125 -25.8 -0.0188 -41.2 -0.0203 -48.1
Ln establishment size 0.0554 185.4 0.0570 191.8 0.0584 212.7 0.0569 215.4
Region: Lisbon 0.1104 116.3 0.1037 112.3 0.0923 102.8 0.0934 112.8
Occupation(9 categories) yes yes yes yes
Industry (17 categories) yes yes yes yes
Observations 868326 859522 923256 947059
Adjusted R2 0.5444 0.6041 0.5951 0.6343
Note: In each regression the dependent variable is log hourly wage.
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Table 4.7: Ordinary least squares regressions (females)

1985 1987 1989 1991
coeff. t-value coeff. t-value coeff. t-value coeff. t-value

Proportion of females -0.0393 -17.6 -0.0552 -24.3 -0.1027 -45.1 -0.0936 -38.6
Education 0.0475 178.1 0.0564 203.0 0.0610 229.3 0.0662 235.6
Experience 0.0155 81.8 0.0166 87.7 0.0175 99.5 0.0161 89.4
Experience sq./100 -0.0192 -59.6 -0.0199 -61.7 -0.0202 -65.2 -0.0180 -54.8
Tenure/10 0.1209 72.0 0.1213 72.8 0.1186 71.3 0.1169 64.8
Tenure squared/100 -0.0216 -38.8 -0.0199 -35.5 -0.0195 -32.0 -0.0173 -26.2
Ln establishment size 0.0458 138.6 0.0486 147.3 0.0444 133.3 0.0443 126.4
Region: Lisbon 0.0764 70.4 0.0679 62.3 0.0660 61.0 0.0795 69.4
Occupation(9 categories) yes yes yes yes
Industry (17 categories) yes yes yes yes
Observations 402523 424697 477440 507748
Adjusted R2 0.6594 0.6498 0.6355 0.5864

1993 1995 1997 1999
coeff. t-value coeff. t-value coeff. t-value coeff. t-value

Proportion of females -0.1003 -38.7 -0.0283 -12.0 -0.0596 -26.8 -0.0960 -50.7
Education 0.0710 246.4 0.0434 170.1 0.0411 177.0 0.0423 213.5
Experience 0.0166 87.2 0.0176 98.3 0.0183 109.6 0.0169 126.2
Experience sq./100 -0.0182 -52.2 -0.0228 -68.3 -0.0243 -78.6 -0.0215 -88.8
Tenure/10 0.1297 63.3 0.1284 67.8 0.1368 79.6 0.1482 105.2
Tenure squared/100 -0.0228 -30.9 -0.0221 -33.5 -0.0236 -39.9 -0.0254 -52.7
Ln establishment size 0.0473 135.3 0.0548 164.7 0.0532 174.7 0.0440 172.4
Region: Lisbon 0.0927 75.8 0.0769 68.4 0.0715 66.8 0.0637 72.5
Occupation(9 categories) yes yes yes yes
Industry (17 categories) yes yes yes yes
Observations 524732 562909 634009 675553
Adjusted R2 0.5631 0.6317 0.6118 0.6833
Note: In each regression the dependent variable is log hourly wage.
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Table 4.8: Firm fixed-effects regressions (males)

1985 1987 1989 1991
coeff. t-value coeff. t-value coeff. t-value coeff. t-value

Proportion of females 0.1169 24.2 0.0771 15.5 0.0839 15.7 0.1065 18.3
Education 0.0397 248.6 0.0422 255.9 0.0478 272.4 0.0499 265.8
Experience 0.0229 205.6 0.0243 205.1 0.0264 212.1 0.0257 189.1
Experience sq./100 -0.0300 -176.0 -0.0300 -170.4 -0.0300 -173.3 -0.0300 -152.1
Tenure/10 0.0920 85.4 0.0880 78.5 0.0850 70.1 0.0810 58.8
Tenure squared/100 -0.0100 -26.3 -0.0100 -21.2 -0.0100 -14.5 0.0000 -10.1
Ln establishment size -0.0023 -6.1 0.0012 3.0 -0.0009 -2.0 0.0014 2.9
Region: Lisbon 0.0129 11.8 0.0183 16.1 0.0274 21.4 0.0304 21.3
Occupation(9 categories) yes yes yes yes
Industry (17 categories) yes yes yes yes
Observations 862137 860395 889362 885135
Adjusted R2 0.800 0.800 0.770 0.730

1993 1995 1997 1999
coeff. t-value coeff. t-value coeff. t-value coeff. t-value

Proportion of females 0.0633 10.1 0.0299 5.1 -0.0032 -0.6 0.0095 1.9
Education 0.0523 266.1 0.0350 177.7 0.0342 185.5 0.0350 207.2
Experience 0.0261 181.3 0.0244 177.6 0.0247 191.1 0.0237 208.1
Experience sq./100 -0.0300 -141.0 -0.0300 -143.1 -0.0300 -151.4 -0.0300 -165.1
Tenure/10 0.0850 56.1 0.0930 61.4 0.1120 78.5 0.1170 90.5
Tenure squared/100 -0.0100 -13.4 -0.0100 -20.1 -0.0100 -32.8 -0.0100 -37.8
Ln establishment size 0.0038 7.2 -0.0005 -1.0 0.0021 4.2 0.0048 9.1
Region: Lisbon 0.0339 22.3 0.0417 26.7 0.0383 26.5 0.0350 25.2
Occupation(9 categories) yes yes yes yes
Industry (17 categories) yes yes yes yes
Observations 868326 859522 923256 947059
Adjusted R2 0.710 0.760 0.760 0.790
Note: In each regression the dependent variable is log hourly wage.
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Table 4.9: Firm fixed-effects regressions (females)

1985 1987 1989 1991
coeff. t-value coeff. t-value coeff. t-value coeff. t-value

Proportion of females 0.0290 5.1 0.0232 3.8 0.0171 2.6 0.0153 2.2
Education 0.0346 146.9 0.0401 170.7 0.0454 188.3 0.0499 195.6
Experience 0.0116 73.8 0.0128 80.1 0.0143 92.8 0.0136 84.2
Experience sq./100 -0.0100 -56.7 -0.0200 -59.9 -0.0200 -65.1 -0.0200 -54.7
Tenure/10 0.1080 65.1 0.1110 67.1 0.1060 63.6 0.1100 60.6
Tenure squared/100 -0.0200 -32.1 -0.0200 -30.8 -0.0100 -24.5 -0.0100 -23.2
Ln establishment size 0.0040 5.9 0.0090 12.6 0.0048 7.3 0.0121 16.7
Region: Lisbon 0.0241 11.5 0.0277 13.5 0.0254 11.2 0.0335 15.1
Occupation(9 categories) yes yes yes yes
Industry (17 categories) yes yes yes yes
Observations 402523 424697 477440 507480
Adjusted R2 0.823 0.810 0.790 0.740

1993 1995 1997 1999
coeff. t-value coeff. t-value coeff. t-value coeff. t-value

Proportion of females -0.0058 -0.8 -0.0275 -3.9 -0.0421 -6.7 -0.0545 -10.0
Education 0.0545 206.5 0.0316 132.5 0.0304 138.4 0.0314 171.3
Experience 0.0143 82.4 0.0145 91.2 0.0151 101.5 0.0146 124.6
Experience sq./100 -0.0200 -52.3 -0.0200 -66.1 -0.0200 -75.6 -0.0200 -90.1
Tenure/10 0.1230 59.3 0.1270 66.1 0.1360 76.5 0.1360 96.2
Tenure squared/100 -0.0200 -27.5 -0.0200 -32.0 -0.0200 -38.4 -0.0200 -48.0
Ln establishment size 0.0088 11.4 -0.0011 -1.6 0.0013 1.9 0.0055 8.9
Region: Lisbon 0.0375 16.3 0.0358 15.9 0.0481 23.9 0.0310 19.0
Occupation(9 categories) yes yes yes yes
Industry (17 categories) yes yes yes yes
Observations 524732 562909 634009 675553
Adjusted R2 0.710 0.770 0.750 0.820
Note: In each regression the dependent variable is log hourly wage.
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Table 4.10: Contribution of the share of females to the total gender wage gap, under
alternative estimation methods

Oaxaca or Cotton-Neumark decomposition (total component)

1985 1987 1989 1991 1993 1995 1997 1999
OLS 10.9 15.6 25.0 23.1 23.7 9.9 16.4 23.0
fixed effects 2.7 1.0 2.9 5.0 6.3 9.3 10.3 14.6

Oaxaca decomposition (endowments component)

1985 1987 1989 1991 1993 1995 1997 1999
OLS -4.2 -5.3 -4.2 -5.9 -3.6 -5.2 -2.3 2.0
fixed effects -16.5 -11.4 -11.9 -14.2 -8.6 -4.5 0.5 -1.5

Oaxaca decomposition (price component)

1985 1987 1989 1991 1993 1995 1997 1999
OLS 15.1 20.9 29.2 28.9 27.3 15.0 18.7 21.0
fixed effects 19.2 12.4 14.7 19.2 14.9 13.8 9.8 16.1

Cotton-Neumark decomposition (endowments component)

1985 1987 1989 1991 1993 1995 1997 1999
OLS -1.1 -0.8 2.3 0.8 2.9 -1.4 2.5 7.4
fixed effects -12.6 -8.8 -8.6 -9.8 -5.1 -1.1 3.0 2.7

Cotton-Neumark decomposition (male advantage component)

1985 1987 1989 1991 1993 1995 1997 1999
OLS 1.7 2.5 3.7 3.9 3.8 2.2 2.8 3.3
fixed effects 2.2 1.5 1.9 2.6 2.1 2.0 1.5 2.5

Cotton-Neumark decomposition (female disadvantage component)

1985 1987 1989 1991 1993 1995 1997 1999
OLS 10.3 14 19 18.4 17 9.1 11.1 12.2
fixed effects 13.1 8.3 9.6 12.2 9.3 8.3 5.8 9.4



Chapter 5

Micro foundations for wage
flexibility: wage insurance at the
firm level

5.1 Introduction

The impact of high wage flexibility reducing economic fluctuations and improving macro-

economic performance has been highlighted in the literature, where wage flexibility has

invariably been evaluated as the responsiveness of wages to aggregate conditions, namely

the unemployment rate. However, in the terminology of Faggio and Nickell (2005), wage

flexibility has two different aspects: the responsiveness of wages to labour market con-

ditions, and the responsiveness of wages within a firm to idiosyncratic shocks to its pro-

ductivity or its output. They concentrate on the first aspect. The second aspect can be

understood as the micro foundations for wage flexibility, the issue under analysis in the

current study. We focus on Portugal, pointed out as one of the OECD economies with

highest wage flexibility, despite its labour market regulations.

More precisely, we will provide an answer to the questions: What is the responsiveness

of wages to shocks to firm output? I.e., to which extent do firms provide wage insurance

to their workers, insulating them from fluctuations in product markets? Which firm

and worker attributes are associated with a higher degree of wage flexibility at the firm

level? A very precise hypothesis has been stated by Faggio and Nickell (2005): national

collective bargaining is associated with lower responsiveness of wages to labour market

conditions. We will check whether workers covered by national bargaining agreements

also see their wages react less to firm level idiosyncratic shocks than workers covered

by more decentralized agreements. At first sight that might be expected, but it is not

necessarily the case. Indeed, Teulings (1997) has argued that in a corporatist setting for

79
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wage bargaining, firms can delegate on trade unions the task of adjusting contracts to

macro level shocks, while then promoting adjustments to firm idiosyncratic shocks. Also,

Cardoso and Portugal (2005) have shown that firms are able to overcome the constraints

imposed by collective bargaining by adjusting the actual wage paid on top of the bargained

wage. We will also inspect the impact of other labour market regulations, namely the

minimum wage, on wage flexibility. Other hypotheses can be derived from the wage

insurance literature, which has shown that the share of risk borne by the firm and the

worker depends on factors such as: the persistence of the shocks hitting the firm; workers’

and firms’ preferences, namely their degree of risk-aversion; the sensitivity of firm output

to worker effort; the likelihood of bankruptcy.

An empirical test on such theories depends crucially on the quality and detail of the

data available. We use a longitudinal matched employer-employee data set of remarkable

quality, which matches all the firms and workers in the manufacturing and services private

sectors. Given its nature, problems commonly faced by longitudinal data sets, such as

panel attrition and under- or over-representation of certain groups, are avoided. Also,

the legal requirement for the data to be posted in a visible location within the company

contributes to its reliability, reducing measurement errors.

Guiso et al. (2005) have devised an empirical strategy to quantify the impact of tem-

porary and permanent firm-level shocks on wages, which relies on longitudinal matched

employer-employee data to estimate dynamic panel data models. We will follow their

strategy to quantify the wage response to firm-level permanent and transitory shocks.

We will then explore the forces that shape wage flexibility at the firm level, in particular

the role of the institutional setting.

After the brief revision of the literature that follows, Section 5.3 describes the institu-

tional framework for wage setting in Portugal and Section 5.4 describes the data. Sections

5.5 to 5.8 summarize the empirical model and present the results, before concluding com-

ments are presented in Section 5.9.

5.2 Wage insurance in the previous literature

Insurance models can explain why wages do not adjust as much as predicted by spot

market theory, after changes in the demand for the firm output. The underlying idea is

that firms, being risk neutral, commit to paying a pre-defined wage to their risk averse

workers, independently of product market fluctuations. Such strategy is profit maximizing

because risk-averse workers will accept a non-stochastic wage lower than the expected

value of a stochastic wage. Early models have been developed by Baily (1974), Gordon
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(1974), and Azariadis (1975). Other models predict relatively smaller insurance provision.

Gamber (1988) allows for firm bankruptcy, which constrains the capacity of the firm to

provide insurance to the workers, and distinguishes between temporary and permanent

shocks, in a two-period model. In his model, real wages react more to permanent shocks

than to temporary ones. In case of temporary shocks, the firm wishing to smooth the

wage of the worker over time can promote a relatively small wage adjustment in the period

the shock occurs, deferring the rest of the adjustment to the following period.

A central issue that follows concerns the enforceability of insurance contracts. For

example, if worker performance is not verifiable, the firm may gain from declaring that

it is below its actual level and reneging the contract, thus paying a wage lower than

the insurance wage. Similarly, if worker mobility is allowed, the worker might gain from

reneging the contract and accepting a better outside offer. Implicit contract theory has

established conditions under which it is in the firm’s and in the worker’s interest to stick

to the contract. Basically, workers and firms will respect the contract as long as its long-

run gains outweigh the short term benefit from reneging it. The insurance wage could

therefore fluctuate between the level strictly required to prevent the firm from dismissing

the worker and, by a similar reasoning, the level strictly required to prevent the worker

from quitting. The latter case holds when contracts are not binding on the worker, whereas

the former holds when contracts are not binding on the firm.1

Empirical studies relied initially on aggregate industry data (Gamber, 1988; Christofi-

des and Oswald, 1992; Blanchflower et al., 1996), progressing to use firm-level averages

(Hildreth and Oswald, 1997; Nickell and Wadhwani, 1990). Beaudry and DiNardo (1991)

use individual worker data, but their indicator of market conditions is computed at the

aggregate or industry level. Similarly, Weinberg (2001) uses individual data, but relies

on a measure of shocks defined at the industry level, to analyse wage and employment

fluctuations at the industry level in response to demand shocks. Devereux (2005) relies on

panel data on workers to quantify the impact of industry-level demand shocks on wages,

finding that industry wages respond positively to changes in industry employment. Fag-

gio and Nickell (2005) use worker longitudinal data to quantify the impact of changes in

labour market conditions at the regional level on wages. Finally, Guiso et al. (2005) have

set a new benchmark in the analysis of this issue. The ingenious empirical identification

strategy followed relies on longitudinal matched employer-employee data to estimate dy-

1For an early overview of contract theory, see Rosen (1985). Weiss (1984) has considered the role
of mobility costs preventing workers from quitting and thus enabling firms to provide wage insurance;
Holmstrom (1981) and Thomas and Worrall (1988) model the consequences of the loss of reputation by
firms that renege on a contract; in the model by Harris and Holmstrom (1982), firms learn about worker
ability and adjust the wage to the outside market to prevent the worker from quitting.
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namic panel data models and quantify the impact of temporary and permanent firm-level

shocks on wages. They found that firms provide full insurance against temporary shocks,

while providing only partial insurance against permanent shocks.2

We will follow Guiso et al. (2005) and the basic intuition behind the procedure imple-

mented in sections 5.5 to 5.8 is the following. First, consistent estimates of the residuals

from a wage and a firm’s performance regression are retrieved. Second, we regress idio-

syncratic shocks to wages on idiosyncratic shocks to firm’s performance, and evaluate the

level of insurance provided by the firm to both temporary and permanent shocks. Finally,

we check for heterogeneity of the wage reaction according to firm and worker attributes.

5.3 Wage setting institutions in Portugal

The Portuguese labour market is characterized by a high level of employment rigidity and

high wage flexibility. In fact, its strict job protection legislation, covering issues such as

advance notice required before dismissal, severance pay, and the rules on use of fixed-

term or temporary contracts, invariably place the country among the OECD economies

with highest employment rigidity (see, for example, OECD, 1999). On the contrary,

the country ranks among the OECD economies with highest wage flexibility (see OECD,

1992), since wages are highly responsive to the unemployment rate, despite the regulated

framework.

Even though union membership has declined, from 61 percent in 1970 and 1980 to 32

percent in 1990 (OECD, 1994b, p.184), collective bargaining covers almost all of the work-

force. This wide coverage results from widespread mechanisms of extension of contracts:

most often, employers who subscribe to an agreement apply it to all of their workforce,

irrespective of the worker union membership status; employers or workers representatives

can join an existing agreement, subscribing to a contract they had initially not signed;

moreover, the Government can impose mandatory extensions of existing contracts, when

workers are not covered by a trade union, when one of the parties refuses to negotiate or

negotiation is obstructed in any other way.

Studies at the micro level have identified sources of wage flexibility under this regulated

2In a competitive wage setting where wages are perfectly determined by the market, full insurance
resembles perfect market flexibility where wages do not depend on firms’ idiosyncracies. In such context,
the term “full insurance” can be misleading. In a situation where wages have some degree of dependence
on firms’ specific performance, what is defined as partial insurance in the current terminology might as
well be a rent seeking behavior of incumbents who are able to negociate wages on top of the market wage.
However, partial insurance translates the idea since workers are trading a full insured non-stochastic wage
by potential gains associated with some wage flexibility. As such, we can call it partial insurance even
though it is the result of the bargaining between firms and their workers.
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setting. In particular, Cardoso and Portugal (2005) have found that wages set by collective

bargaining reflect to a high extent the degree of power of the partners negotiating, but

subsequent firm-specific arrangements reduce the returns to union power, adjusting wages

to the conditions that prevail at the micro level. Also, Cardoso (1999) had found that the

returns to different worker attributes vary widely across firms.

As a rule, wage negotiations are held yearly and the wage updates take effect in

January each year.3

5.4 Data set

Quadros de Pessoal is a matched employer-employee data set gathered by the Ministry of

Employment, based on an inquiry that every company with wage-earners is legally obliged

to fill in. Public administration and domestic service are not covered, and the coverage

of agriculture is low, given its low share of wage-earners. For the remaining sectors, the

mandatory nature of the survey leads to an extremely high response rate. Each year,

around two million workers and 100 to 200 thousand companies are covered. Data for

1991 to 2000 are used.

Reported data cover the firm and all the workers engaged in the firm in a reference week

(whether wage-earner, unpaid family member of owner working in the firm). Reported

variables include the firm’s location, industry, employment, sales volume, ownership struc-

ture, and date of creation, and the worker’s gender, schooling, age, occupation, seniority,

several components of wage, duration of work, and collective bargaining contract.

A worker identification code, based on a transformation of the social security number,

enables tracking him/her over time. Extensive checks have been performed to guarantee

the accuracy of the data, using gender, date of birth, and highest schooling level achieved.

A firm identification code enables tracking it over time. Based in particular on the location

of the firm and its official identification codes, extensive controls are implemented by the

data gathering agency to guarantee that a firm is not assigned a different number later

on.

Details on the construction of the database, sample sizes, and descriptive statistics are

presented in Appendices 5.A, 5.B and 5.C.

3Further details on the Portuguese labour market can be found in Section 4.3.
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5.5 Firm performance

Based on the specification used by Guiso et al. (2005), firms’ performance is modeled as

salesjt = γt + ρsalesj,t−1 +X
0
jtΓ+ ηj + �jt (5.1)

where salesjt is the logarithm of sales of firm j in period t, Xjt is a vector of firm

characteristics that includes a set of industry and location dummies, γt represents period

t specific constant, ρ and Γ are parameters to be estimated, ηj is the firm specific effect,

and �jt is the remaining component of the error term.

A major issue concerns the empirical measurement of fluctuations in product markets.

The shock affecting the firm has been defined using: the industry output price (Gam-

ber, 1988; Christofides and Oswald, 1992); the industry profit (Blanchflower et al., 1996;

Christofides and Oswald, 1992); firm profits, in studies that rely however on wage data

also aggregated for the firm level (Hildreth and Oswald, 1997; Nickell and Wadhwani,

1990). Abowd and Lemieux (1993) rely on a set of assumptions to compute a profitability

variable (quasi-rents per worker) at the firm level, and use the price of exports and im-

ports at the industry level to instrument it. Guiso et al. (2005) use value added instead

of profits, arguing that it is the variable directly subject to stochastic fluctuations, being

more reliable than profits. A similar option was taken by Estevão and Tevlin (2003),

who nevertheless used industry data. Holzer and Montgomery (1993) used firm sales,

with wages averaged for the firm level. We use sales as our indicator of firm performance,

arguing that it captures demand uncertainty, as shocks in product demand are directly re-

flected in changes in sales. Given fluctuations in demand, output could remain unchanged

if prices would adjust fully and instantaneously, but since that is not the case, output will

undergo fluctuations (Baily, 1974). Sales were deflated using the GDP deflator.

Estimation of equation (5.1) by OLS or the usual panel models, fixed or random ef-

fects, is inconsistent in the presence of the lagged dependent variable, since, by definition,

salesj,t−1 is correlated with ηj. We follow Arellano and Bond (1991), taking first differ-

ences to eliminate the fixed effect, and then estimating equation (5.1) using a generalized

method of moments (GMM) procedure. The set of instruments include salesj,t−3 and

earlier levels of this variable. The remaining regressors are treated as exogenous, and in-

troduced in levels as instruments. The results for the 1—step GMM estimation procedure

are reported in Table 5.1.

The use of this method calls for some discussion. This solution has poor finite sample

properties concerning bias and precision when the available instruments are weak. Blun-

dell and Bond (1998) show that the solution of Arellano and Bond (1991) has a large
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Table 5.1: Sales regression

Variable Estimate
Log sales at t− 1 .473 (.022)
Region dummies 8.534 [.074]
Industry dummies 72.54 [.000]

Year dummies 151.3 [.000]
Sargan 37.1 [.093]

Sargan-df 27
AR(1) -21.41 [.000]
AR(2) 5.244 [.000]
AR(3) .718 [.473]
AR(4) -.833 [.405]
AR(5) -.153 [.879]
AR(6) .665 [.506]
AR(7) -.672 [.501]

Observations 94365
Firms 17097

Notes: The regression has been estimated
by the first-differenced GMM procedure dis-
cussed in Arellano and Bond (1991). The
instruments are discussed in the text. The
dependent variable is log real sales. Robust
standard errors reported in parentheses; p-
values in brackets. For region, industry and
year dummies, the joint F − statistic is re-
ported. Sargan-df stands for the degrees of
freedom of the Sargan test. AR(n) shows the
nth order test for serial correlation in the first-
differenced residuals.
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Table 5.2: Firms’ autocovariances

τ E(∆�jt,∆�j,t−τ) Standard error
0 .7795 .0151
1 -.3096 .0080
2 -.0653 .0103
3 .0031 .0076
4 .0083 .0073
5 -.0051 .0070
6 -.0020 .0067
7 -.0009 .0067
Note: The autocovariances are computed us-
ing all years pooled.

downward bias when the time series are persistent and the number of periods is small,

and argue for the implementation of a system GMM estimation, for first-differences and

levels. In our case, this solution is not feasible given the structure of the error component

�jt assumed later on.4

The persistence of sales over time is represented by a coefficient on lagged sales of

0.47. Our results indicate that industry dummies are jointly significant, just like time

dummies and region dummies. According to the Sargan test, we do not reject the validity

of our instruments at the 1% and 5% levels. The serial correlation in the first-differenced

residuals indicates that we should be using lagged levels of sales dated t− 3 and earlier,
as we do.

In Table 5.2 we report the autocovariance structure for ∆�jt. The results confirm

our choice of instruments. After 3 lags the covariance of first-differenced residuals is

insignificant. These results are of particular interest for the specification of the structure

of the error term which will take place in Section 5.7.

5.6 Worker earnings

Workers’ wages are specified as

wageijt = K
0
ijtΦ+ ϕi + αPjt + βTjt + ψijt (5.2)

4In Section 5.7 we define �jt = ζjt + ν̃jt − θν̃j,t−1 and ζjt = ζj,t−1 + ũjt, which implies that
Cov(�jt,∆�j,t−τ ) 6= 0. This renders infeasible the implementation of the system GMM estimation.
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Table 5.3: Wage regression

Variable Estimate
Log wage at t− 1 .692 (0.083)
Region dummies 13.11 [.108]
Industry dummies 24.54 [.220]

Year dummies 126.5 [.000]
Sargan 27.53 [.121]

Sargan-df 20
AR(1) -10.85 [.000]
AR(2) 5.180 [.000]
AR(3) -1.837 [.066]
AR(4) 1.745 [.081]
AR(5) -.652 [.515]
AR(6) .607 [.544]
AR(7) -1.213 [.2225]

Observations 98655
Individuals 30657

Notes: The dependent variable is log real
monthly wage. See the note to Table 5.1.

where wageijt stands for the logarithm of monthly wage of worker i engaged in firm j

in period t, and K includes industry, region and year dummies, as well as age and age

squared. The first component of the error term is the worker specific effect, ϕi. Following

Guiso et al. (2005), we include in the wage regression the permanent and transitory

components of firm specific shock, Pjt and Tjt, respectively. The parameters α and β

capture the impact of these shocks on wages. Finally, ψijt is the remaining component of

the error term not captured by the worker specific effect or the firm specificities.

To replicate Guiso et al.’s (2005) strategy to identify α and β we need to multiply

equation (5.2) by (1− ρL), where L is the lag operator. The transformed wage equation

is defined as

wageijt = ρwageij,t−1 + (1− ρL)K
0
ijtΦ+ (1− ρL)(ϕi + αPjt + βTjt + ψijt) (5.3)

The direct implication is that we introduce state dependence on wages in the equation

to be estimated. The presence of the lagged dependent variable on the right hand side

as a result of this transformation brings about an endogeneity problem. In order to solve

this issue, and as in the case of equation (5.1), we use Arellano and Bond first-differenced

GMM procedure to obtain consistent estimates.

The transformation applied to equation (5.2) leads to the composite error term ωijt =
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Table 5.4: Workers’ autocovariances
τ E(∆ωjt,∆ωj,t−τ) Standard error
0 .0536 .0012
1 -.0253 .0008
2 -.0034 .0009
3 -.0009 .0007
4 .0005 .0006
5 -.0001 .0008
6 .0010 .0010
7 -.0017 .0014
Notes: The autocovariances are computed
using all years pooled. ∆ωijt is the first-
differenced composite residual from equation
(5.2).

(1−ρL)(ϕi+αPjt+βTjt+ψijt). It follows from the above setup that it includes worker’s

idiosyncrasy, together with the permanent and transitory shocks to firm’s performance.

The transformation (1 − ρL) imposes a structure on wage residuals that is related to

the covariance structure present in equation (5.1). The resulting components and specific

covariance structure will be the basis for the identification of α and β, and will be discussed

in detail in section 5.7. For the moment, we concentrate on the estimation and analysis

of the first-differenced composite error term ∆ωijt.

We use levels of wage lagged 4 periods and earlier as instruments for first-differenced

equations. The remaining regressors are assumed exogenous and introduced in levels. The

results for the 1—step first-differenced GMM estimation are reported in Table 5.3.5

The coefficient on lagged wage is 0.69, indicating higher persistence than for sales.

Industry dummies are not jointly significant, while region dummies are marginally in-

significant at the 10% level. The test for overidentifying restrictions does not reject our

instruments. Table 5.4 reports the covariance structure of first-differenced residuals as-

sociated with equation (5.2), ∆ωijt. First-differencing implies that ∆ωijt lacks ϕi; i.e.,

it is defined only as a function of the remaining three components of the error term in

equation (5.2). The results support our choice of instruments in Table 5.3.

5We have considered each employment spell as a pair worker-firm, since we are interested in the
provision of wage insurance by a given firm, and not the overall insurance the worker may enjoy when
switching firms.
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5.7 Insurance provision by the firm

To quantify the insurance provided by firms to their workers we need first to estimate the

sensitivity parameters, α and β, and then to estimate the different variance components

of the error terms associated with equations (5.1) and (5.2). Throughout the section, we

borrow the formulation and estimation strategy proposed by Guiso et al. (2005), adjusting

for the specificities of our analysis. The main findings are reported in Table 5.5.

We start by showing in Panel A the covariance structures in the matched sample

of firms and workers, which contains 71585 observations. The first two columns report

results similar to those shown in Tables 5.2 and 5.4. The last column shows that the

covariance between the worker’s and the firm’s lagged shocks is positive and significant,

which is a first indication that firms do not provide full insurance to their workers.

We proceed with the estimation of α and β and report the results in Panel B. To assess

insurance within the firm we now focus our attention on the relation between changes in

workers’ residuals, ∆ωijt, and changes in the firms’ residuals, ∆�jt. Firms’ error term,

�jt, is formulated as the sum of two components: a random walk and a MA(1), such

that �jt = ζjt + ν̃jt − θν̃j,t−1, where ζjt = ζj,t−1 + ũjt. By assuming that E(ũ2jt) = σ2ũ,

E(ν̃2jt) = σ2ν̃ for all t, E(ν̃jsν̃jt) = E(ũjsũjt) = 0 for s 6= t, and E(ν̃jsũjt) = 0 for all s and

t, we expect that after two periods the autocovariance of ∆�jt goes to zero. Empirically,

Table 5.2 gives support to this specification, since we observe that autocovariances are

zero for lags above 2, and non-zero for two or less lags.

The worker specific effect ϕi drops out of ∆ωijt. From Guiso et al., first-differences of

permanent and transitory shocks to firms performance are defined as ∆Pjt = (1− ρ)−1ũjt
and ∆Tjt = (1 − ρL)−1[(1 − θL)∆ν̃jt − (1 − ρ)−1ρ∆ũjt], respectively. Finally, the last

component of the error term in equation (5.2) is defined as ψijt = ϑijt + ξijt − λξij,t−1,

with ϑijt = ϑij,t−1 + μijt. This specification is also not rejected by the results for the

autocovariances in ∆ωijt, Table 5.4.

At the core of the estimation strategy lies two instrumental variables regressions, whose

specific instruments allow for the identification of the parameters of interest; i.e., α, the

sensitivity of wages to permanent shocks, and β, the sensitivity of wages to transitory

shocks. In both cases, the dependent variable is ∆ωijt, and the explanatory variable is

∆�jt. Consistent estimates of these variables are obtained from sales and wage regressions

presented in Tables 5.1 and 5.3, respectively. Under the defined covariance structure for

∆ωijt and∆�jt, Guiso et al. (2005) show that (
P2

τ=−2∆�j,t+τ)
k is a valid set of instruments

for the first regression where we estimate α, while in the second regression the estimation

of β can be based on the instruments (∆�j,t+1)
k.

To estimate both α and β we have used the feasible efficient GMM procedure, con-
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Table 5.5: Testing for insurance

A. Covariances
τ E(∆ωjt,∆ωj,t−τ) E(∆�jt,∆�j,t−τ) E(∆ωjt,∆�j,t−τ)
0 .0545 .7174 -.0012

(.0014) (.0265) (.0010)
1 -.0256 -.2912 .0035

(.0009) (.0143) (.0010)
B. Sensitivity to permanent and transitory shocks

Permanent shock Transitory shock
Sensitivity .0924 -.0011

(.0446) (.0019)
Observations 25667 55077

J-test [.5405] [.1919]
F-test [.0019] [.0000]

Exogeneity test [.0422]
C. Variance components and insurance coverage

Firm Worker
σ2ũ .1325 σ2μ .0058

(.0203) (.0113)
σ2ṽ .3667 σ2ξ .0168

(.0323) (.0058)
θ -.1775 λ -.2155

(.0394) (.0281)
Ratio .3004

Notes: In Panel A the covariances are computed for the matched sample, and using all
years pooled. Panel B reports the estimation of the sensitivity to permanent shocks, α,
and the sensitivity to transitory shocks, β. For both regressions the dependent variable
is ∆ωijt and the explanatory variable is ∆�jt. The estimation procedure and specific
instruments used in each regression are explained in the text. The F − test refers to the
first-stage regression. Standard errors are reported in parentheses; p-values in brackets.
In Panel C, the Ratio is defined in the text.
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trolling for error correlation within firms.6 In each regression the specific instruments are

defined for k = 1, .., 9. For both regressions, a likelihood-ratio test rejects the null that

the extra powers of the instruments are redundant.7 The overidentifying restriction tests

do not reject the validity of instruments used in both regressions, and from the F-test

we conclude that the instruments used in each regression are jointly significant. Finally,

we performed the exogeneity test for ∆�jt based on the difference in the Hansen-Sargan

statistic between a model where it is assumed exogenous and our alternative model where

we take it as endogenous. The test rejects the null that ∆�jt is exogenous. This result

implies that we also reject the equality between the sensitivity to both types of shocks.

We conclude from Panel B that workers’ wages are not sensitive to transitory shocks

on firms’ performance, but they respond to firms’ permanent shocks. The elasticity of

wages to permanent shocks to firms’ performance is 0.09 (compared to 0.07 in Guiso et

al., 2005, for Italy).

Following the evidence provided by Altonji and Segal (1996), we estimated the different

variance components using equally weighted minimum distance. Panel C reports the

results. We can define the two variances associated with the shocks to sales as σ2u =

σ2ũ/(1− ρ)2 and σ2v = (1+ θ2)σ2ṽ +(ρ/(1− ρ))2σ2ũ. These are the variances of the permanent

shock and the transitory shock, respectively. We estimate that σ2u is 0.477, and σ2v is

0.485, which amounts to a considerable variability. The moving average coefficient is

about −0.18. All three estimates are statistically significant. For workers the variance of
permanent shocks, σ2μ, is approximately 0.01 (statistically non-different from zero), while

the variance of transitory shocks, σ2ξ , is 0.0168. The moving average parameter estimate

is −0.22, and significant. These results are consistent with our analysis from Panel B.

Our results also show that the different variances are considerably higher for firms than

for workers.

To compute the portion of wage variability that can be attributed to firm’s shock, the

ratio
r
E
nh
(∆ωijt)

2
i
|j
o
/

r
E
h
(∆ωijt)

2
i
is defined. We conclude that approximately 30%

of the total variability in wages can be explained by firm-specific risk. For the Italian

labour market, Guiso et al. conclude that this ratio is about 15%. In comparison with

Italy, Portugal also presents much higher variances of the shocks for both sales and wages.

6In the permanent shock regression we clearly reject the null hypothesis of homoskedastic error terms,
which justifies the use of GMM. For example, the Pagan and Hall test discussed in Baum et al. (2003)
has a p−value of 0.0148. For the transitory shock the evidence on heteroskedasticity is mixed. However,
since our sample is large enough for asymptotic results to be valid, and given that IV gives inconsistent
inference results if errors are in fact heteroskedastic, we adopted a conservative strategy and implemented
the GMM procedure also in this case. The following conclusions on transitory shocks are not changed if
we use generalized IV instead of GMM.

7The p− value of the tests is always below 0.001.
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Combining the evidence gathered so far, we conclude that Portuguese firms provide less

insurance to their workers, when compared to Italian firms, a result in line with the high

wage flexibility pointed out by studies on Portugal.

5.8 Forces shaping wage flexibility at the firm level

We now turn to the analysis of heterogeneity in insurance provision by firms. We consider

different factors identified in the theoretical literature as shaping wage flexibility at the

firm level. First of all, firms may be subject to institutional constraints. As argued

by Faggio and Nickell (2005), national pay bargaining may insulate wages from firm

idiosyncratic shocks. A similar role can be played by the minimum wage legislation, since

firms with a large share of their workforce on minimum wage will have part of their wage

policy set by the Government based on nation-wide trends. Firms that operate in more

than one industry or region may be more able to diversify risk. On the contrary, a higher

risk of going bankrupt will reduce the firm possibility to provide wage insurance. We

consider also the occupation of the worker, with a dummy variable for managers meant to

proxy two factors: the sensitivity of firm output to worker effort, with the wages of crucial

workers more closely linked to firm performance, and therefore subject to less insurance

provision; the capacity of the worker to bear risk, with managers likely to have more

wealth and more access to financial markets where to diversify risk, and larger expertise

in financial issues. The possibility of monitoring output has been pointed out as another

factor that reduces the degree of insurance provided by the firm. Indeed, if the firm could

monitor exactly the effort of the worker, it would not need to engage in a wage contract.

Higher precision of the signal on the agent’s effort will lead to less insurance (Guiso et

al., 2005) have computed the noise on performance as the variability over time in the

performance of the firm).

Empirically, we implement the heterogeneity analysis by extending the estimations in

Panel B of Table 5.5 such that interactions of the explanatory variable ∆�jt with firm

and worker attributes are added. The dependent variable remains ∆ωijt. The results are

reported in table 5.6, where Manager is a dummy variable equal to one if he worker is a

manager and Decent. barg. equals one if the worker is covered by firm-level bargaining,

as opposed to a massive collective bargaining agreement.8 Bankruptcy is the threat of

bankruptcy9, NInd is the number of industries in which the firm operates, FSize stands

8Worker covered by a firm-level agreement or collective bargaining agreement (which involves a re-
stricted group of firms, not organized into an employer association), as opposed to collective bargaining
contracts, which often cover a whole industry, or the mandatory regime imposed by the Government.

9The percentage of firms that goes bankrupt in a given year and detailed region.
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Table 5.6: Insurance heterogeneity

Permanent shock Transitory shock
∆�jt -.1628 -.0506

(.1016) (.0076)
[.0281] [.3192]

∆�jt ∗Manager .0194 -.0039
(.0054) (.0029)
[.0157] [.4370]

∆�jt ∗ SDsales -.0078 .0023
(.0081) (.0013)
[.0990] [.4230]

∆�jt ∗Bankruptcy .0215 .0021
(.0110) (.0004)
[.0298] [.3736]

∆�jt ∗ Foreign .0149 .0124
(.0239) (.0023)
[.0380] [.4229]

∆�jt ∗ FSize -.0050 .0018
(.0081) (.0012)
[.0486] [.3717]

∆�jt ∗NInd .0101 .0063
(.0245) (.0041)
[.0289] [.4130]

∆�jt ∗ Shareminw -.0380 .0095
(.0229) (.0410)
[.3266] [.1754]

∆�jt ∗Decent.barg. -.0017 .0171
(.0298) (.0030)
[.0357] [.5210]

Observations 25604 54873
J-test: p− value .4309 .5447

Notes: The dependent variable is ∆ωijt. The instruments used in each
regression are explained in the text. Robust standard errors reported in
parentheses; Shea’s (1997) partial R2 in brackets. We account for within
firm correlation of residuals. We report the J-test for the validity of the
instruments.
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for (log of) firm employment, and Foreign is a dummy variable for the foreign origin of

the capital; SDsales represents the volatility of firm sales10, and Shareminw is the share

of workers in the firm earning the national minimum wage.

To estimate these regressions we implemented once again the GMM procedure used

in Panel B of Table 5.5, and define the extra instruments as the previous instruments

interacted with the new variables. Note that different sets of instruments correspond

to estimation results in columns 1 and 2 in that table, allowing for the estimation of

heterogeneity in sensitivity to permanent and temporary shocks, respectively. The validity

of each set of instruments is not rejected in both regressions, as indicated by the J-test.

Since we have multiple endogenous regressors, Shea’s (1997) partial R2 are reported for

each regressor used in the two regressions.

Results indicate that firms with a larger share of their workforce earning the minimum

wage are less able to translate permanent shocks in product demand into wage changes.

Indeed, the minimum wage is set at the national level by Government regulation, taking

into explicit account aggregate trends such as the overall economy inflation rate. However,

when faced with transitory shocks, firms with different shares of minimumwage workers do

not react differently in terms of wage insurance. The level at which collective bargaining

takes place also has an impact on the degree of insurance provided by the firm when faced

with transitory shocks. More decentralized bargaining regimes are associated with less

insurance, as opposed to massive collective wage setting agreements, which constraint the

capacity of the firm to reflect demand shocks on wage changes.

Managers are less insured against permanent shocks than the rest of the workforce.

This could be due to the fact that they may receive performance pay that links wages

directly to the results of the company. Moreover, managers can be expected to be less

risk-averse than other workers and as such would not have to be given the same level of

insurance to exert effort. However, managers and workers with other occupations receive

equal protection against transitory shocks.

Firms with a higher threat of bankruptcy are, as expected, less able to provide wage

insurance and more constrained to reflect changes in product markets into changes in

wages. That holds both for transitory and permanent shocks. Firms with higher vari-

ability in their sales offer less insurance against transitory changes in their performance.

When faced with higher uncertainty in product markets, firms are bound to reflect more

of the change in sales on wages, in the short run. Foreign firms provide less insurance to

transitory shocks.

10Measured by the standard deviation of logarithm of sales for the years under analysis.
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5.9 Conclusion

The impact of product market uncertainty on workers wages has been evaluated, relying

on data of remarkable quality to estimate dynamic panel data models. Results point to the

rejection of the full insurance hypothesis. Workers’ wages respond to permanent shocks

to firm performance, whereas they are not sensitive to transitory shocks. Based on the

comparable analysis made for Italy by Guiso et al., we conclude that Portuguese firms

provide less insurance to their workers. The higher responsiveness of wages to shocks

at the firm level corroborates evidence previously reported on the high degree of wage

flexibility in Portugal, when evaluated as the responsiveness of wages to macroeconomic

conditions.

Another aim of the analysis was to check the impact of labour market regulations on

the extent to which firms translate idiosyncratic shocks in product markets into shocks

to the wages paid. We found that the national minimum wage and collective bargaining

are indeed associated with the extent of wage insurance provided by the firm. Firms with

a larger share of their workforce earning the minimum wage are less able to translate

permanent shocks in product demand into wage changes. Also, massive collective wage

setting agreements constraint the capacity of the firm to reflect idiosyncratic demand

shocks into wage changes. This would be consistent with a corporatist wage setting view

of the labour market, according to which the major role of these institutions would be to

promote a smooth adjustment of wages to another type of shocks, those at the aggregate

level.
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Appendices to Chapter 5

5.A Checks on the consistency of data

After merging the worker data across years, inconsistencies were identified if the worker

gender or date of birth was reported changing, or if the highest schooling level achieved was

reported decreasing over time. In that case, the information reported over half the times

has been taken as the correct one11 (0.8%, 2.3%, 5.2% of the observations have been cor-

rected, respectively for gender, birth date and education). Workers with inconsistent data

after the introduction of the previous corrections were dropped. The whole information on

the worker was dropped, whichever the incorrect number of observations identified (1.7%,

1.1%, and 4.3% of the observations, respectively for gender, birth date and schooling).

Workers with missing age or schooling after the introduction of the previous corrections

were dropped (respectively 0.7% and 1.7% of the observations, corresponding to 2.1% and

2% of the workers).

5.B Constraints imposed

The analysis focuses on workers and firms in manufacturing and services private sector in

mainland Portugal.

On the worker side, we have retained wage-earners working full-time, aged 18 to 65,

whose wage is not below the national minimum wage12 (which led to dropping 20%, 2%,

and 3% of the data set, respectively). Outliers in wage growth have been dropped,13

which corresponded to a very small share of the data base, 0.03%. Workers observed

just once in the database cannot be considered in the estimation of the models used (and

thus 5% have been dropped). This is the full set of workers, which comprises over ten

million observations. Due to the large size of the full data set it was not feasible to run

the worker computations on the full data set and we have therefore used a 2 percent

random sample of workers (keeping all the yearly observations for the selected workers).

Descriptive statistics on this sample, comprising 205,352 yearly observations on 42,008

workers, are presented in table 5.7.14

11Note that this requirement is more demanding than just considering the modal value as the accurate
one.
12May drop apprentices and handicapped workers.
13Log difference in real wages either greater than 2 or smaller than -.5.
14The dynamics in the models under estimation determine that a smaller number of individuals will

be considered in the regressions.
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On the firm side, we have kept firms operating full-year, and whose sales are not

missing or outlier15 (thus dropping 3%, 9%, and 0.2% of the firms, respectively).16 Firms

that were ever larger than 20 workers have been kept for analysis, since they are more

likely to be run in entrepreneurial terms. Given the very small size structure of the firms

in the Portuguese economy, this led to keeping 12% of the firms. The set of firms under

analysis comprises 131,118 yearly observations on 18,368 firms. Descriptive statistics are

reported in table 5.8.17

5.C Descriptive statistics

Gross monthly earnings were computed as monthw = bw+ sen+ reg,where bw stands for

base-wage, sen are seniority-indexed components of pay, and reg are other regularly paid

components. Wages were deflated using the Consumer Price Index.

Table 5.7: Descriptive statistics on workers

Variable Mean Std. Dev.

Log real monthly wage (PTE) 11.63 0.50

Age 36.2 10.91

Gender (female) 0.39

Education

4 years 0.46

6 years 0.22

9 years 0.13

High School 0.14

University 0.05

Occupation

managers 0.02

professionals 0.02

middle managers, technicians 0.09

administrative 0.15

service, sales 0.11

skilled 0.27

Continued on next page...

15Log difference in real sales either greater than 5 or smaller than -5.
16Firms in the first few months of their existence, not yet one year, were excluded, to avoid capturing

sales fluctuations that are due to part-year operation.
17The dynamics in the models under estimation determine that a smaller number of firms will be

considered in the regressions.
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... table 5.7 continued

Variable Mean Std. Dev.

machine operators, assembly 0.14

unskilled 0.15

unknown 0.05

Industry

food, beverage, tobacco 0.05

textiles 0.17

wood 0.04

chemicals 0.05

mineral products 0.15

construction 0.10

trade 0.21

restaurants, hotels 0.05

transport, communications 0.04

banking, insurance, business services 0.09

other services 0.05

Region

North Coast 0.34

Center Coast 0.16

Lisbon 0.4

Inland 0.08

Algarve 0.03

Type of collective bargaining agreement

Decentralized 0.06

Massive 0.94

N 205352
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Table 5.8: Descriptive statistics on firms

Variable Mean Std. Dev.

Log real sales (1000 PTE) 12.93 1.45

Number workers in firm 58.22 170.8

Number of industries in firm 1.09 0.38

Share firms bankrupt in province 0.09 0.04

Variability firm sales over time: sd log real sales 0.5 0.51

Share of workers earning the minimum wage 0.03 0.11

Industry

food, beverage, tobacco 0.05

textiles 0.19

wood 0.05

chemicals 0.06

mineral products 0.15

construction 0.11

trade 0.2

restaurants, hotels 0.04

transport, communications 0.04

banking, insurance, business services 0.06

other services 0.05

Region

North Coast 0.34

Center Coast 0.18

Lisbon 0.37

Inland 0.08

Algarve 0.03

Origin of capital

national 0.94

foreign 0.06

N 131118





Chapter 6

Conclusion

This thesis is the compilation of four empirical studies on education, growth and labour

economics. Education measurement error issues, the education of neighbouring countries,

and the implication of both on growth regression estimation results are at the centre of

the analyses in Chapters 2 and 3. In Chapters 4 and 5 we focus on labour economics

topics. Specifically, we study gender discrimination and wage insurance provided by the

firm, taking as an example the Portuguese labour market. Two main reasons justify the

choice of the Portuguese case: (i) the richness of the data set available with information

on matched employer-employee, which puts it among unique data sets used to analyse the

labour market, and (ii), the Portuguese integration in the European Union in the last 20

years, which makes it a good case study to discuss and confront the results available in

the literature. The main results of each chapter can be summarized as follows.

The starting point for Chapter 2 was the observation that there is a systematic dif-

ference in the education level between census data and observations constructed from

enrolment data, in the education data provided by Barro and Lee (2001). A methodology

was suggested for taking into account such measurement error, and its results point to

an underestimation of education of about 0.2 years of education for every 5 years. In a

regression context, although standard attenuation bias arguments suggest that using a

corrected version of the data would lead to a higher coefficient, our growth regressions

reveal the opposite. Our argument is that understatement of the average change in ed-

ucation helps explaining the higher coefficient obtained with the data released by Barro

and Lee, when compared with results obtained for the corrected education data we build.

In face of the evidence, we have proposed an alternative explanation for the known

difference between regressions based on 5 and on 10 year first—differences. A higher

incidence of census observations in the 10 year data, when compared with the 5 year span

data, is associated with a lower spurious variation in education, which helps explain why

the coefficient of education in the growth regression is higher when we use data with larger

101
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time spans.

The computations based on our corrected data show an immediate return to education

bounded between 4.2% and 6.5%, while its long-run counterpart varies between 54% and

59%. These long-run returns to education should be compared with the time it takes to

fully observe them. The half-life of this return is bounded between 75 and 99 years, which

makes the span of the data currently available too short to identify with precision long-run

returns to education. For example, using the data set released by Cohen and Soto (2001)

we have confirmed the positive contemporaneous returns to education, but a smaller

long-run return of 49% was uncovered. The overall evidence supports both human capital

and externalities explanations for the role of education in economic growth. Additional

estimations using dynamic panel data methods indicate that our main estimation results

are statistically consistent.

A limitation of the analysis is the simplicity of the growth regressions used to test the

role of education on economic growth. This might raise some concern on the reliability

of the estimated returns to education. Although we believe that the models estimated

capture the essence on the question under analysis, an extension to consider in future re-

search is to analyse how the corrected education measure would perform in more complete

growth regressions.

In Chapter 3 we have analysed education spillovers across countries. By using bilateral

trade to quantify the interaction between countries, we have built a measure of neighbor-

ing education for each country. Consistent with the findings in the previous chapter,

countries’ investment in education have both contemporaneous and long-run effects in

their growth process. This positive effect also spills-over to their neighbours. Returns to

education exceed the private returns identified in the literature, and significant externali-

ties of education are revealed in the long-run. The internal short-run return to education

is about 6% to 7%, while the internal return in the 40-year interval of our analysis is

above 11%. Within this time frame, the returns to external education can be as high as

17%. By controlling for neighboring education we obtain a higher return to education

when compared with the previous chapter. In the long-run, the return to own education

is above 34%, while the total return is at least 66%. Depending on the weights we use,

external returns can achieve 52% in the long-run. Once again, we have to account for the

fact that the half-life period lies above 65 years.

We have illustrated those results by means of a series of examples. In particular,

we have computed the returns to education in three countries, namely: the US, The

Netherlands, and the UK. The US, with an average education of 12 years in 2000, has

lower returns to education than, for example, The Netherlands and the UK, who have



CHAPTER 6. CONCLUSION 103

lower average levels of education. By accounting for the time frame and the relative

position of each country in the world distribution of education, we have concluded that

cross-country evidence is compatible with the results of the literature on private returns

to education.

Results on neighbouring education are less clear when we use non-standardized weights.

Although having “good” neighbours, as measured by their specific effect, has a positive

impact on economic performance, the final result presented in Chapter 3 reveals that the

role of neighbouring education is not easily identified in this context. Further research is

needed in order to disentangle “good” neighbours from neighbours with a “good” educa-

tion.

From a policy point of view, we conclude that investments in education have an im-

portant return in terms of economic performance, both in the short and the long run. In

spite of the measurement error problems commonly associated with growth regressions

and education data, our analysis indicates that investments in education have both level

and growth effects in the countries’ economic performance. Furthermore, accounting for

interactions between countries reinforces the conclusion that overall returns to education

are considerable, and seem to justify the investment in education that has been observed

across countries.

In order to complement the analysis by linking regional and private returns to educa-

tion within countries or economic areas, we could apply this type of analysis, for instance,

to European regions. This way, we would reduce data quality problems, and the analy-

sis would benefit from a higher degree of homogeneity of the units of observation. An

important extension of the analysis is to compare the returns to education to the ones

associated to alternative investments; e.g. on health, infrastructures, good institutions,

or innovation. Such computations are relevant to evaluate whether further investments

in education are the efficient way to foster economic growth, once a certain level of in-

vestment is achieved. Given the simplicity of the gravity model used as the basis of the

definition of the weights, it is important to consider in future analysis a more complex

formulation of the gravity equation. The strong results we observe on returns to education

suggest that we also should replicate our analysis using more extensive growth regressions,

in order to check for potential problems related to misspecification.

In chapters 4 and 5 the analysis focuses on the Portuguese labour market. The results

in Chapter 4 show a high degree of systematic gender segregation across establishments,

which remained relatively stable between 1985 and 1999. The total gender wage gap is

high and persistent, being bounded between 25% and 29%. We conclude that a higher

proportion of females in the establishment lowers females’ wages, having the opposite effect
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on males’ wages. The establishment femaleness accounts for 10% to 25% of the wage gap.

In order to capture heterogeneity across firms, we have extended the original analysis by

including a set of firm specific effects. Although the contribution of the share of females to

the total wage gap becomes smaller, it is still substantial, and reveals a rising trend. The

overall results show that both the taste-based model of employer behavior and the theory

of sorting of workers across establishments based on their productivity are not rejected

by the data, although an eye catching result is that gender discrimination mechanisms

became less important, as the apparent compensation for male workers has decreased over

time. Female disadvantages, compared to male advantages, explain a larger portion of

the wage gap. This is particularly relevant when we look at the proportion of females in

the establishment.

Governmental policies aiming at enforcing equal pay and lower gender segregation

levels across firms and establishments would improve women outcomes in the labour

market. Specific policies should target women’s education and training, particularly of

less skilled women. Such measures could counter discrimination and lead to the decline

of the wage gap.

Finally, in Chapter 5, we analysed wage flexibility in the form of wage insurance pro-

vided by firms. Estimation results point to the rejection of the full insurance hypothesis.

Permanent shocks to firm performance are reflected in workers’ wages, which are not

sensitive to transitory shocks. We found an elasticity of wages to permanent shocks in

firms’ performance of about 0.09. Interesting is the fact that managers receive similar

protection against transitory shocks as co-workers in other occupations, but they are less

insured against permanent shocks. Higher sales’ variability and being controlled by for-

eign firms are associated with lower insurance against transitory shocks. A higher threat

of bankruptcy reduces the possibility of the firm offering wage insurance to its workers.

Contrasting our results with the ones available in the literature, and picking the compa-

rable analysis made for Italy, we conclude that Portuguese firms provide less insurance.

This is consistent with the high wage flexibility associated with the Portuguese labour

market.

When we look at the impact of labour market regulations on wage flexibility, two main

patterns emerge. First, we find that wages are less sensitive to permanent demand shocks

in firms with larger proportions of minimum wage workers. Second, the existence of a

centralized wage agreement also constrain the capacity of the firm to reflect idiosyncratic

demand shocks into wage changes.

A shortcoming in our analysis is the fact that we do not consider employment effects of

shocks to firms’ performance. The joint analysis of wages and firing and hiring decisions,
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accounting for firms’ idiosyncratic shocks, is the natural extension to the current analysis.

Summing up, throughout this thesis we have discussed aspects within the economics

of education, economic growth and labour economics. On the one hand, this thesis is

an attempt to throw additional light in the puzzling relation between education and

economic performance. In particular, we look at the role of neighbouring education in the

economic growth process by using a new approach to further understand how education

may impact on economic outcomes. On the other hand, we have replicated and extended

previous studies on gender discrimination and insurance provision by the firm at the

example of the Portuguese labour market. More research is needed, however, to address

all the unanswered questions raised in the current thesis.
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Samenvatting (Summary in Dutch)

De basis van dit proefschrift bestaat uit vier hoofdstukken die elk overeenkomen met

een artikel. Elk hoofdstuk is een op zichzelf staande studie, onafhankelijk in motivatie,

methodes en resultaten. De benadering door de verschillende hoofdstukken heen is voor-

namelijk een empirische en omvat zowel macro- als micro-economische perspectieven.

Het eerste deel van het proefschrift, dat de hoofdstukken 2 en 3 beslaat, concentreert

zich op de rol die onderwijs speelt bij economische groei. De analyse wordt uitgevoerd

met behulp van paneldata voor landen. De onderliggende vraag is of onderwijs een posi-

tief effect heeft op de economische groei van een land. Hoofdstuk 2 en 3 behandelen

respectievelijk meetfouten en neveneffecten van onderwijs. In het tweede deel van het

proefschrift wordt de aandacht verlegd naar een micro-economische analyse van de arbei-

dsmarkt, waarbij gebruik wordt gemaakt van een longitudinale verzameling gekoppelde

werkgever-werknemergegevens voor Portugal. Hoofdstuk 4 analyseert de segregatie naar

sekse en inkomensverschillen en hoofdstuk 5 heeft inkomensflexibiliteit en de verstrekking

van loonsverzekering door bedrijven tot onderwerp. Hieronder volgt een korte samenvat-

ting van de afzonderlijke vier hoofdstukken.

Hoofdstuk 2 is gebaseerd op Portela et al. (2004) en bespreekt het probleem van meet-

fouten in data over het onderwijsniveau in landen en het effect daarvan op groeiregressies.

De perpetual inventory methode die gebruikt wordt door Barro en Lee (2001) om het

onderwijsniveau van landen te meten, leidt tot een systematische meetfout. In dit hoofd-

stuk analyseren we het effect van zulke meetfouten op BNP-regressies. We vergelijken

onze schattingen met die van Topel (1999) en Krueger en Lindahl (2001) en herhalen

de analyse met de gegevens verstrekt door Cohen en Soto (2001). We tonen aan dat

er een systematisch verschil in gemeten onderwijsniveau bestaat tussen censusgegevens

en observaties afgeleid uit schoolinschrijvingsgegevens en bespreken een methode voor de

correctie van deze meetfouten.

De resultaten gebaseerd op deze methode wijzen op een onderschatting van onderwijs

van ongeveer 0,2 jaar op elke 5 jaar. De standaard attenuation bias zou suggereren

dat het gebruik van gecorrigeerde data zal leiden tot een groter effect van onderwijs op
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economische groei. De resultaten van onze schattingen laten echter het tegenovergestelde

zien. Vervolgens bespreken we waarom de meetfout tot een overschatting leidt. In het

licht van deze resultaten bieden we een alternatieve verklaring voor discrepanties tussen

regressies gebaseerd op eerste verschillen voor intervallen van 5 en 10 jaar. Een hogere

frequentie van censusobservaties in de 10-jaargegevens houdt verband met een kleinere

schijnvariatie in onderwijs, in vergelijking met de 5-jaargegevens. Dit kan één verklaring

zijn waarom de onderwijscoëfficiënt in groeiregressies hoger is wanneer de observaties een

grotere tijdsspanne omvatten.

In de analyse beschouwen we korte- en lange-termijn effecten van onderwijs op economis-

che groei, evenals de onderliggende halfwaardetijd, voor de paneldata met 5 en 10-jaars

intervallen. We testen de robuustheid van de resultaten door een dynamische panel-

analyse toe te passen op het vereenvoudigde groeimodel. De berekeningen gebaseerd op

onze gecorrigeerde data laten een direct rendement van onderwijs tussen 4,2% en 6,5%

zien, terwijl het lange-termijn effect varieert tussen 54% en 59%. Het lange-termijn effect

van onderwijs zou vergeleken moeten worden met de tijd die nodig is om het volledig

te kunnen observeren. De halfwaardetijd van dit effect ligt tussen 75 en 99 jaar, waar-

door de reikwijdte van de huidige beschikbare gegevens tekort schiet om met precisie

lange-termijn effecten van onderwijs te identificeren. Door gebruik te maken van een

alternatieve dataset, samengesteld door Cohen en Soto (2001), hebben we de positieve

directe effecten van onderwijs bevestigd, maar vonden we een lager lange-termijn effect

van 49%. De globale bevindingen ondersteunen zowel het directe effect van menselijk kap-

itaal als externe effecten als verklaringen voor de bijdrage van onderwijs aan economische

groei. Aanvullende schattingen gebaseerd op dynamische paneldata modellen wijzen erop

dat onze belangrijkste resultaten consistent zijn.

In hoofdstuk 3 analyseren we externe effecten van onderwijs tussen landen. Door de

aandacht te richten op landelijke gegevens proberen we globale neveneffecten van onder-

wijs te meten. We stellen een maat voor onderwijs van het buurland voor en gebruiken

die om de rol van onderwijs in BNP-regressies te herwaarderen. We bespreken economis-

che nabijheid van landen (een reflectie van de economische interactie tussen landen) en

introduceren een definitie van economische nabijheid die wordt gebruikt in de rest van

het hoofdstuk. We ontwikkelen een procedure om deze nabijheid te meten, gebaseerd

op bilaterale handel. Vervolgens schatten we een dynamisch groeimodel dat zowel het

onderwijs van het eigen land als dat van het buurland omvat. Daarnaast testen we de

aanwezigheid van landspecifieke effecten, maar de resultaten van de hoofdspecificatie sug-

gereren dat deze niet aanwezig zijn. We schatten het model door middel van niet-lineaire

kleinste kwadraten. Dit stelt ons in staat een nabijheidsafnameparameter te schatten,
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welke is gerelateerd aan de definitie van economische nabijheid.

In overeenstemming met de resultaten uit het voorgaande hoofdstuk hebben de in-

vesteringen van landen in onderwijs zowel onmiddellijke effecten als lange-termijn effecten

op het groeiproces. Dit positieve effect werkt ook door naar de buurlanden. Het totale

effect van onderwijs overtreft het particuliere effect dat in de literatuur wordt aangetoond

en er worden significante neveneffecten van onderwijs gevonden op de lange termijn. Het

interne korte-termijn effect van onderwijs ligt rond de 6 à 7%, terwijl het interne effect in

het 40-jaarinterval van onze analyse hoger is dan 11%. Binnen dit tijdskader kan het effect

van “extern onderwijs” 17% bereiken. Door het controleren van “aangrenzend onderwijs”

vinden we een groter effect in vergelijking met het vorige hoofdstuk. Het lange-termijn

effect van eigen onderwijs ligt boven de 34%, terwijl het totale effect ten minste 66%

bedraagt. Afhankelijk van de gewichten die we gebruiken, kunnen externe effecten op

de lange termijn 52% bereiken. Nogmaals, we moeten er rekening mee houden dat de

halfwaardetijd boven de 65 jaar ligt. Resultaten voor aangrenzend onderwijs zijn minder

duidelijk als we niet-gestandaardiseerde gewichten gebruiken.

Met betrekking tot beleid concluderen we dat investeringen in onderwijs een belan-

grijke bijdrage leveren aan economische prestaties, zowel op de korte termijn als op de

lange termijn. Ondanks de problemen van meetfouten waar groeiregressie en onderwi-

jsgegevens onder gebukt gaan, laat onze analyse zien dat onderwijs zowel niveau- als

groeieffecten heeft op de economische prestaties van landen. Als we daarnaast control-

eren voor interacties tussen landen versterken de resultaten de conclusie dat de totale

opbrengsten van onderwijs aanzienlijk zijn. Deze resultaten rechtvaardigen de investering

in onderwijs die in de verschillende landen wordt waargenomen.

In hoofdstuk 4, gebaseerd op Vieira et al. (2005), analyseren we de trend in werkne-

merssegregatie op instellingsniveau en de impact hiervan op de lonen in Portugal over

een periode van vijftien jaar. In dit hoofdstuk staan arbeidsmarktverschillen tussen man-

nen en vrouwen centraal: (i) wat is het niveau van segregatie naar sekse in organisaties

op de Portugese arbeidsmarkt en hoe heeft dit zich in de tijd ontwikkeld?; (ii) wat is

het effect van die segregatie op lonen?; en (iii), is dat effect voor mannen en vrouwen

verschillend? Vanwege de gebruikelijke afwijkingen in de berekening van traditionele seg-

regatiemetingen, construeren we een alternatieve maatstaf voor segmentatie naar sekse.

We kwantificeren de mate van systematische segregatie als afstand tussen algemene segre-

gatie en random segregatie. We gebruiken standaard loondecompositietechnieken om de

impact van de samenstelling van de arbeidsbevolking op organisatieniveau op lonen vast

te stellen.

De resultaten laten een hoge mate van systematische segregatie naar sekse op organ-
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isatieniveau zien die relatief stabiel bleef tussen 1985 en 1999. De totale inkomenskloof

tussen de seksen is hoog en hardnekkig en ligt tussen de 25 en 29%. We concluderen dat

een hoger aandeel van vrouwen in de organisatie de lonen van vrouwen verlaagt, terwijl

we het tegenovergestelde effect vinden voor de lonen van mannen. De ´vrouwelijkheid´

van de organisatie verklaart 10 tot 25% van de inkomenskloof. Om de verschillen tussen

bedrijven te ondervangen, hebben we de oorspronkelijke analyse uitgebreid met een set

van bedrijfsspecifieke effecten. Als we voor deze effecten controleren zien we weliswaar

dat de bijdrage van het aandeel van vrouwen in de totale inkomenskloof kleiner wordt,

maar dat deze nog steeds substantieel is en een stijgende lijn laat zien. Op basis van de

resultaten kunnen zowel het voorkeursgebaseerde model van werkgeversgedrag als de the-

orie van werknemersselectie door organisaties op basis van hun productiviteit niet worden

verworpen. Een opvallend resultaat is dat mechanismen van seksediscriminatie minder

belangrijk zijn geworden. Vrouwelijke nadelen vergeleken met mannelijke voordelen verk-

laren een groter deel van de inkomenskloof. Dit is met name relevant als we kijken naar

het aandeel van vrouwen in de organisatie.

Overheidsbeleid dat een gelijke beloning en een lager scheidingsniveau naar sekse in

bedrijven en organisaties tot doel heeft, zou de positie van vrouwen op de arbeidsmarkt

verbeteren. Specifiek beleid zou de opleiding en training van vrouwen tot doel moeten

hebben, in het bijzonder van lager opgeleide vrouwen. Zulke maatregelen zouden discrim-

inatie tegengaan en leiden tot een vermindering van de inkomenskloof.

Hoofdstuk 5 ten slotte, een herziene versie van Cardoso en Portela (2005), analyseert

de verstrekking van inkomensverzekering door het bedrijf in de context van micro funda-

menten voor inkomensflexibiliteit. We bestuderen de impact van productiemarktonzeker-

heid op lonen, waarbij we de volgende vragen stellen: (i) wat is de ontvankelijkheid van

lonen voor schokken in bedrijfsresultaat?; (ii) welke bedrijfs- en werknemerskenmerken

kunnen in verband worden gebracht met een hogere mate van inkomensflexibiliteit op

microniveau? We bekijken met name de rol van arbeidsmarktbepalingen die de ont-

vankelijkheid van lonen voor bedrijfsfluctuaties beperken. We baseren ons eerst op Guiso

et al. (2005), waarbij we dynamische modellen voor verkoop en lonen schatten om de

gevoeligheid van lonen voor permanente en tijdelijke fluctuaties in het bedrijfsresultaat

te bepalen. Daarna onderzoeken we de factoren die te maken hebben met hogere loons-

flexibiliteit.

De resultaten wijzen erop dat de volledige verzekering hypothese verworpen moet wor-

den. Permanente schokken in het bedrijfsresultaat worden weerspiegeld in werknemerslo-

nen. Deze zijn echter niet gevoelig voor tijdelijke schokken. We hebben een loonelasticiteit

ten opzichte van permanente fluctuaties in bedrijfsresultaat gevonden die ongeveer 0,09
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bedraagt. Opvallend is het feit dat managers over een vergelijkbare verzekering tegen

tijdelijke schokken beschikken als medewerknemers in andere beroepen, maar dat ze min-

der verzekerd zijn tegen permanente schokken. Grotere variabiliteit in de verkoop en de

controle door buitenlands kapitaal gaan samen met een lagere verzekering tegen tijdelijke

schokken. Een groter risico om failliet te gaan vermindert de mogelijkheden van het

bedrijf om haar werknemers inkomensverzekering te bieden. Portugese bedrijven bieden

minder verzekering dan hun Italiaanse tegenhangers, hetgeen in overeenstemming is met

de hoge loonsflexibiliteit die verbonden is met hun arbeidsmarkt. Wanneer we kijken naar

de impact van arbeidsmarktbepalingen, zien we dat in bedrijven met verhoudingsgewijs

meer werknemers die het minimumloon verdienen, de inkomens minder gevoelig zijn voor

permanente fluctuaties in de vraag. Ook collectieve arbeidsovereenkomsten beperken het

vermogen van het bedrijf om idiosyncratische fluctuaties in de vraag om te zetten in

inkomensveranderingen.
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