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1.1 An introduction to inhibitory control 
 
In real life, people encounter situations in which complete suppression of behavior is 
needed to avoid inappropriate or unnecessary outcomes. For instance, in traffic situations, 
the ability to abort pressing the accelerator when driving a car could be a matter of vital 
importance when a pedestrian suddenly crosses the road without looking properly. In 
sports, the soccer player aborts the process of kicking the ball towards the goal when he 
realizes that he is in an offside position. In social environments suppressing an 
inappropriate remark during a conversation could avoid painful situations.  

These simple examples illustrate an essential aspect of behavior in every day situations, 
namely the ability to abort ongoing responses to adjust one`s actions to the changing 
demands of the environment. This type of behavior is considered to be an important aspect 
of cognitive control. Although different varieties of cognitive control can be distinguished, 
the present thesis focuses on inhibitory (motor) control, in particular stop performance, the 
neural substrates involved in this process and how these relate to each other. But before we 
deal with specific aspects of stop performance, the definitions of cognitive control and 
inhibition need to be discussed in more detail. 
 
1.2 Cognitive control 
 
One of the key aspects of cognitive control is the ability to suppress or override competing 
behavioral responses to resolve conflicts and achieve flexible goal-directed behavior. This 
ability has been included in numerous theoretical accounts of attention and memory (e.g. 
Allport, 1987; Baddeley, 1986; Norman & Shallice, 1986; Shiffrin & Schneider, 1977) and 
is considered to comprise important aspects of so-called ‘executive’ control. The latter term 
suggests that a mechanism in the cognitive system is required to recruit control to direct or 
guide appropriate actions. For example, Norman and Shallice (1986) described a higher-
order level of control called the ‘supervisory attention system’ that overrides routine 
execution of learned behaviors when novel circumstances require modified actions. In the 
SAS model the selection of an action is conceptualized as a competitive process by means 
of schema control units. It thus provides a mechanism for favoring certain schema control 
units, to reflect the demands of the situation or to emphasize some goals over others. 
Likewise, Logan and Cowan (1984) described cognitive control in terms of ‘the interaction 
between an executive systems that forms intentions and issues commands to realize the 
intentions and a subordinate system that interprets these commands and carries them out’.  

An additional aspect of cognitive control that has recently received much attention 
concerns the ability to monitor the internal and external environment for signals that 
indicate an increased demand for the recruitment of control (e.g., Ridderinkhof, Ullsperger, 
Crone, & Nieuwenhuis, 2004). Examples of such signals are performance errors or conflict 
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arising from two opposite response tendencies (e.g. Botvinick, Braver, Barch, Carter, & 
Cohen, 2001, Braver & Cohen, 2000; Gehring et al., 1993).  

Taken together, cognitive control comprises two main components: 1) a regulatory 
component, responsible for activation and implementation of executive control processes to 
coordinate and adjust goal-directed behavior, and 2) an evaluative component, responsible 
for monitoring the need for regulative control and signaling when adjustments in control are 
needed. Studies designed to track the development of cognitive control (including 
performance monitoring and response inhibition) across the human lifespan have indicated 
that executive control develops gradually during childhood and adolescence and declines 
during senescence (e.g. van der Molen & Ridderinkhof, 1998). It has also been suggested 
that this development depends on the maturation and deterioration of the frontal lobes 
(Fuster, 1989; Goldman-Rakic, 1987; van der Molen et al., 1998). Evidence derived from 
studies focusing on the neural substrates of control functions further indicates that various 
regions of the frontal cortex may be associated with different components of cognitive 
control. More specifically, the regulative component is thought to rely crucially on 
subregions of the prefrontal cortex, in particular lateral prefrontal cortex and orbitofrontal 
cortex, while the evaluative (or monitoring) component predominantly involves the medial 
frontal cortex (see Ridderinkhof, van den Wildenberg, Segalowitz, & Carter, 2004 for a 
recent overview). 

 
1.3 Varieties of inhibition 
 
Inhibition is a frequently used concept in the recent literature on cognitive control. Yet, the 
definition of inhibition covers a variety of constructs and the relation between different 
kinds of inhibition still remains somewhat unclear (Kramer, Humphrey, Larish, & Logan 
1994, see also for a review Kok, 1999). Initially, inhibition was conceptualized as a unitary 
concept (Luria, 1961; Vygotsky, 1962) and played a minor role in the early classical 
theories (e.g. James, 1890). Only recently have neurocognitive studies begun to indicate 
that inhibition is likely regulated by different inhibitory processes that may in turn be 
mediated by different cortical areas.  

Harnishfeger (1995) was among the first to delineate the key characteristics of the 
inhibition construct. According to her, three major lines of inhibition could be classified: 1) 
behavioral versus cognitive inhibition, in which the former involves intentional control of 
overt behavior such as motor inhibition or impulse control, and the latter involves the 
control of cognitive contents or processes such as thought suppression; 2) interference 
versus inhibition, in which interference refers to the susceptibility to performance 
decrements under conditions of multiple distracting stimuli, such as in dual task 
performance, whereas inhibition refers to an active suppression process such as the removal 
of task-irrelevant information from the working memory; and 3) intentional versus 
automatic inhibition, in which the former refers to attentional processing that is used to gate 
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which information will enter consciousness, while the latter involves a process that is 
invoked to deliberately deal with irrelevant or peripheral stimuli, from either internal or 
external sources. Another relevant taxonomy has been proposed by Nigg (2000), who 
described two broad categories of inhibition that resemble the classification of Harnishfeger 
in several respects. Nigg distinguished an effortful inhibition system of motor and cognitive 
responses and an automatic inhibition system of attention. The former system requires the 
active suppression of information (such as in interference control, cognitive control, 
behavioral inhibition, and oculomotor control).  In contrast, the latter system pertains to the 
ability to automatically inhibit aspects that are more attention-related (such as the 
suppression of attentional capture and oculomotor capture, or suppression while attention is 
directed elsewhere). According to Nigg (2000) and Harnishfeger (1995), motor inhibition, 
and in particular stop performance seems to rely most heavily on the category of behavioral 
inhibition with the lateral and orbito-prefrontal (or premotor) regions as the possible neural 
correlates.  

 
 
2.  Stop Performance 
 
Stopping comes into play when the current course of planned thought and action is no 
longer appropriate (Logan, 1994). As environmental conditions changes, new goals are set 
which demand that current courses of thought and action are inhibited and that one switches 
to alternative courses of action in line with current goals. Stopping is therefore seen as the 
first step in reorienting to new goals and new courses of action, and in this regard may be 
seen as an important component of ‘top-down’ cognitive control. Stopping (or response 
inhibition) is an extreme case of executive intervention, and can be triggered by external 
demands (such as a sound) or internal demands (such as decisions not to do something). An 
adequate tool to investigate these kinds of processes is the stop-signal paradigm. In this 
paradigm, comparisons between conditions with or without response inhibition can be 
thoroughly investigated (e.g. Lappin & Eriksen, 1966; Logan et al., 1984; Ollman, 1973). 
The stop-signal paradigm thus provides a powerful laboratory tool to investigate the ability 
to withhold an already triggered motor response. This high load on inhibitory control gives 
the stop task a great advantage over other cognitive tasks supposed to tap response 
inhibitory processes, such as the Go/NoGo task. 
 
2.1 The stop-signal paradigm in more detail 
 
In the stop-signal paradigm, subjects perform a primary task, usually a visual choice 
reaction time (choice RT) task that requires the subject to respond to two visual stimuli. For 
instance, subjects are asked to respond with the left index finger to a circle and to respond 
with the right index finger to a square. The primary-task stimuli are also referred to as the 
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go stimuli. After presentation of the go stimuli, occasionally and unpredictably, a second 
stimulus is presented (the stop signal) that tells the subject to abort the impending response 
to the go stimuli. These trials are referred to as stop-signal trials, while trials that do not 
contain a stop signal are referred to as no stop-signal trials. Stop-signal trials involve a 
rather extreme form of inhibitory control, since considerable effort has to be invested to 
cancel the ongoing response to the go stimulus.  
Stop behavior has been quantitatively interpreted by the horse-race model. According to 
this model, stop performance depends on the outcome of a race between two sets of 
processes that are stochastically independent: the go process and the stop process. This 
theory further asserts that these processes compete for the first finishing time (Lappin et al., 
1966; Logan 1981; Logan, 1994). The go process involves primary-task processing which 
includes the following subprocesses: stimulus recognition, response choice, preparation of 
the response, and the execution of the response. The stop process on the other hand 
involves the processing of the stop signal and the cancellation of the pending response. If 
the stop process finishes before the go process, then the response is successfully inhibited. 
These trials are also referred to as successful stop trials (SST). If however the go process 
finishes before the stop process, the response escapes from inhibitory control which leads to 
a response to the go signals. These trials in turn are referred to as unsuccessful stop trials 
(UST).  

The finishing times of the go and stop processes depend on several task variables. One 
important variable is stop-signal delay, defined as the interval between the onsets of the go 
stimulus and the subsequent stop signal. Usually a stop-signal task contains various stop-
signal delays that are presented in a random sequence. If the stop signal is presented 
relatively early after the go stimulus, that is, if the stop-signal delay is short, then the 
response to the go responses is likely to be inhibited on the majority of stop-signal trials, 
which will be reflected in a relatively large proportion of successful stop trials (see also 
Figure 1). With longer stop-signal delays however, inhibition of the go process is less likely 
to occur, which is reflected in a large proportion of unsuccessful stop trials. A second 
important variable in the horse- race model is the speed of primary-task processing. With 
increasing reaction times to the go stimulus for a given delay, the proportion of successfully 
inhibited stop-signal trials is also increased. 

An advantage of presenting various stop-signals delays in random order is that it allows 
the investigator to compute the complete inhibition function. In this function the proportion 
of successfully inhibited responses is plotted against the various stop signal delays. A 
second advantage of incorporating various stop signal delays in the stop task is that subjects 
have less opportunity to anticipate or predict the moment of occurrence of the stop signal. If 
only one stop-signal delay is presented, subjects may anticipate the moment when the stop 
signal will be presented, and postpone their response to the go stimuli in order to enhance 
success of stopping (Lappin et al., 1966; Logan, 1981). Thus, variable delays should be 
presented in an unpredictable matter to optimize stop performance and to avoid unwanted 
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response strategies.  It would further be an advantage if the experimenter could also dispose 
of a behavioral measure of the efficiency of the stop process. Clearly, since no overt 
response is given to the stop signal, it is not possible to compute the reaction time to the 
stop signal directly. However, as will be further explained below, it is still possible to 
derive an indirect estimate of the latency of the stop process from the distribution of 
successful and unsuccessful stop trials. 
 
2.2 Calculation of the stop-signal reaction time 
 
The stop signal paradigm provides a powerful measurement of behavioral inhibition in 
terms of the (internal) stop signal reaction time (SSRT). In accordance with the assumption 
that the go process and stop process are independent, the reaction time distribution of the go 
signals can be treated as the underlying distribution of the go processes on stop signal trials. 
Figure 1 illustrates the hypothetical distribution of the reaction times of the distribution of 
the go signals. Go processes that finish before the stop process lead to a response, so the left 
part of the distribution ( representing the fast reaction times) equals the distribution of 
reaction times on stop-signals trials that are not successfully inhibited. This implies that the 
upper limit of the unsuccessfully inhibited responses equals the finishing times of the stop 
process (see Figure 1). Under the assumption that the SSRT is constant, the upper limit can 
be derived from the proportion of unsuccessfully inhibited trials. If this percentage for a 
given delay is n, then the finishing time of the stop process is on the nth reaction time of the 
rank-ordered go distribution relative to the onset of the go stimulus. This value splits the 
distribution function into two parts: the left side represents the fast and unsuccessfully 
inhibited trials, and the right side represents the slow and successfully inhibit trials. 
Subtracting the delay from the nth value then yields an estimate of the latency of the stop 
process, or SSRT (see for further details, Logan, 1994; Logan et al., 1984; Band et al., 
2003). 
 
2.3 Assumptions of the horse-race model 
 
In the majority of stop-signal studies, performance data can be described well by the horse-
race model. However, it is important to note that the model (as well as the model-derived 
method for computing SSRT), is based on a number of strong assumptions that have to be 
met. The most important assumption is the independence assumption that was briefly 
mentioned above. This assumption holds that the go process and the stop process run 
independently (Logan, 1994; Logan et al., 1984) and can further be subdivided in two 
related forms: context independence and stochastic independence. Context independence 
means that the duration of the go processes is not affected by the duration of the stop 
processes, and vice versa. Stochastic independence indicates that the duration of the go and 
stop processes are not correlated. If, according to Logan (1994), these two aspects of 
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independence are met, it should be possible to a) derive the latency of the stop process on 
the basis of the RR and the distribution of the go signals, and b) to treat the go RT 
distribution as the distribution of duration of go processes on stop-signal trials. 
 

 
Figure 1 Overview of the horse-race model (Logan et al., 1994). Stop-Signal reaction time (SSRT) can be 
estimated from the distribution of reaction times to the go trials (i.e. trials without a stop signal), the probability of 
unsuccessful inhibition (P(Respond)), and stop-signal delay (SSD). 

 
 
Violations of stochastic independence have been reported repeatedly (e.g., De Jong et 

al., 1990; Jennings et al., 1992; Logan et al., 1984), suggesting that positive correlations 
between go-RT and SSRT increase the difference between observed RT and predicted RT. 
According to the horse-race model, go- and stop-processes should run independently, and 
therefore observed and predicted RT should be equal. Observed RT refers to the mean RT 
of false alarms (i.e., RTs for the responses that were fast enough to win the race and hence 
were not successfully inhibited), whereas predicted RT refers to the mean RT of the fast 
end of the go-RT distribution, truncated at the percentile corresponding to the percentage of 
false alarms. The observed differences between observed and predicted RTs thus appear to 
violate the independence assumption. However, Band et al. (2003) performed extensive 
simulations of performance data in the stop task and showed that a mismatch between 
observed and predicted RT is not a valid test of the independence assumption. More 
importantly, they demonstrated that SSRT is relatively robust against violations of the 
independence assumption. Also, their results showed that SSRT is most reliably derived if 
(among other suggestions) the stop-signal delay is such that the proportion of correctly 
inhibited responses on stop trials is approximately .50. 
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2.4 A short overview of behavioral findings in stop-signal studies  
 
Administering stop tasks has yielded more or less consistent results with respect to stop 
performance obtained in various task settings. Examples are: a) choice reaction time tasks 
(e.g. Lappin et al., 1966; Logan, Cowan, & Davis, 1984; Ollman, 1973; Riegler, 1986), b) 
speech, typing or foot movements (e.g. De Jong, Coles, & Logan, 1995; Ladefoged, 
Silverstein, & Papcun, 1973; Logan, 1981, 1982, 1984, 1994), c) selective stop tasks in 
which the discrimination of the stop signal is required (e.g. Bedard et al., 2002; De Jong, 
Coles, & Logan, 1990; Riegler, 1986), d) distractor interference tasks (e.g. Verbruggen, 
Liefooghe, Vandierendonck, 2004, 2005), e) oculomotor control tasks (e.g. Cabel, 
Armstrong, Reingold, & Munoz, 2000; Curtis, Cole, Rao, & D`Esposito, 2004; Logan & 
Irwin, 2000; Özyurt, Colonius, & Arndt, 2003); and f) animal studies (e.g. Eagle & 
Robbins, 2003; Hanes, Patterson, & Schall, 1998; Hanes & Schall, 1995; Stuphorn, Taylor, 
& Schall, 2000).  

Despite the impressive number of studies that have used stop-signal task to investigate 
inhibitory control, little is known yet about the underlying factors and processes that 
determine the speed of inhibition. A robust finding from most behavioral studies is that 
healthy subjects have SSRTs around 200 ms (ranging from 170-250 ms). This value 
appears to be remarkably stable across various studies and tasks. Stop-signal tasks have 
also been applied to investigate inhibitory control as a function of age. These studies have 
shown that in children the latency of stopping gradually decreased with age (e.g, Bedard, et 
al., 2002; Ridderinkhof, Band, & Logan, 1999; Schachar & Logan, 1990; Van den 
Wildenberg, & Van der Molen, 2004), whereas in older subjects stop latencies increased as 
a function of age (e.g. Kramer et al., 1994). Finally, the stop task has also been 
implemented in clinical settings to investigate deficits in inhibitory control. Children with 
attention deficit / hyperactivity disorder (AD/HD) were found to have delayed reaction 
times to the go signals and stop signals and increased amounts of commission errors 
compared to control children (e.g. Oosterlaan, Logan, Sergeant, 1998; Schachar et al., 
1990). Similar results have been obtained in stop studies with a) adults with ADHD (e.g. 
Bekker, et al., in press; Murphy, 2002), b) children with dyslexia (Van der Schoot, Licht, 
Horsley, & Sergeant, 2000) and c) cocaine abusers (e.g. Fillmore & Rush, 2002).   

In summary, although studies of stop performance have provided valuable insights in 
the efficiency of stopping in a great variety of task settings, these studies have yet provided 
little information with regard to the nature or underlying mechanisms of the inhibitory 
processes engaged in stop performance. For instance, little is known about the time course 
of these processes in the period between go and stop signals. One way to investigate these 
processes is to use psychophysiological measures such as event-related potentials (ERPs), 
which provide precise information on the timing of neural processes involved response 
inhibition. A second apporach is the functional imaging (fMRI) of brain activity while 
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subjects are performing the stop task. These two approaches and their implications for the 
present thesis will be discussed briefly in the following sections. 
 
 
3.  Psychophysiological Studies of Response Inhibition 
 
During the last two decades, correlational approaches (e.g., electrophysiological and 
functional imaging techniques) as well as interventional approaches (e.g., transcranial 
magnetic stimulation, TMS) have been successfully applied as converging measures of 
sensory and cognitive functions (e.g. Gazzaniga, Ivry & Mangun, 2002). These approaches 
have served a deeper understanding of how cognitive and information  processing functions 
are implemented in the human brain.  

A contemporary advancement in the field of cognitive neuroscience, the application of 
TMS in the context of psychological experiments, has been used recently to highlight the 
role of primary motor cortex (MI) in the implementation of response inhibition in the stop 
task (van den Wildenberg, Burle, Hasbroucq, van der Molen, & Ridderinkhof, 2005).  
Following the presentation of the stop signal, TMS was delivered to MI to track the cortico-
spinal excitability during the act of inhibition. The amplitude of the motor evoked potential 
(MEP), which was identified in the electromyogram recorded over the muscles controlling 
the responding thumb, provides a window on the degree of cortical excitability. Shortly 
after the presentation of the stop signal, a sharp decrease was observed in MEP amplitude 
(and hence in excitability of MI), appearing around the time of SSRT. This observation 
provides physiological evidence of active response inhibition, implemented at the level of 
MI, during the inhibition of a motor response in the stop task. 

To study the temporal dynamics of response inhibition further, we will explore the use 
of non-invasive electroencephalographic (EEG) recordings. Next, to examine the brain 
areas involved in stopping in greater detail, we will evaluate the use of fMRI in studies of 
response inhibition. 
 
3.1 Psychophysiological correlates (ERPs) 
 
When large populations of neurons develop synaptic or neural activity at approximately the 
same time and in the same direction, they produce electrical potentials that are large enough 
to be picked up by electrodes placed on the scalp. A change in voltage corresponding to the 
difference in potential between the signal at the recording electrode and a reference 
electrode is then measured. This potential can be recorded at the scalp because the tissues 
of the brain, skull, and scalp, passively conduct the electrical currents.  

EEG, however is limited in providing insights into cognitive processes since the 
recording tends to reflect the brain`s global electrical activity. A more powerful approach is 
to focus on how brain activity is modulated in response to a particular stimulus. By 
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presenting series of stimuli, EEG traces are averaged together after aligning these traces 
with the onset of the stimulus or a response. This average procedure washes out variations, 
noise or larger spontaneous brain activity that are unrelated to the event of interest. This 
results in ERPs that are related specifically to processing of relevant events (such as a 
stimulus or response; Gazzaniga et al., 2002). On the basis of differences in polarity, 
latency, and scalp distributions, various components in ERP signals have been associated 
with different aspects of cognitive processes. Because the temporal resolution is in the 
range of milliseconds (or faster), ERPs permit the determination of the sequence of activity 
of fast cognitive processes in real time. This is a great advantage in paradigms such as the 
stop task that incorporate fast acting go and stop processes occurring within a very short 
time frame. 
 
3.2 Source Modeling 
 
Although ERPS are best suited for addressing questions about the time course of cognition, 
they have also been utilized to elucidate the brain structures that produce electrical events. 
In particular the development of techniques such as dipole source localization have 
prompted the search for the neural generators of ERP components. Techniques such as 
BESA (Brain Electrical Source Analysis; see Scherg, 1990) allow us to investigate the 
spatial potential distribution over the scalp at selected time points, and might reveal which 
brain areas are involved in ERP components across conditions.  

Attempts to localize the neural generators are faced, however, with the ‘inverse 
problem’. This implies that different intracranial generator configurations can result in the 
same distribution of the recorded potential on the scalp surface. With dipole source analysis 
one or several equivalent current dipoles are employed as an a priori model and iterative 
methods are used to search for the best-fitting dipole parameters at a selective time point. 
Equivalent dipoles are characterized by location, orientation (or the line along which 
negativity flows to one side and positivity to the opposite), and strength. In determining 
these parameters, the inverse problem may be reduced, at least when certain assumptions 
are made to restrict the amount of possible sources. By choosing starting locations and 
orientations for each source, the model and measured data are compared. This results in an 
optimal dipole source potential solution that minimizes the unexplained residual variance 
(RV). Subsequently, through iterative processes, source parameters are changed (dipole 
sources are shifted in location and orientation) in search of the optimal configuration with 
the smallest RV, such that the difference between model and measured ERP data is 
minimized. The resulting source configuration is eventually the best fit and should 
approximate the actual brain activity. 

Most studies that have used the BESA procedure have modeled components on the 
basis of the grand average ERP. A more sophisticated approach (to be followed in our 
study) however is to perform a separate dipole analysis for each individual subject. An 
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advantage of this method is that it allows the investigator to calculate the dipole parameters 
per subject, and then perform a statistical analysis to assess effects of relevant task variables 
on these parameters (e.g. Kenemans, Lijffijt, Camfferman, & Verbaten, 2002).  

Dipole solutions may be considered as markers of isolated focal activity in the brain. 
However, in view of the low spatial resolution of this approach, it is perhaps more realistic 
to assume that dipoles represent a ‘vrtual’ dipole, or center of gravity of a distributed 
electrical field in the brain that becomes homogeneously activated when the subjects 
perform certain task operations. The latter assumption holds especially for the late 
endogeneous ERP components, such as the N2 and P3, that are known to recruit large and 
sometimes deep areas in the brain, and that are also the primary focus of the present thesis. 
 
3.3 Functional imaging (fMRI) 
 
A second, non-invasive imaging technique has revolutionized cognitive neuroscience only 
recently. Functional magnetic resonance imaging or fMRI refers to the identification of 
anatomical correlates of cognitive processes and is based in general on the monitoring of 
local metabolic and hemodynamic changes correlated with neural activity.  

Neurons require energy in the form of oxygen and glucose, both to sustain their cellular 
integrity and to perform their specialized functions. Thus, when a brain area is active, more 
oxygen and glucose are made available by increased blood flow. This is also referred to as 
the Blood Oxygenation Level Dependent (BOLD) response. In fMRI, imaging focuses on 
at the magnetic properties of hemoglobin. Hemoglobin carries oxygen in the bloodstream 
and after absorption by neural tissue hemoglobin becomes deoxygenated and is more 
sensitive or paramagnetic than oxygenated hemoglobin. FMRI detectors measure the ratio 
of oxygenated to deoxygenated hemoglobin and create a map of changes in regional blood 
flow that are coupled to local neuronal activity. One of the merits of fMRI is the high 
spatial resolution of in particular the BOLD signal, which is typically on the order of 3 to 4 
mm in-plane and is better than most functional imaging methods such as positron emission 
tomography (PET).  

A limitation of the fMRI technique however concerns the poor temporal resolution since 
the changes in blood flow do not occur immediately on stimulation but after a few seconds 
indicating that fMRI cannot give a temporal picture of the “on-line” operation of mental 
processes. Apart from this constraint, the use of blocked task paradigm also limits the 
insights of cognitive processes. The use of blocked designs requires averaging over many 
trials in close succession. This way, averaging across trials leads to sufficient signal-to-
noise ratios to generate functional activation images. However, blocked task paradigms do 
not allow separate trials within a task to be distinguished. Separate tasks with particular 
trials (control condition) are then contrasted to observe certain effects. As a result, fMRI 
blocked studies have either grouped many repetitions of the same trial type or simply 
accepted that the multiple, intermixed trial types cannot be separated.  



 20

More recently, a procedure was presented which allowed for selective averaging of 
individual trials in mixed tasks paradigms and increased the versatility of fMRI. These 
trials were presented in rapid succession (< 2 sec), placing the timing domain within the 
range used in behavioral and ERP studies. One of the major advantages of event-related 
designs is that they permit more specific isolation of psychological processes, making 
psychological inferences easier. Furthermore, event-related designs eliminate strategy 
effects that might otherwise confound the results in blocked designs. On the statistical level, 
rapid designs also may improve statistical power and allows the estimation of the 
magnitude of regional activation it is also possible to obtain reliable estimates of the time 
course of activation (Dale & Buckner, 1997). 
 
3.4 ERP correlates of inhibitory control: N2 and P3 
 
Modeling of stop task results with the horse-race model has thus far provided little insights 
into the processes that underlie success or failure of inhibition. The aim of the present thesis 
is to further elucidate these responses inhibitory processes by analyzing ERP components 
elicited by the go as well as the stop signals Our primary focus will be on two ERP 
components, the N2 and P3 components, that have been associated with response inhibitory 
processes in a great variety of studies. These two components have been the focus of 
interest in two major respons inhibition paradigms, namely the stop task and the Go/Nogo 
task. 

Van Boxtel and colleagues observed an enlarged frontal negative component during 
successful stopping, at approximately 200 ms after stop-signal onset (the Stop-N2;Van 
Boxtel, van der Molen, Jennings, & Brunia, 2001). The stop-N2 was found to be reduced in 
amplitude in children with AD/HD (Dimoska, Johnstone, Barry, & Clarke, 2003; Pliszka, 
Liotti, & Waldorff, 2000), a disorder thought to be associated with deficits in inhibitory 
control (Ridderinkhof, Scheres, Oosterlaan, & Sergeant, 2005).  

De Jong et. al. (1990) examined difference waves between the ERPs associated with 
SST and UST and observed a positive fronto-central component at approximately 300 ms 
after stop-signal onset (Stop-P3), taken to suggest that this component is related to the 
actual inhibition of the response. The stop-P3 was found  to be reduced in amplitude in 
children with dyslexia (Van der Schoot et al., 2000) and AD/HD (Overtoom, et al., 2002).  

The emergence of the N2 and P3 components has also been noticed in Go/Nogo tasks. 
In these tasks, responses are made to Go stimuli but are withheld when NoGo stimuli are 
presented. If the response is correctly inhibited on NoGo trials, an enhanced N2 and/or P3 
is typically observed at fronto-central electrode sites (e.g. Eimer, 1993; Jodo & Kayama, 
1992; Kok, 1983, 1986, 1988; Simson, Vaughan, & Ritter, 1977). The enhanced NoGo-N2 
was thought to reflect the operation of a cognitive top-down inhibition mechanism needed 
to suppress the incorrect tendency to respond (Kok, 1986), and was thought to be generated 
in the prefrontal cortex. Findings of a NoGo-N2 in Go/NoGo tasks in which target stimuli 
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had to be counted instead of giving overt motor responses (Bruin & Wijers, 2002; 
Pfefferbaum, Ford, Weller & Kopell, 1985) led to the suggestion that inhibition 
mechanisms operate at a processing level prior to motor execution (e.g. Falkenstein, 
Hoormann, & Hohnsbein, 1999).  

Falkenstein and colleagues observed repeatedly that the N2 effect was only present with 
using visual NoGo stimuli but not with auditory NoGo stimuli, giving rise to the suggestion 
that response inhibition is modality-dependent (Falkenstein et al., 1999; Falkenstein, 
Hoormann, & Hohnsbein, 2001; Falkenstein, Koshlykova, Kiroj, Hoormann, & Hohnsbein, 
1995). Nieuwenhuis et al. (2004) however demonstrated in a Go/NoGo task in which 
modality was manipulated, that the N2 modulation in visual and auditory stimuli was 
highly dependent on the degree of perceptual overlap between the Go and NoGo stimuli 
and indirectly depended on response speed. The observed findings were in line with the 
view that the N2 is a neural marker of a more generic, modality-independent cognitive 
control process.  

The second component evoked in the Go/NoGo task, the NoGo-P3, has a scalp 
maximum that is located more fronto-centrally compared to the parietal or Go P3 (see 
further below) and is maximal between 300 and 600 ms at frontocentral electrode sites. The 
NoGo-P3 is modality-independent (e.g. Bokura, Yamaguchi, & Kobayashi, 2001; Eimer, 
1993; Falkenstein et al., 1999; Nieuwenhuis, et al., 2004). The Nogo-P3 is seen as a 
reflection of the outcome of inhibitory processes initiated in the prefrontal cortex (e.g. 
Bokura et al., 2001; Eimer, 1993; Jodo et al., 1992; Kiehl, Smith, Hare, & Liddle, 2000; 
Kok, 1986; Pfefferbaum et al., 1985; Simson et al., 1977).  
  In sum, unlike the stop-P3 and the NoGo-P3, the functional significance of the stop-N2 
and NoGo-N2 still remains a matter of considerable controversy (see also below). 
 
3.5 ERP correlates of error monitoring: ERN/Ne and Pe 
 
In recent studies there has been a considerable interest in error-related ERP components 
that functionally and morphologically resemble the N2/P3 components introduced in the 
previous section. Since these components may also show up in the stop task (especially in 
UST condition, where subjects fail to inhibit the response), these error-related components 
will be briefly introduced below. 

When subjects produce an error in reaction time tasks, a negative component appears at 
fronto-central electrode positions. This error negativity (Ne: Falkenstein Hohnsbein, & 
Hoormann, 1991) or error-related negativity (ERN: Gehring et al., 1993) peaks about 100 
ms after the execution of the incorrect response or after presentation of error feedback 
stimuli in reinforcement-learning tasks (e.g. Miltner, Braun, & Coles, 1997). Areas in the 
medial frontal cortex clustering around the anterior cingulate cortex (ACC) are involved in 
monitoring for unfavorable outcomes, response errors, or response conflicts (Ridderinkhof 
et al., 2004). These conditions have in common that they signal an increased probability 



 22

that goals may not be achieved or rewards may not be obtained. In the ERP, these processes 
are typically expressed in the ERN and related components, including the so-called 
feedback-ERN (Miltner et al., 1997) and the ERN-like component on correct conflict trials 
(Vidal et al., 2003), often referred to as the CRN. 

A neurobiological mechanism that captures the role of the ACC in coding  outcome- 
and error-related information has been proposed by Holroyd and Coles (2002). Errors in 
reward prediction are coded by phasic changes in activity of the mesofrontal/mesolimbic 
dopamine system: a phasic increase or decrease when ongoing events are suddenly better or 
worse (respectively) than expected (Schultz, 2002). These phasic dopamine signals are 
communicated to the ACC (giving rise to the ERN), where they are used for improving task 
performance in accordance with basic reinforcement-learning principles. The ACC may 
also be involved in the monitoring of response conflict (Botvinick et al., 2001). Response 
conflict occurs when a task concurrently activates more than one response tendency, for 
example when a stimulus primes a prepotent but incorrect response. The conflict 
monitoring theory is consistent with the neuroimaging evidence for ACC activation in 
response to errors, and with ERP evidence that the ACC is active on correct trials 
characterized by high pre-response conflict (e.g., Yeung et al., 2004).  

Reconciling the conflict and reinforcement-learning theories, the ACC may be engaged 
when the need for adjustments to achieve action goals becomes evident: response conflict 
signals a reduced probability of obtaining reward, whereas errors and unexpected negative 
feedback signal the loss of anticipated reward (Ridderinkhof et al., 2004). Consistent with 
this hypothesis, Brown and Braver (2005) have proposed that areas in the ACC learn to 
predict the likelihood of imminent errors in a given context. Together, these patterns 
suggest the importance of the ACC area for a unified performance monitoring function, the 
electrophysiological correlate of which is the ERN. 

Interestingly, the notion that the NoGo-N2 reflects response inhibition has been 
challenged by recent findings (Nieuwenhuis, Yeung, van den Wildenberg, & Ridderinkhof, 
2003) that suggest instead that the NoGo-N2 reflects response conflict monitoring in the 
ACC. A Go/NoGo task in which the relative frequency of the Go and NoGo stimuli was 
manipulated yielded an enlarged NoGo-N2 when NoGo trials were low frequent, but an 
enlarged Go-N2 when Go trials were low frequent. Nieuwenhuis et al. argued that the N2 
might reflect a conflict between the biased activation of the dominant high-frequent 
response (be it Go or NoGo) and the actual, infrequent (and therefore unexpected) response. 
Dipole source modeling suggested a common neural source of the N2 and the ERN in the 
ACC. Thus, the NoGo-N2 may be associated with conflict rather than response inhibition. 
This suggestion was corroborated by the ERP results of a Go/NoGo/SuperGo study by 
Donkers and Van Boxtel (2004), who observed an enlarged N2 not only during infrequent 
NoGo trials but also during infrequent ‘SuperGo’ trials in which the response was to be 
amplified in force.   
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The ERN is sometimes followed by a slower positive potential labeled error positivity 
(Pe), peaking at centro-parietal electrode positions at approximately 200-500 ms after the 
erroneous response. The sensitivity of the Pe to various experimental factors and individual 
differences has not been studied systematically, and interpretational frameworks consistent 
with the scattered evidence are yet to be developed. As evidenced by a recent literature 
review (Overbeek, Nieuwenhuis, & Ridderinkhof, 2005), studies that examine individual 
differences in, and/or the effects of experimental manipulations on both the ERN and the Pe 
often report these effects to be dissociated. Since the ERN and Pe differ also in terms of 
timing and scalp distribution, it appears that the Pe reflects aspects of error-related 
processing that are, at least in part, independent of those manifested in the ERN. 

The further specification of hypotheses regarding the functional significance of the Pe 
may be stimulated by comparisons between the Pe and the P3b, and by knowledge of the 
neural generators of the Pe. Evaluation of the similarity to the P3b suggested that the Pe 
may constitute a P3b associated with the motivational significance of the error (Overbeek et 
al., in press). This view is consistent with the finding of a larger Pe for more salient errors 
(Leuthold & Sommer, 1999), and with the recurrent finding that the Pe is small or absent 
when the subject does not explicitly recognize the error (Endrass et al., 2005; Kaiser et al., 
1997; Nieuwenhuis et al., 2001). Hester et al. (2005) contrasted brain activity associated 
with subjectively recognized and unrecognized errors. The regions showing differential 
fMRI activity to recognized and unrecognized errors were situated in bilateral prefrontal 
and inferior parietal cortices. Interestingly, these are some of the main brain regions 
implicated in generating the P3b (Horovitz, Skudlarski, & Gore, 2002; Soltani & Knight, 
2000). This reinforces the notion that the Pe and P3b may reflect similar neural and 
functional processes. Whether the Pe is the expression of error awareness, or reflects the 
processes that lead to error awareness, remains to be determined. 
 
3.6 Neuroimaging studies of inhibitory control in Go/NoGo and Stop tasks 
 
Only recently has functional imaging been used to study the neural mechanisms involved in 
inhibitory control. Several imaging studies, using a wide variety of inhibition tasks, have 
implicated a network of widespread brain regions, emphasizing the involvement of the 
frontal lobes. The regions of activation reported within the frontal lobe vary widely, 
however. Some authors have proposed a ‘multiple domain’ model of inhibition, in which 
the specific region of the frontal lobe involved in inhibition depends on the nature of the 
response being inhibited (Dias, Robbins, Roberts, 1997; Rubia et al., 2001). Here we will 
focus on studies that have examined response inhibition in Go/NoGo and stop tasks.  

Imaging studies of response inhibition with Go/NoGo tasks revealed various areas 
within frontal cortex, in particular the dorsolateral, inferior prefrontal and dorsal anterior 
cingulate cortices (Casey, et al., 1997; De Zubicaray et al., 2000; Durston et al., 2002; 
Garavan, Ross, & Stein, 1999; Garavan et al., 2002; Kiehl, Liddle, & Hopfinger, 2000; 
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Konishi et al., 1999; Liddle, Kiehl, & Smith, 2001; Menon, et al., 2001; Wanatabe et al., 
2002), as well as in the basal ganglia (Casey, et al., 1997; Vink et al., in press). 

Rubia expressed the idea that the stop-signal task places a higher load on inhibitory 
control than the Go/NoGo task, and demonstrated in neuroimaging studies with the stop-
signal paradigm that a mostly right-sided network (including anterior cingulate, 
supplementary motor area, inferior prefrontal and parietal cortices) was predominantly 
active during successful response inhibition (Rubia, et al., 2001). The view that a right-
sided frontal network is recruited especially in inhibitory control was supported further by a 
stop study in which successfully inhibited trials were compared to unsuccessfully inhibited 
trials (Rubia, Smith, Brammer, & Taylor, 2003). In this study, the SST condition seemed to 
involve in particular the right inferior frontal gyrus or IFG (Brodmann Area 45). In 
addition, Aron and colleagues investigated the correlation of SSRT with the volume of 
damage to selected regions of interest in patients with unilateral right frontal lesions (Aron 
et al., 2003, Aron, Monsell, Sahakian, & Robbins, 2003). High correlations were found for 
the right IFG whereas the remaining frontal areas (medial, orbital, middle, and superior 
frontal cortices) showed low to no correlations with SSRT. This led to the view that 
response inhibition is localized within a distinct region in the prefrontal cortex. 

 
 
4.  Thesis Outline 
 
The main goal of this thesis is to investigate the neural mechanisms underlying successful 
and unsuccessful inhibition in the the stop task. In particular, our intention was to examine 
the way successful and unsuccessful inhibition of motor responses was reflected on the 
neural level, assuming that the stop task would be a suitable tool to manipulate response 
inhibition. A major problem associated with application of ERPs in a stop signal task is 
temporal overlap between ERP components elicited by two signals that occur in close 
succession: the go and the stop signal. Chapter 2 therefore focuses primarily on the 
isolation of N2 and P3 components in the two conditions than can be distinguished in the 
stop-signal paradigm, namely successful and unsuccessful inhibition trials. In this stop task, 
equiprobable visual stop and no stop- signals were used in combination with a relatively 
large number of randomly presented stop signal delays. The considerable latency jitter of 
the stop signals allowed to isolate specific ERP components elicited by stop signals by 
averaging ERPs time-locked with the onset of the stop signals. Furthermore, the functional 
significance of N2 and P3 components was explored in the UST and SST conditions, and 
source modeling analyses were implemented to investigate if specific neural generators 
were involved in the SST and UST P3. 

The studies in Chapters 3 and 4 investigated the effect of probability and modality of 
stop signals using five different stop-signal delays. These two stop-signal variables were 
selected because we assumed that they were suitable for clarifying the functional 
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significance of ERP components and fMRI measures in the stop-signal task. The tasks used 
in these two experiments were also tested in separate behavioral pilot studies, as described 
in the appendices of Chapters 3 and 4.  

Chapter 3 focuses on the effect on frequency (high versus low) of stop signals on ERPs 
elicited by the stop signals. Earlier studies have established that the major effects of 
presenting stop signals less frequently are faster RTs to the go stimuli and an increase of the 
percentage of false alarms (UST). This has been interpreted by assuming that in these 
conditions subjects sacrifice success of inhibition to speed of responding to the go stimuli 
(Logan et al 1984). We further assumed that when stop signal frequency is low, a) subjects 
have to exert a stronger inhibitory pressure to overcome the strong response bias to go 
stimuli, and b) that this would become manifest in a stronger engagement of prefrontal 
areas on SST in comparison with the condition in which stop-signal frequency is high. In 
contrast with the method used for isolating ERPs to stop signals in Chapter 2, the present 
study measured ERPs on no stop-signal trials as well as stop-signal trials for each of five 
separate stop-signal delays. Subsequently, no stop-signal trial ERPs were subtracted from 
stop-signal trial ERPs to eliminate overlap from the go ERPs. This approach offered the 
additional advantage that we could examine systematic shifts in the latency of the stop-
signal N2/P3 components, as a function of stop-signal delay. Finally, source modeling was  
applied to stop signal P3s to examine possible probability effects on the dipole 
configurations of this component 

Chapter 4 focuses on the effect of modality (visual versus auditory) of stop signals on 
ERPs elicited by the stop signals. Stop signal paradigms are usually implemented with an 
auditory stop signal to stress the salience of the stop signal. In view of the (alleged) higher 
alerting effects of auditory stops signals we expected to find at the behavioral level faster 
go RTs and a higher level of false alarm responses (% UST) for auditory than visual stop 
signals. It was further hypothesized that, although facilitatory bottom up effects of auditory 
stop signals could also propagate to the latency of N2/P3 components to the stop signals, 
the amplitude and scalp topography of these components (presumed to reflect top down 
control) would not be affected by stop signal modality. In addition, dipole source analyses 
were applied to reveal the networks underlying the generation of P3s elicited in the visual 
and auditory stop conditions. The method that was used in Chapter 3 to separate stop-signal 
ERPs from go-signal ERPs was followed here as well.  

In Chapter 5, we report results from a stop task similar to that used in Chapter 3 while 
measuring fMRI. We expected similar results for performance data, that is, faster go RTs 
and more commission errors in the low frequency stop signal task as compared to the high 
frequency stop signal task. Also, we expected that in the SST condition low frequency stop 
signals would produce increased activation in typical inhibition areas, that is, in the frontal 
cortical areas and more specifically the inferior frontal gyrus (Aron et al., 2004; Rubia et al 
2001, 2003). On the other hand, we expected that in the UST condition, low frequency stop 
signals would produce increased activation in the error-related areas such as the anterior 
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cingulate cortex or bilateral inferior parietal cortices (Rubia et al 2003) or areas involved in 
oddball tasks, like the insula and medial frontal gyrus (Horovitz et al., 2002) compared to 
the high frequency stop signals. Finally, Chapter 6 provides a summary and a discussion of 
the results observed in this thesis. 

 
 
 
5.  Publications Stemming from this Thesis 
 
This thesis has led to the following publications:  
                 
Chapter 2:  
Kok, A., Ramautar, J.R., De Ruiter, M.B., Band, G.P.H. & Ridderinkhof. K.R. (2004). ERP 
components associated with successful and unsuccessful stopping in a stop-signal 
paradigm. Psychophysiology, 42, 9-20. 
 
Chapter 3:  
Ramautar, J.R., Kok, A. & Ridderinkhof, K.R. (2004). Effects of stop-signal  probability in 
the stop-signal paradigm: The N2/P3 complex further validated. Brain and Cognition, 56, 
234-252. 
 
Ramautar, J.R. Kok, A. & Ridderinkhof, K.R. (2004). When the brain stops: event-related 
brain potentials indicate the timing of successful and unsuccessful stopping in the stop 
signal paradigm. In: M.Ullsperger & M. Falkenstein (Eds). Errors, Conflicts, and the brain. 
Current Opinions on Performance Monitoring. Leipzig: MPI of Cognitive Neuroscience, 
104-111. 
 
Chapter 4:  
Ramautar, J.R., Kok, A. & Ridderinkhof, K.R. (2004). Effects of stop- signal modality on 
the N2/P3 complex elicited in the stop-signal paradigm. Biological Psychology (accepted 
for publication). 
 
Chapter 5:  
Ramautar, J.R., Slagter, H.A., Kok, A. & Ridderinkhof, K.R. (in preparation). Probability 
effects in the stop-signal paradigm: an fMRI study. 
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2 
ERP components associated with successful and 

unsuccessful stopping in a stop-signal task 
 

 

2.1 Abstract 

 

The primary aim of this study was to examine how response inhibition is reflected in 
components of the event-related potential (ERP), using the stop-signal paradigm as a tool to 
manipulate response inhibition processes. Stop signals elicited a sequence of N2/P3 
components that partly overlapped with ERP components elicited by the reaction stimulus. 
N2/P3 components were more pronounced on stop-signal trials than on no stop-signal trials. 
At Cz, the stop signal P3 peaked earlier on successful than on unsuccessful stop trials. This 
finding extends the horse-race model by demonstrating that the internal response to the stop 
signal (as reflected in stop-signal P3) is not constant, but terminates at different moments in 
time on successful and unsuccessful stop trials. In addition, topographical distributions and 
dipole analysis of high density EEG recordings indicated that different cortical generators 
were involved in P3s elicited on successful and unsuccessful stop-signal trials. The latter 
results suggest that P3 on successful stop-signal trials not only reflects stop-signal 
processing per se, but also efficiency of inhibitory control. 
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2.2 Introduction 
 
 
Inhibition is a broad concept that has frequently been used in the context of behavioral as 
well as neurobiological studies. Behavioral studies have usually described inhibition in 
operational terms as a slowing down in reaction time, for instance, after presentation of an 
invalid selection cue or stimuli that elicit competing responses (see Kok, 1999, for a 
review). Neurobiologists, on the other hand, have preferred to define inhibition in terms of 
decrements in neural processing in either the afferent sensory or efferent motor pathways.  

The present study focuses on a particular form of inhibition, namely, inhibition of 
action. This form of inhibition has been a central issue not only in theories of motor control 
but also in theories of executive processes (De Jong, Coles, & Logan, 1995; Logan & 
Cowan, 1984; Meyer & Kieras, 1997; Osman, Kornblum, & Meyer, 1986). Inhibition of 
actions is considered to be of crucial importance for accurate performance in a variety of 
response tasks (Burle, et al., 2002; Ridderinkhof, 2002). However, the dynamics of 
underlying mechanisms, in particular the interplay between facilitatory and inhibitory 
processes, is still poorly understood.  

A number of studies have used event-related potentials (ERPs) of the brain to provide 
more direct information about the neural mechanisms underlying response inhibition. An 
example of a paradigm that has been frequently used to study ERP activity related to 
response inhibition is the go/no-go task. In this task, subjects are instructed to respond 
overtly or covertly to a target stimulus (go trials) and to withhold their response to a 
nontarget stimulus (no-go trials). In the go/no-go task, the amplitude of the N2 component 
of the ERP is augmented in NoGo trials relative to go trials. This ‘‘no-go N2’’ peaks 
around 300– 400 ms, has a fronto-central scalp distribution, and is probably generated in 
prefrontal structures (Sasaki, Gemba, Nambu, & Matsuzaki, 1993; Watanabe et al., 2002). 
Kok (1983, 1986) initially interpreted this no-go N2 in terms of a ‘‘red flag,’’ that is, a 
neural signal that precedes or initiates active inhibition of a button-press response. No-go 
N2 is followed by a second positive-going component peaking at a latency of around 400– 
600 ms, called ‘‘no-go P3.’’ This component is also typically manifested in an 
enhancement relative to the P3 elicited by go trials. This no-go P3 bears some resemblance 
to the ‘‘classical’’ P3b (also referred to as target P3) but has a more anterior (central 
maximum) midline distribution. Later studies have confirmed the robustness of these 
components in visual go/no-go tasks (Eimer, 1993; Falkenstein, Hoormann, & Hohnsbein, 
1999; Falkenstein, et al, 1995; Jodo & Kayama, 1992; Kok, 1988; Kopp, Mattler, Goertz  & 
Rist, 1996; Pfefferbaum & Ford, 1988; Pfefferbaum, Ford, Weller, & Kopell, 1985; 
Roberts, Rau, Lutzenberger, & Birbaumer, 1994; Tekok-Kilic, Shucard, & Shucard, 2001). 

Although the idea that no-go N2/P3 may be related to inhibitory executive control is 
very appealing, the functional significance of these components still remains unclear. 
Because reaction stimuli are always targets and no-go stimuli nontargets, it is possible that 
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these stimuli differ also in other processing requirements. For instance, no-go N2 has also 
been observed when a covert response (e.g., silent counting of target stimuli) has to be 
suppressed (Pfefferbaum et al., 1985). This finding suggests that the no-go N2 effect could 
reflect aspects of target (go)/ nontarget (no-go) decisions instead of the active suppression 
of motor activity (see also Kopp, Rist, & Mattler, 1996, and Heil, et al., 2000, for a similar 
argument). Another effective approach to manipulate response inhibition is the stop-signal 
paradigm. In the stop task, subjects perform a speeded choice reaction task (also referred to 
as primary task) and occasionally receive a stop signal that instructs them to withhold their 
response to the choice reaction stimulus (Logan, 1995; Logan & Cowan, 1984; Logan, 
Cowan, & Davis, 1984). An advantage of the stop task is that it contains a greater inhibitory 
pressure on response-related processes than the Go/NoGo task because it involves the 
withdrawal of a motor response that has already been triggered by the reaction signal. An 
additional advantage is that performance in stop tasks has been modeled effectively by 
using the horse-race model. This model assumes that go (excitatory) and stop (inhibitory) 
processes operate independently (cf. Ridderinkhof, Band, & Logan, 1999) and that the 
response is executed or stopped depending on which set of processes wins the race. 
Consistent with the race model, it appears that subjects are more successful in inhibiting the 
motor response when the delay between reaction and stop-signal is shortened.  

Assumptions concerning the timing and nature (e.g., difficulty) of inhibitory processes 
in the stop task have been justified primarily on the basis of performance measures, such as 
stop-signal RTs. The stop-signal RT (or SSRT) is a way to estimate the internal reaction to 
the stop signal at any given delay. The SSRT cannot be measured directly, but is derived 
from the probability of responding given a stop signal and the distribution of reaction 
stimuli RT (Logan, 1994; see also Figure 1). These data have shown that subjects have very 
close control of their actions and that they can stop the current course of action in about 200 
ms. Because SSRTs are usually much faster than simple reaction times to stimuli that are 
presented concurrently with other tasks, they suggest that there is little or no interference 
between the stopping process and the primary task process. Another important assumption 
of the horse-race model is that the inhibition processes as reflected in SSRT do no vary. It 
has been shown, however, that this assumption is not always met (Band, van der Molen,  & 
Logan, 2002; De Jong, Coles, Logan, & Gratton, 1990; Logan et al., 1984). Taken from an 
information processing perspective, it also seems likely that even processing of simple 
stimuli like stop signals is subject to a certain amount of variability over trials of the 
experiment. This variability could originate from factors like spontaneous fluctuations in 
the level of alertness of subjects or failures to divide their attention effectively between the 
reaction stimuli and stop signals during a block of trials. 

To date, only a few studies have used the stop-signal paradigm in combination with 
ERP measures to obtain information about the response-related processes. De Jong (De 
Jong et al., 1990, 1995) used the stop task in combination with the lateralized readiness 
potential (LRP) and muscle activity to locate the point of no return (i.e., the point in time 
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when it is still possible to voluntarily inhibit a response). More recently, van Boxtel et al. 
used a hybrid version of the stop-signal paradigm that also incorporated no-go trials (van 
Boxtel, van der Molen, Jennings, & Brunia, 2001). This study globally replicated the 
findings reported by De Jong et al. (1990), in particular that the LRP for failed and partial 
inhibit trials exceeded the LRP criterion amplitude associated with normal responding. 
The primary aim of using ERP measures in the prior stop signal studies was to obtain more 
detailed insights into the nature of response inhibition mechanisms such as the ability of 
subjects to interrupt ongoing operations at various stages of response processing (e.g., 
controlled and ballistic stages). The application of ERP measures in the present study 
however served a somewhat different purpose, namely to identify ERP components that 
would reflect the internal (or central) response to the stop signal. 
 

 
 
Figure 1 The horse-race model and the principle of response inhibition. Note that USST is UST. Depicted is the 
hypothetical distribution of reaction times on no stop-signal trials. The internal responses to the stop signals (gray 
vertical lines) depend on the stop-signal RT and the delay of the stop signal and divide the distribution in two 
parts. The left part of the distribution represents the proportion of unsuccessful (p(UST)) and the right part the 
proportion of successful stop (p(SST)) trials. The solid vertical arrow at the left representes the average stop-signal 
delay (in the present experiment: 155 ms) of a total of 18 delays. Also shown is the average stop-signal RT (black 
dotted vertical line at the right), which was 275 ms. 

 
 

Thus, the stop-task served primarily as an effective tool to manipulate response 
inhibition and to investigate the extent to which specific ERP components would reflect 
response inhibitory processes. More specifically, a comparison between successful and 
unsuccessful stop trials could provide insights into how neural mechanisms underlying 
effective motor inhibition would become manifest in either the timing or topographic 
distribution of the amplitude of relevant ERP components elicited on these trials.  

Because reaction stimuli and stop signals occur in close vicinity to one another, the first 
objective in the present study was to create analytical procedures to isolate the ERPs that 
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are timelocked with the stop signal from overlapping ERPs that follow the primary task 
(reaction) stimuli.  

The second aim was to use ERPs reflecting stop-signal processing to gain more insight 
into the functional properties of successful and unsuccessful stopping. The race model does 
not address the nature of the stopping process as such (Logan, 1994). It is possible however 
that stop processes are, to a certain extent, similar in nature to processes underlying choice-
reaction behavior. That is, stopping performance could very well also involve processes 
like perceptual discrimination, selection, and preparation of (inhibitory) action. ERPs could 
provide valuable converging information with respect to the temporal dynamics of stop-
signal processing. In particular ERPs could reveal if stop-signal processes follow a similar 
time course on successful and unsuccessful stop trials. For instance, it may be hypothesized 
that the probability of successful stopping will be higher on trials during which perceptual 
discrimination of the stop signal is relatively fast. This should then become manifest in 
shorter latencies of ERP components associated with stimulus evaluation or perceptual 
discrimination, such as N2 or P3, on successful than on unsuccessful stop trials.  

The prior hypothesis concerns primarily the temporal characteristics of stop-signal 
processes and associated ERP components. Another question raised in the present study is 
which neural assemblies are involved in successful and unsuccessful stopping. The ability 
to effectively inhibit cognitive activity, in  particular motor activity, has traditionally been 
associated with the prefrontal structures in the brain. There are extensive connections 
between prefrontal cortex and structures like the premotor areas and basal ganglia that 
could also be involved in motor inhibition (Band & van Boxtel, 1999; Miller & Cohen, 
2001). Early ERP studies using the go/no-go tasks have found that effects of no-go versus 
go trials are typically manifested in a fronto-central modulation of ERP components such as 
N2/P3 (Kok, 1983, 1986; Pfefferbaum et al., 1985). In monkeys, electrical stimulation of 
the dorsal bank of the principal sulcus (area 46 in humans) suppresses the activity in the 
motor cortex and interferes with production of motor responses (Sasaki, Gemba, & 
Tsujumoto, 1989). Finally, neuroimaging (fMRI) studies have provided further support for 
involvement of prefrontal structures in go/no-go as well as stop tasks in humans (Rubia et 
al., 2001). However, little is known so far about the neural sources underlying ERP 
components that reflect successful and unsuccessful stopping in the stop task. Therefore the 
third objective of our study was to examine the neural sources underlying successful and 
unsuccessful stopping behavior using brain electrical source analyses (BESA; Scherg & 
Berg, 1996) in combination with high-density ERP recordings. If, indeed, successful 
stopping is associated with involvement of neural sources in prefrontal areas, this should 
also show up in the typical prefrontal pattern of dipole configurations of the associated ERP 
components. 

In summary, the three main objectives of our study were (1) to create necessary 
analytical procedures to isolate ERP components reflecting processing of stop signals from 
overlapping ERP activity caused by reaction stimuli, (2) to determine whether these ERP 
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components would differ with respect to their functional characteristics (in particular, 
latency) between successful and unsuccessful stop trials, and (3) to obtain information on 
the neural systems that generate stop-signal-related components during trials on which 
subjects are able or fail to withhold the response, on the basis of topographical and source 
dipole analyses of these components.  

In the present article, we refer to stop-signal trials on which the subjects were able to 
withhold their response as ‘‘successful stop-trials’’ (SST) and stop-signal trials on which 
the subjects failed to withhold their response as ‘‘unsuccessful stop-trials’’ (UST). Trials 
that do not contain a stop signal will be referred to as no stop-signal trials. The advantage of 
this neutral terminology is that it does not give specific clues as to the nature of underlying 
theoretical mechanisms. 
 
 
2.3 Methods 
 
Participants 
 
Twelve healthy participants (6 men, 6 women) with normal or corrected-to-normal vision 
participated in the experiment. Their age varied between 18 and 33 years (average 23, SD 
7.0). Nine participants were right-handed and 3 were left-handed. They received credit 
points for their participation as part of the course requirements. 
 

Stimuli and Apparatus 
 
The reaction (‘‘go’’) stimuli consisted of two simple geometrical forms, a square or a 
circle, that were presented centrally on a 17-in VGA computer display. Stimuli were 
presented black against a white background. Viewing distance from the screen was 90 cm, 
which corresponded with a visual angle of the stimuli of approximately 1 arc deg. Duration 
of the reaction signal was 1 s. During stop-signal trials a cross (stop signal) was 
superimposed on the reaction stimulus. The onset of the stop signal relative to the onset of 
the reaction stimulus varied randomly between 10 and 300ms in 18 steps of evenly spaced 
(17-ms) intervals. These stop-signal delays were used to capture most of the inhibition 
function between 0 and 1 in previous studies. In the inhibition function, the probability of 
responding (that varies between 0 and 1) is plotted separately for each stop-signal delay 
(Logan, 1994, pp. 224–225; Logan et al., 1984).  

The stop signal remained visible until the end of the reaction stimulus, which resulted in 
effective durations that varied between 990 and 700ms. The interval between successive 
trials (reaction-stimulus onset) varied randomly between 2 and 3 sec. In this interval, the 
central fixation point remained visible. 
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Design and Procedure 
 
Two different tasks were administered in a fixed order, a choice RT task and a stop task 
(the choice RT task was primarily used to monitor RT in the subsequent stop task). A total 
of 360 stimuli were presented in each task. The two tasks were administered in six blocks 
of 60 trials each. In the choice task, the two reaction stimuli occurred in random order and 
equally frequently. In the stop task, 50% of the trials did not contain a stop signal (further 
designated as no stop-signal trials) and in the other 50% of the trials, the reaction stimulus 
was always followed by a stop signal at variable delays (further designated as stop-signal 
trials). Presentation of stop-signal and no stop-signal trials was completely randomized and 
equiprobable, which prevented confounding of effects of stopping with differences in a 
priori probability or subjective expectancy. As described above, 18 different stop-signal 
delays evenly spaced at intervals of 17ms were selected (there were 10 replications of each 
delay). In the actual task, the stop-signal delays were completely randomized. The same 
delays were chosen for all participants.  

The reason for using a relatively large number of randomly presented stop-signal delays 
was to introduce sufficient ‘‘jitter’’ to the timing of the stop signals, which allowed a better 
estimation of ERP components that were time-locked to the stop signal. This procedure was 
expected to diminish the amount of overlap caused by long-latency ERP components to the 
reaction stimulus, as illustrated in Figure 2.  

Participants were instructed to fixate a central spot on the screen and to avoid making 
eye or bodymovements when stimuli were presented. In the choice RT task, participants 
received the instruction to react with a button press with the index finger of the left or right 
hand to the reaction stimuli (mapping of hands to the reaction stimuli was counterbalanced 
across participants). The average RT in this task was used as a reference for evaluation of 
the RTs that were obtained in no stop-signal trials of the stop task. 

The choice reaction task was not used for registration and analysis of ERP waveforms. 
Participants were told to react as quickly as possible in the stop task while maintaining a 
high level of accuracy. The primacy of the reactions to the reaction (go) stimuli was 
emphasized and participants were told not to delay their response in anticipation of the stop 
signal. It was also explained that it would not always be possible to withhold their response 
after detection of the stop signal. Participants were also informed by the experimenter 
between blocks of trials in the stop task when their RTs in no stop-signal trials of the 
preceding block exceeded the RT of the choice RT by at least 10%. 
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Figure 2. Right panel: hypothetical patterns of overlap in the stop-signal paradigm, when ERPs are averaged in 
synchrony with the stop signal. The dotted figures represent overlapping ERPs to the reaction stimulus that are 
smeared out due to latency jitter of the reaction stimuli (varying in 18 steps between 10 ms and 300 ms prior to the 
stop signal). Note that USST is UST. Left panel: SST and UST (successful and unsuccessful stop-signal trials) 
occur at different moments in time relative to stop-signal onset. This is because the majority of the SST are 
generated by stop signals that occur at short delays (i.e., close to the reaction stimulus) and the majority of the 
UST by stop signals that occur at long delays (at greater distance from the reaction stimulus). In stop-signal locked 
averages, this leads to different patterns of overlap between the residual ERP activity elicited by the reaction 
stimuli and stop-signal locked components such as N2 and P3. 

 
 
Recording and Analysis 
 
The electroencephalogram (EEG) was recorded from 58 tin electrodes (Electrocap) with the 
left mastoid as a reference. The horizontal and vertical electrooculogram (EOG) were 
recorded by using two electrodes placed at the outer canthus of each eye and two electrodes 
above and below the right eye. The EEG was corrected off-line for artifacts caused by 
horizontal and vertical eye movements and eye blinks by using the method described by 
Woestenburg, Verbaten, & Slangen (1983). Electrode impedance for the EEG was always 
below 5 k�  and signals were amplified using a high frequency cutoff of 35 Hz and a time 
constant of 3 s. The signals were digitized at 250 Hz for a 1,300-ms period starting 100 ms 
before onset of the reaction stimuli and stored on the computer hard disk for later analysis. 
 
Data Reduction and Averaging 
 
Analyses of performance and ERP measures were carried out on the same sets of trials, 
after elimination of errors in performance or EEG artifacts. To evaluate systematic effects 
of the stop-signal delay on the probability of responding, stop-signal trials were collapsed 
into three stop-signal delay intervals (or ‘‘bins’’) of equal duration, namely, 17–102 ms 
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(‘‘early’’), 119–204 ms (‘‘middle’’), and 221–306 ms (‘‘late’’). Each of the three selected 
periods contained a sufficient number of maximal 60 trials, comprising six different delays, 
to obtain a reliable estimate of the inhibition function (some participants, however, 
produced no or every few SST in some latency bins; in the few cases of missing data, the 
average value was taken as an estimate).  

It is a typical finding of stop-signal tasks that the numbers of SST and UST vary 
considerably across various stop-signal delays. In the present experiment, this resulted in 
relatively few UST in the early (17-102 ms) and SST in the late (221–306 ms) latency bins. 
To increase the number of trials, ERPs on no stop- signal and stop-signal trials were 
averaged across the total distribution of these trial categories and the full range of stop-
signal delays. This procedure ensured a satisfactory signal-to-noise ratio of the ERP 
waveforms that were timelocked with the onset of the stop signal (the number of trials for 
computation of average individual ERPs never dropped below 30 trials). 

Averaging of stop-signal ERPs was carried out in synchrony with the onset of the stop 
signal. A 200ms period preceding the stop signal was used as a baseline, and averaged 
waveforms were subsequently smoothed using low-pass 8.0 Hz digital filtering (Ruchkin & 
Glaser, 1978; it was verified that this setting did not distort the latency or amplitude of 
major ERP components such as N2/P3). Subsequently, separate ERP subaverages were 
computed for SST and UST.  
 
No Stop-Signal ERPs: Computation of Corresponding Fast and Slow RT ERPs 
 
In the present study, no stop-signal trial averages served as reference waveforms for the 
evaluation of effects of successful and unsuccessful stopping on stop-signal ERPs. It is 
important, however, to ensure that relevant categories of no stop-signal trials on the one 
hand and relevant categories of stop-signal trials on the other hand would consist of 
approximately equal numbers of trials, and would match with respect to their 
RTdistributions.  

This was accomplished by calculating separate subaverages for no stop-signal trials, by 
selecting the parts of the no stop-signal RT distribution that corresponded with proportions 
of SST and UST. If, for instance, a participant produced 60% UST, no stop-signal averages 
were also computed from the 60% fastest and 40% slowest RT trials (see also De Jong et 
al., 1990, and van Boxtel et al., 2001, who followed a similar procedure in their analysis of 
stop-signal ERPs). 

  
Stop-Signal Locked Averages: Alignment of No Stop-Signal Trials 
 
ERPs on stop-signal trials are averaged in synchrony with the stop signal. These ERPs were 
compared with ERPs on no stop-signal trials. However no stop-signal trials do not contain 
stop signals. This problem was solved by aligning ERP waveforms of the no stop-signal 
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trials with the stop signals that were associated with the corresponding SST and UST. We 
reasoned that no stop-signal ERPs that were synchronized with these ‘‘virtual’’stop signals 
would provide a fairly accurate estimate of residual ERP activity caused by the reaction 
stimuli in the stop-signal trials.1 The procedure for computation of these ERPs is further 
specified below. 

First, for each individual participant, the same stop-signal delays were selected that had 
been used in the computation of the stop-signal locked subaverages. Subsequently, these 
stop-signal delays were assigned in a random fashion to the trials of the associated category 
of no stop-signal trials (i.e., delays of UST to the fast RT no stop-signal trials and delays of 
SST to the slow RT no stop-signal trials), and no stop-signal ERPs were aligned with these 
stop signals. The alignment of no stop-signal ERPs with the onset of stop signals of the 
corresponding stop-signal trials is a crucial step, because it takes into account the time 
delays between ERPs elicited by a reaction stimulus that is fixed in time and ERPs to stop 
signals that are presented at variable delays after the reaction stimulus. For instance, SST 
are more likely to occur when stop signals are presented at short than at long stop-signal 
delays. UST on the other hand are likely to occur more frequently when stop signals are 
presented at longer stop-signal delays. Thus for these two categories of trials, the reaction-
stimulus ERPs will overlap with different portions of the subsequent stop-signal ERPs (see 
Figure 2; e.g., a P3 elicited by the reaction-signal ERP on UST will occur at a relatively 
large distance from the stop signal, which leads to overlap with the early (N2) portion of the 
stop signal ERP). 

 
Computation of Difference Waves 
 
In stop-signal locked averages, ERP activity to the reaction stimulus is only suppressed and 
not completely eliminated (see also Coles, Scheffers, & Holroyd, 2001, for an in-depth 
discussion of technical problems associated with overlapping ERPs to closely spaced 
events). This means that even in the stop-signal locked averages that are computed across 
the full range of stop-signal delays some residual reaction-stimulus ERP activity could be 
present that is not removed in the averaging process. One way to solve this problem is to 

                                                           
1 In applying this method, we assume that reaction-stimulus locked- ERP activity is globally equivalent for no 
stop-signal and stop-signal trials. This may not necessarily be true, as it is theoretically possible that on SST, 
processing of the reaction-stimulus was interrupted, which could also have led to an attenuation of related ERP 
activity, as compared with UST. Although this possibility is hard to test directly, we felt confident that on SST, 
reaction stimuli would still elicit substantial ERPs. First, the order of presentation of no stop-signal and signal 
trials was completely randomized and participants were instructed to give priority to the reaction stimulus. Second, 
visual inspection of the grand-average ERP waveforms (Figure 3, left) indicated that the major components (in 
particular P3) were always much larger on stop-signal trials than no stop-signal trials, suggesting substantial 
overlap with the reaction-stimulus locked ERPs. Third, these ERP components did not differ substantially in 
amplitude between SSTand UST. Thus, these observations also seem to justify the assumption that the reaction 
stimulus always elicited substantial ERP activity that overlapped with stop-signal-related ERP activity. 



 37

compute difference waves in which an estimate of the residual reaction-stimulus locked 
activity is subtracted from the stop-signal locked averages. This was done by subtracting 
from the stop-signal locked  ERP averages the corresponding no stop-signal averages that 
were aligned with stop-signal onset as explained above. The same difference waves were 
also used in the topographical and dipole source analyses of ERP components (see further 
below). 
 
Statistical Analysis 
 
The differences between the stop-signal ERPs and no stop-signal ERPs were statistically 
evaluated by carrying out a series of repeated F tests (SPSS MANOVA) on successive 
segments of 12 ms each of the individual averaged ERP waveforms (spanning a period of 
1,000 ms after the stop signal). This fine-grained approach allowed us to evaluate subtle 
differences in the timing (e.g., onset) of the effects of successful and unsuccessful stopping 
on ERPs.  

The following ERP waveforms were submitted to the MANOVAs: (1) no stop-signal 
fast, (2) no stop-signal slow, (3) UST, and (4) SST. In the MANOVAs, the following two 
contrasts were computed: (a) SST versus no stop-signal slow, (b) UST versus no stop-
signal fast. Thus, ERPs were averaged in synchrony with the stop signal (ERPs 3 and 4) 
were compared with the aligned no stop-signal ERPs (ERPs 1 and 2, respectively). In each 
analysis, the three midline electrodes (Fz, Cz, Pz) were treated as separate repeated factor. 
To minimize statistical bias due to the large number of tests, only those effects are reported 
for which F values reached significance over at least five consecutive time windows (p < 
.05, for individual F tests). The idea behind the computation of contrasts a and b was that 
any ERP activity related to processing of the primary (reaction) stimulus would be common 
to no stop-signal and stop-signal trials, and would thus be eliminated in the F test (which is 
also based on a difference score). Alternatively, significant differences between time 
segments of ERPs on no stop-signal and stopsignal trials would likely reflect processes that 
were specifically generated by the stop signal. 

 
Topographical and Dipole Analyses 
 
Brain electrical source analyses (Scherg & Berg, 1996) were subsequently carried out on 
ERP difference waveforms. These BESA analyses were restricted to segments of the grand-
average waveforms that had produced significant contrasts (successful and/or unsuccessful 
stop versus no stop-signal ERPs) in the preceding statistical analyses. The BESA program 
computed both isovoltage (spline interpolated) maps and dipole estimations. Only dipoles 
were interpreted that showed an acceptable fit (residual variance < 10%). The consistency 
of results was tested by repeating calculations with randomly selected initial dipole 
configurations and by comparing single-dipole with symmetrical- dipole solutions. This 
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approach indicated that in practically all cases the symmetrical solutions were most 
appropriate (i.e., resulted in a better fit than a single-dipole). 
 
 
2.4 Results 
 
Description of results is structured in the following way. First we report the  performance 
measures to verify if these data follow the typical pattern that is obtained in stop tasks and 
globally agree with the assumptions of the race model. Then we shall focus on the ERP 
results, and describe differences between ERPs that were elicited on SST and UST (relative 
to no stop-signal trial ERPs). 
 
Behavioral performance 
RTs and total numbers of UST and SST and the SSRTs as a function of three stop-signal 
delay intervals are shown in Table 1. The total number of error- and artifact-free stop-signal 
trials across all subjects was 1,870, which comprised 1,142 UST and 728 SST 
(corresponding, respectively, with averages of around 96 and 60 and percentages of around 
68% and 32%). The distribution of UST and SST over the three stop-signal intervals was in 
accordance with the predictions of the race model. Lowest (11%) and highest (72%) 
percentage UST occurred for the early and late stop-signal delay, whereas an intermediate 
pattern (37%) was found in the middle stop-signal interval. These percentages also 
increased significantly with longer duration of the stop-signal delay (t tests early versus 
middle and late, middle versus late, p < .05; see Table 2). 

Subjects differed considerably with respect to the total numbers of SST and UST 
generated in each of the three stopsignal intervals (minimum and maximum number of 
trials across subjects were: UST early bin: 0–25, middle bin: 3–41, late bin: 20–49, SST 
early bin: 32–59, middle bin: 7–52, late bin: 1–33). These results are typical for the stop-
signal paradigm and indicate that at a given delay, the probability of responding (i.e., 
producing UST) is higher for subjects with faster than subjects with slower go RTs (Logan 
et al., 1984).  

Very few errors of choice or omission errors were produced on no stop-signal trials. RT 
in the choice RT task that was administered before the stop task (average RT 448 ms) was 
slightly longer than RTs in the no stop-signal trials of the stop task (average RT 412 ms: t 
test = 5.61, df = 11, p <.05). Furthermore, RTs on UST were (a) significantly faster in the 
middle and late stop-signal delay intervals than no stop-signal RTs and (b) increased 
slightly with longer stop-signal delays, which is also consistent with the stop-signal 
literature (only t test late versus middle stop-signal delay significant at the .05 level; see 
Table 2). No significant differences were found between SSRTs of the three stop-signal 
delays bins. Finally, the observed RTs were always longer than those predicted from the 
race model. 
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Observed RTs differed significantly from predicted RTs in the early and middle stop-
signal delays (t = 22.2 and 27.7, p < .05). This could be a sign that there were an 
insufficient number of UST in the early and middle stop-signal delay trials to obtain a 
reliable estimate of unsuccessful stop RT. It could also be due to variability of SSRTs in the 
present experiment (see Band et al., 2002, for simulations of the horse- race model). 
 
Table 1 Summary of stop performance indices for individual participants. 
 
Subject SSTa USTa CRTb NS rtb USTrtb Early 

SSRTb 

Middle 

SSRTb 

Late 

SSRTb 

All 

Trials 

 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

     M 

 

31 

30 

45 

88 

115 

55 

62 

55 

40 

72 

76 

55 

     60 

 

128 

129 

94 

71 

49 

107 

80 

106 

132 

100 

83 

78 

     96 

 

430 

448 

438 

384 

364 

379 

402 

467 

363 

389 

444 

407 

    448 

 

438 

412 

403 

373 

391 

363 

400 

438 

370 

372 

363 

402 

   412 

 

379 

348 

367 

328 

366 

340 

359 

365 

341 

335 

323 

361 

    348 

 

- 

277 

281 

258 

309 

223 

239 

302 

- 

247 

195 

279 

    217 

 

201 

190 

217 

226 

328 

232 

258 

241 

176 

200 

221 

193 

    224 

 

235 

163 

245 

198 

382 

117 

227 

231 

171 

201 

259 

211 

    220 

 

348 

308 

305 

219 

258 

260 

270 

321 

267 

249 

229 

272 

    276 
a Total nummers of SST (successful stop trials) and UST (unsuccessful stop trials) that were free from errors or 
EEG artifacts. 
b Performance measures computed for individual participants and their averages 
CRT: choice RT; NS RT: No stop-signal RT;  SSRT: stop-signal RT (computed for early, middle, and late delays 
and across all trials). 
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Tabel 2. T tests carried out to test differences between performance measures such as no stop-signal RT and 
measures that were computed separately for the three stop-signal delays, designated early, middle, and late. 

 
 SSRT early 

UST RT early 
%UST early 

SSRT middle 
UST RT middle 
%UST middle 

SSRT late 
UST RT late 
%UST late 

- 
No stop-signal RT 

- 

- 
353, ns 

- 

- 
21.51, p < .05 

- 

- 
52.04, p < .05 

- 
SSRT early 

UST RT early 
%UST early 

- 
- 
- 

.05, ns 

.08, ns 
34.69,  p < .05 

.01, ns 

.02, ns 
235.14, p < .05 

SSRT middle 
UST RT middle 
%UST middle 

- 
- 
- 

- 
- 
- 

.08, ns 
29.24, p < .05 
94.56, p < .05 

SSRT: stop-signal RT; UST RT: unsuccessful stop-signal RT; % UST: percentage unsuccessful stop-signal trials. 
See text for additional results. 

 
 
ERP Waveforms 
 
Across individual subjects, the minimum and maximum numbers of artifact-free trials that 
were used for computation of average ERP waveforms varied between 30 and 115 (SST) 
and between 49 and 132 (UST). Approximately the same numbers of trials were selected 
for computation of the corresponding (i.e., slow versus fast) no stop-signal trials. The 
grand-average ERP waveforms synchronized with the onset of the stop stimulus are shown 
separately for the UST, SST, and corresponding (fast versus slow) no stop-signal trials in 
the left part of Figure 3. The associated difference waves, computed by subtracting (a) no 
stop- signal ERPs (slow) from stop-signal SST ERPs and (b) no stop- signal ERPS (fast) 
from stop-signal UST ERPs, are shown in the right panel of Figure 3. Results are briefly 
summarized below. 
 
Effects of stopping on P3.  
 
SST and UST elicited much larger P3s than corresponding no stop-signal trials (left panel, 
Figure 3).2 As expected, UST trials corresponded on the average with late stop-signal 
delays and SST with early stop-signal delays (average delays were 222ms for UST and 
116ms for SST; see also Figure 2 for predicted overlap patterns of the respective ERPs on 
UST and SST). 

                                                           
2 In the present article, the labels ‘‘successful and unsuccessful stopsignal N2/P3’’ are used primarily in a 
descriptive sense to label the major negative and positive deflections in ERPs. We do not wish to claim that these 
deflections reflect theoretical components (like the N2 and the P3). When we refer to the same deflections in the 
difference waveforms we shall use the terms ‘‘N2 effect’’ and ‘‘P3 effect,’’ implying that we refer to amplitude 
modulations of N2/P3 instead of their absolute amplitudes. The relationship between these deflections and 
theoretical components is elaborated in the Discussion. 
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The late positivity that is apparent in no stop-signal ERPs represents smeared out P3 
caused by the reaction signal. This positivity occurs earlier for fast no stop-signal trials 
(around 250ms) than for slow no stop-signal trials (around 400ms). The latency difference 
mirrors the difference between stop-signal delays associated with UST and SST, and results 
from the alignment procedure described in the Methods section (keep in mind that fast no 
stop-signal trials were aligned with stop-signal delays of UST and slow no stop-signal trials 
with the stop-signal delays of SST). 

This ‘‘leakage’’ of residual P3 activity of the reaction stimulus in the stop-signal ERPs 
is removed in the difference waveforms shown in the right panel of Figure 3. The 
impression created by these waveforms is that stop signals elicit an N2/P3 complex that is 
much more prominent and occurs at a longer latency on UST (peak latency P3: around 450 
ms) than on SST (peak latency P3: around 300ms). Notice further that for P3, the 
enhancement effect has a different midline topography for SST than for UST: for SST the 
P3 enhancement effect is maximal at the Cz and for UST the effect is maximal at the Pz 
site. 

Consistent with these visual observations, statistical time-slice analyses (Table 3) 
yielded significant effects of successful stopping in the period between 252 and 540 ms 
after stop-signal onset (P3 successful stop > corresponding no stop-signal P3). The 
significant Contrast x Leads interactions (between 252 and 516ms) indicated that the P3 
enhancement effect was manifested more strongly at the central than at frontal and parietal 
sites. 

Amplitude differences between UST and no stop-signal trials (reflecting the 
unsuccessful stopping effect) were also significant over a broad late latency range (P3 
unsuccessful stop > corresponding no stop-signal: 324–744 ms). This confirms the 
unsuccessful stop P3 enhancement effect that is clearly manifested in the waveforms in the 
right panel of Figure 3. In addition, significant Contrast x Leads interactions between 408 
and 636 ms indicated that on UST, the P3 enhancement effect was most strongly present at 
parietal electrode sites. The timeslice analyses also clearly confirmed the visual impression 
that the P3 enhancement effect had a relatively late onset on UST (onset significant time-
slice effect: 408ms) as compared with SST (onset significant time-slice effect: 252ms). 
Dipole and topographical (BESA) analyses were restricted to selected epochs of the 
difference waves, in which the P3 effects reached maximal amplitude, namely 280–320 ms 
for successful stop P3 and 400–500 ms for unsuccessful stop P3. Results are displayed in 
Figure 4. The scalp topography of successful stopsignal P3 showed a clear central-
maximum positivity. The equivalent symmetrical dipoles were located close to the midline 
in the higher dorsal regions of the brain adjacent to the central sulci (residual variance: 
5.9%). Unsuccessful stop-signal P3 had a predominantly centro-parietal scalp distribution. 
The corresponding bilateral sources were modeled in the ventral-medial areas of the brain. 
The fit of the symmetrical dipole model was also satisfactory (residual variance was 4.4%). 
Notice also that dipole location parameters of successful and unsuccessful stop P3 deviated 
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strongly along the vertical (z-axis), which confirms the visual observation that the dipoles 
were situated more dorsally for successful stop P3 and more ventrally for unsuccessful stop 
P3 (see Table 4). 
 

 

 
 
 
Figure 3. Left panel: grand-averaged ERP waveforms synchronized with onset of the stop-signal. ERPs associated 
with SST and UST and corresponding (slow versus fast) categories of no stop-signal ERPs are superimposed. Note 
that USST is UST. Arrows point at the ERP deflections (stop-signal N2, P3, residual reaction stimulus P3) of 
major interest. No stop-signal ERP trials (fast and slow) were aligned with the same stop signals that were used in 
computation of the corresponding stop-signal trials (i.e., UST and SST). Right panel: difference waveforms 
computed by subtracting fast and slow no stop-signal ERPs from ERPs associated with UST and SST. Boxes 
indicate time areas for which the time slices were significant (stop-signal vs. no stop-signal ERP differences) at the 
.05 level in the MANOVAs for the unsuccessful stop N2, successful stop P3, and unsuccessful stop P3 effects (see 
also Table 3; notice that time windows associated with significant Contrast X Leads interactions rather than the 
Contrast main effect were selected, because they correspond with the specific topographies of N2 and P3 
components in the stop task). 
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Table 3 Overview of latency ranges for which significant amplitude differences were obtained in the statistical 
time-slice analyses of the stop-signal locked ERP waveforms (p < .05 for runs of at least five consecutive time 
slices). 

 
 Contrast : 

SST vs No 
stop-signal 

trials 

Leads: 
Fz, Cz, Pz, 

Contrast x 
Leads 

Contrast : 
UST vs 

No stop-signal 
trials 

Leads: 
Fz, Cz, Pz 

Contrast x 
Leads 

Time period 
 
 

F test 
(min-max) 

252-540 ms 
 
 

6.20-71.06 

60-840  
ms 

 
 

3.53-100.06 

252-516 ms 
 
 

4.00-21.14 

324-744 ms 
 
 

5.49-34.57 

0-624 
ms 

 
 

4.28-32.20 

228-276  
408-636 ms 

 
4.02-5.63 
3.98-15.91 

Left three panels: SST versus no stop-signal trials; right three panels: UST versus no stop-signal trials. Different 
panels correspond with different tests. For each test and time-period, minimum and maximum F values are given. 
See text for further clarification. 

 
Table 4 Dipole location (Loc) coordinates (x-axis: toward right ear; y-axis: toward the nasion; z-axis: toward 
vertex) and dipole orientations (Or) parameters expressed in degrees (angle between orientation and the x,- y-, and 
z-axes) and percent residual variances for SST and UST.   

 
                               x Loc   y Loc   z Loc   x Or   y Or   z Or       % residual variances 
SST P3                    15.5     -17.6    63.5     -0.4    0.3    0.9                     5.9  
UST P3                   10.2     -13.5    35.8     -0.3   -0.4    0.9                     4.4    
All dipoles are symmetrical; thus, only the values for one dipole of a pair given. Starting positions of the present 
dipoles were center of head (0,0,0). Notice the large difference in locations of dipoles for successful and 
unsuccessful stop P3s along the vertical z-axis (z Loc). 

 
 
Effects of stopping on N2.  
 
No significant effects of successful stopping were found for the N2 component (only a 
small successful stop-signal N2 effect was visible around 200ms after stop-signal onset). 
UST elicited larger N2s than no-signal trials in the time window between 200 and 300 ms 
(see highlighted area in the right panel of Figure 3). Significant Contrast x Leads 
interactions between 228 and 276ms (right panel, Table 3) indicated that this N2 
enhancement effect was manifested mainly at the central electrodes.  

The latter observation was also corroborated by the BESA analyses (selected epoch: 250 
ms; the topographical distribution is displayed in the upper right corner of Figure 4). 
Unsuccessful stop-signal N2 is associated with a predominant central negativity. The 
symmetrical dipoles corresponding with the augmented N2 effect in UST are not shown, 
but were located at eccentric lateral locations in anterior temporal cortex (residual variance: 
17.6%; thus reflecting a poor fit of the dipole pair). 
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Direct test of P3 latency differences between successful and unsuccessful stop P3s.  
 
Finally, separate statistical tests verified that peak latencies of absolute stop-signal locked 
P3s at Cz that were selected in the time window between 300 and 500 ms after stop-signal 
onset differed significantly between UST and SST (average latencies: successful stop P3: 
378ms (SD 55.12), unsuccessful stop P3: 410 ms, SD 55.11, p < .008). In addition, it was 
found that the latency of the points in time where the successful and unsuccessful stop-
signal P3 effects reached their maximal amplitudes in the difference waves (in the range 
between 200 and 800 ms after stop-signal onset; see right panel of Figure 4) also differed 
significantly (average latencies: successful stop-signal P3 effect: 352 ms, SD 69.4, 
unsuccessful stop-signal P3 effect: 452 ms, SD 60.2, p = .000). 
 
 

 
 
Figure 4. Scalp topography (grand-average spline interpolated isopotential maps: upper panel) and equivalent 
symmetrical dipole sources (lowel panel) computed for successful stop P3 (successful stop minus no stop-signal 
difference waveforms) and unsuccessful stop P3 (unsuccessful stop minus no stop- signal difference waveforms). 
Time windows: successful stop P3 effect: 280-320 ms, unsuccessful stop P3 effect: 400-500 ms. Upper right: 
isopotential maps of unsuccessful stop N2 at 250 ms (dipole solutions for this component did not reach a 
satisfactory fit). Shaded and light areas in isopotential maps areas of positive and negative amplitude. Spacing 
between isopotentials is 0.5 µV. Circles of dipoles indicate negativity of dipole. 
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2.5 Discussion 
 
 
The present study examined response inhibition in the context of the stop-signal paradigm 
using both ERPs and performance measures as indices of the internal response to the stop 
signal. With respect to RTs and probabilities of responding (inhibition functions), task 
performance followed the pattern that is usually obtained in stop-task studies (e.g., Logan et 
al., 1984). The predicted unsuccessful stop RTs deviated substantially from the observed 
RTs, especially for the early stop-signal trials. However, this result is not uncommon (e.g., 
Jennings, van der Molen, Brock, & Somsen, 1992, van Boxtel et al., 2001) and could 
indicate that the speed of stop processes (as reflected in SSRT) were not constant in the 
present experiment (see also Band et al., 2002, for simulations of the horse-race model that 
seem to fit our results). The suggestion from performance results that stopping latency is 
not constant but variable is further corroborated by the ERP findings discussed below. 
 
Identification of Stop-Signal ERPs 
 
The first purpose of the present study was to isolate ERP components presumed to reflect 
processing of the stop signal from overlapping ERPs that were elicited by the preceding 
reaction stimulus. Stop signals always elicited a sequence of N2/ P3 components that were 
much less pronounced in the no stop-signal trials. Residual reaction-stimulus-related ERP 
activity that was still visible in the absolute waveforms that were synchronized with the 
stop-signal (Figure 3, left panel) appeared to be practically eliminated after subtraction of 
the aligned no stop- signal ERPs (Figure 3, right panel). 
 
Successful versus Unsuccessful Stopping: Latency Differences 
 
There appeared to be some substantial differences between successful and unsuccessful 
stop-signal ERPs. This concerned differences in latency as well as in scalp topography 
between the relevant components. The amplitude enhancements of N2/P3 occurred at 
slightly (but significantly) longer latencies at UST than at SST (see also Kok, Ramautar, de 
Ruiter, & Ridderinkhof, 2002, for a replication of this ERP effect in a stop task). These 
latency differences were even more conspicuous in the difference waveforms in which 
residual ERP activity elicited by the reaction stimulus was removed. This finding extends 
the horse-race model in one important aspect, namely, that the probability of successful 
stopping a motor response given a certain stop-signal delay may depend not only on the 
speed of processing of the reaction stimulus but also on the timing of the internal response 
to the stop signal. If this response occurs early enough (as manifested in the successful 
stop-signal P3) it may prevent concurrent activation processes from resulting in an overt 
response, but if it occurs too late (manifested in unsuccessful stop-signal P3) it is no longer 
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effective in disrupting activation processes. Note also that with the prior suggestion, we do 
not claim that the P3s that are elicited by SST and UST are manifestations of the same 
unitary process. These P3s could very well reflect qualitatively different subcomponents of 
the internal response to the stop signal. But this does not invalidate the difference in timing 
of these subcomponents and the functional significance of the latency effect for the horse-
race model. 

The timing of the peak of successful stop-signal P3 (around 300ms after the stop signal) 
in relation to overall stop-signal RT (estimated to be around 275ms) is clearly too late to 
represent a processing stage that precedes (or could have caused) response inhibition. A 
better candidate of such an inhibitory process is probably the onset of the successful stop-
signal ERP effect. This effect starts to become significant around 252 ms after the stop 
signal (see the highlighted areas in the right panel of Figure 3); thus around 20ms before 
completion of inhibitory processing as reflected in stop-signal RT (SSRT). Note also that 
the onset of the unsuccessful stopping effect is manifested around 408 ms, thus 156 ms later 
than for successful stopping. 
 
Successful versus Unsuccessful Stopping: Topographical Differences 
 
It further appeared that topographical and equivalent dipole configurations underlying 
successful and unsuccessful stop P3s differed in several aspects from another, suggesting 
that these ERP components reflected processes that were not only shifted in time but 
differed also qualitatively.3 The locations of the dipole sources of successful stop P3 are in 
accordance with earlier studies that found a fronto-centrally distributed P3 on no-go trials in 
visual go/no-go tasks (Kiefer, et al, 1998; Kok, 1986, 1988; Pfefferbaum et al., 1985; 
Roberts et al., 1994). This suggests that similar to no-go P3, the selective enhancement of 
successful stop-signal P3 in the present study could reflect aspects of (central) response 
inhibition released by the stop signal (see also De Jong et al., 1990, for a similar 
conclusions based on stop-task ERP results). The configuration of topographical maps and 
dipoles of the successful stop-signal P3 effect did not give rise to the suggestion that this 
effect was generated in prefrontal structures. More likely sources are areas in the vicinity of 
precentral cortex. There is indeed evidence to suggest that the motor or premotor cortices 
are activated in tasks when control of movement is guided not by internal but external 
events (Goldberg, 1985; Jenkins, et al., 1994; Kalaska & Crammond, 1995; Mushiake, 
Masahiko, & Tanji, 1991). Another possibility, however, suggested by Kok (1986) is that 
no-go P3s represent the same process as go P3, but are uncontaminated by overlap of 

                                                           
3 It is important to emphasize that equivalent dipoles represent the geometrical center of activity of potentials 
fields. This implies that dipoles do not necessarily have to reflect focal activity but can also reflect a center of 
distributed activity that is spread out over a relatively large area in the brain. Of primary concern, therefore, was 
not to determine the precise location of the neural sources underlying the ERP components, but rather to test the 
stability of the dipole solutions and their independence of the starting solutions. 
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negative movement-related potentials. In the present study, negative motor potentials could 
have affected ERPs during no stop-signal trials but not during SST trials, which in turn 
could have showed up as an increased positivity at central electrode locations in the 
difference waveforms. 

For unsuccessful stop-signal P3, the dipole sources were located more deeply (ventrally) 
than for successful stop-signal P3s. This could mean that the dipole model might be trying 
to accommodate not only central-medial but also more anterior (e.g., orbito-frontal) 
activity. An alternative possibility, however, is that unsuccessful stop P3 generator(s) 
represented a widely distributed source in posterior cortex. The location of the equivalent 
dipole sources of the unsuccessful stop P3 is indeed not very different from the location of 
generators that have been identified for the classical P3(b) to visual oddball stimuli using 
neuroimaging (fMRI) techniques, namely, the bilateral temporalparietal junction (Kiehl, et 
al., 2001; McCarthy, Luby, Gore, & Goldman-Rakic, 1997; Menon, et al., 1997). 

This interpretation does not preclude that unsuccessful stop P3 (or P3b) also 
incorporated processing of an error event that has been referred to as ‘‘error positivity’’ or 
Pe by Falkenstein (Falkenstein, Hoormann, Christ, & Hohsbein, 2000; Nieuwenhuis, et al, 
2001). In the present study, this error positivity could have occurred after UST when the 
stop signal indicated that the subjects had not succeeded in inhibiting the motor response to 
the reaction stimulus. 

 
Unsuccessful Stop N2 
 
N2 was much more prominent in the difference waves associated with UST than SST. This 
effect is reminiscent of the error related N2 (dubbed ‘‘error negativity/Ne’’; Falkenstein, 
Hohnsbein, & Hoormann, 1991; Gehring, et al, 1993; Scheffers, et al, 1996). Various 
studies have pointed out that Ne is sensitive to error monitoring or response conflict 
(Botvinick, et al., 1999; Carter et al., 1998), and probably reflects activity of the anterior 
cingulate cortex (Dehaene, Posner, & Tucker, 1994; Holroyd, Dien, & Coles, 1998; Kiehl, 
Liddle, & Hopfinger, 2000; Menon, et al., 2001). The scalp topography of the unsuccessful 
stop-signal N2 effect in the present study is not fully consistent with the hypothesis that the 
anterior cingulate cortex or prefrontal areas serve as generators of this component. It should 
also be noted that some of the studies that identified more frontal neural generators 
underlying N2 in go/no-go or stop tasks have typically used stop or nontarget stimuli that 
occurred at lower probabilities (Kiefer et al., 1998; van Boxtel et al., 2001). In our study, 
stop-signal and no stop-signal trials were presented with equal probabilities. This could 
have prevented buildup of a prepotent stereotyped response and subsequent conflict caused 
by the deviant event (stop-signal). 
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N2/P3: Prior Stop-Signal ERP Results 
 
As indicated earlier, only a few studies have focused on visual stop tasks in combination 
with ERP measures. Van Boxtel et al. (2001) used a stop task that incorporated both no-go 
signals (10%) and stop signals (20%). Their N2 results (see their Figure 5) seem to 
converge nicely with our finding that larger N2s were elicited to UST than SST. Their 
interpretation of N2 in terms of response inhibition (pp. 252–253) is, however, hard to 
reconcile with the larger amplitude of this component on unsuccessful than successful stop 
trials. In addition, van Boxtel et al. presented stop-signal ERPs results only for the F3/F4 
electrodes (see again their Figure 5) and did not mention P3 results at all, which makes it 
difficult to assess the full implications of their study for our findings. The same problem 
holds for the ERP data presented by De Jong et al. (1990), who followed the same strategy 
as our study to examine effects of stopping on ERPs by computing stop-signal minus 
corresponding (fast versus slow) no stop-signal subtraction waveforms. Although their 
focus was mainly on the lateralized readiness potentials (LRP), they also reported a large 
P3 (measured at three midline locations) to SST. Unfortunately they did not report on the 
P3 to UST, nor on N2 results. The difference waves in their Figure 6, however, do show a 
prominent N2 that did not seem to differ appreciably between SST and UST. Finally, a 
recent study by Pliszka, Liotti, and Woldorff (2000) compared N200 responses (measured 
at 64 channels) of normal control and ADHD children in a stop-signal paradigm that 
contained 25% stop signals. They found that N200 was reduced in ADHD children (which 
finding was interpreted in line with Kok’s (1986) ‘‘red flag’’ hypothesis), but had the same 
size on SST and UST. Although no quantitative analysis was carried out on the late 
positivity elicited by their stop signals it is apparent from visual inspection of their 
waveforms (Figure 2) that this component had the same amplitude on SST as UST. Thus, 
although these three stop-task studies differed considerably in methodological aspects such 
as experimental design and analyses of ERP waveforms, they do seem to converge in one 
important aspect, namely, that no clear evidence was found of emergence of a typical ‘‘no-
go N2,’’ that is, an amplitude enhancement of N2/N200 to successfully relative to 
unsuccessfully inhibited stop signals. 

The pattern of ERPs elicited in the present stop-task study suggests that stop-signal 
processing cannot be simply equated with processing of stimuli in the typical go/no-go task. 
This holds especially for the finding that a larger N2 and P3 were found on UST than on 
SST. One possibility is that during UST (or ‘‘false alarm’’ trials) stop signals provide 
performance feedback to the subject, which leads to an enhancement of amplitudes of N2 
and P3. Thus, the larger N2/P3s could very well reflect aspects of monitoring of responses 
that subjects were not able to suppress. This needs not necessarily take the form of ‘‘error 
monitoring,’’ because, in a strict sense, UST responses are not errors, but fast and correct 
responses to the primary stimulus. 
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In summary, differences in latency as well as amplitude and scalp topography between 
successful and unsuccessful stopsignal ERPs (in particular N2/P3 components) suggest that 
processes underlying successful and unsuccessful stopping were not completely equivalent. 
The specific nature of these processes, however, remains to be further explored. With 
respect to the P3s that were elicited on SST and UST, the most parsimonious interpretation 
is that they reflected perceptual-central aspects of stop-signal processing that became 
apparent in a fairly early stage of processing after stop-signal onset. The early onset of 
successful stop P3 (around 250 ms after stop-signal onset) further suggests that this 
component could also reflect processes that preceded or perhaps even caused successful 
inhibition of the response. Finally, the different configurations of equivalent dipole sources 
of successful and unsuccessful stop-signal P3 suggest the involvement of different neural 
generators. With respect to the successful stop-signal P3, this could either involve a 
generator involved in actual inhibition of the motor response or differential overlap with 
motor potentials generated on no stop-signal trials relative to SST trials. The first 
explanation is clearly consistent with the early onset of successful stop-signal P3, and could 
be valuable in guiding future research on the location of the specific neural generators of 
this component. 
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3 
 

Effects of stop-signal probability  

in the Stop-Signal Paradigm: 

the N2/P3 complex further validated 
 
 

3.1 Abstract 
 
The aim of this study was to examine the effects of frequency of occurrence of stop signals 
in the stop-signal paradigm. Presenting stop signals less frequently resulted in faster 
reaction times to the go stimulus and a lower probability of inhibition. Also, go stimuli 
elicited larger and somewhat earlier P3 responses when stop signals occurred less 
frequently. Since the amplitude effect was more pronounced on trials when go signals were 
followed by fast than slow reactions, it probably reflected a stronger set to produce fast 
responses. N2 and P3 components to stop signals were observed to be larger and of longer 
latency when stop signals occurred less frequently. The amplitude enhancement of these N2 
and P3 components were more pronounced for unsuccessful than for successful stop-signal 
trials. Moreover, the successfully inhibited stop trials elicited a frontocentral P3 whereas 
unsuccessfully inhibited stop trials elicited a more posterior P3 that resembled the classical 
P3b. P3 amplitude in the unsuccessfully inhibited condition also differed between 
waveforms synchronized with the stop signal and waveforms synchronized with response 
onset whereas N2 amplitude did not. Taken together these findings suggest that N2 
reflected a greater significance of failed inhibitions after low probability stop signals while 
P3 reflected continued processing of the erroneous response after response execution. 
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3.2 Introduction 
 
 
Cognitive control refers to the higher-order organizational processes that monitor and 
command lower-level processes to intervene and adjust behavior. One frequently 
investigated aspect of cognitive control is inhibition. This construct has been interpreted 
and defined in various ways (Kok, 1999; Logan, 1994) and likely entails the involvement of 
various cognitive processes and different brain circuits (e.g. Kramer, Humphrey, Larish, 
Logan, & Strayer, 1994). An important aspect of inhibition concerns response inhibition or 
the ability to suppress or abort ongoing actions. The capacity to interrupt inappropriate 
motor responses is also referred to as stopping behavior and can be investigated by using 
the stop-signal paradigm. In this paradigm, subjects are engaged in a primary task, usually a 
choice reaction time task (choice RT). Occasionally and after variable delays a second 
stimulus, the stop signal, is presented that tells the subject to withhold the response to the 
primary task- also denoted as- go stimulus. 

Performance in the stop task has usually been interpreted within the framework of the 
horse-race model. This model represents stop performance in terms of a race between two 
sets of processes that operate stochastically independent and run for completion in a 
winner-takes-all fashion (Logan & Cowan, 1984; Logan, Cowan, & Davis, 1984). The first 
set of processes is invoked by the onset of the primary-task stimulus and controls the stages 
of stimulus identification, response choice, the preparation and execution of the response, 
whereas the second set pertains to the processing of the stop signal and controls the 
detection of the stop signal and response inhibition. The outcome of this race determines 
whether a response is stopped or executed; if the stop process finishes before the go 
process, the response is successfully inhibited, otherwise, a response is given (Lappin & 
Eriksen, 1966, Logan & Cowan, 1984). 

The major dependent variable in the horse-race model of stop performance is the 
estimated finishing time of stop-signal processing1. In contrast to the direct observation of 
processing speed in the primary task, the duration of the non-observable, internal reaction 
time to the stop signal (Stop Signal Reaction Time, SSRT) can only be estimated indirectly 
(for details see Logan & Cowan, 1984, Logan, 1994). From a considerable number of 
studies with the stop-signal paradigm, it appears that the SSRT is rather stable in speed, 
with a duration ranging from 200-250 ms (for extensive simulations with the stop-signal 
paradigm, see Band, Van der Molen & Logan, 2003) although it has been shown that that 

                                                           
1 The stop-signal reaction time (SSRT) can be derived mathematically from the distribution of response times of 
the primary task, the observed probability of responding on the stop-signal trials, and the stop-signal delay. If for 
instance, the percentage of UST (unsuccessfully inhibited trials) is 51, the finishing time of the stop signal is set 
equal to the time associated with the 51st percentile of the go distribution. The mean stop-signal delay is then 
subtracted from this finishing time of the stop process, leaving us with the estimated duration of the stop process: 
SSRT (Band, Van der Molen, & Logan, 2003; Logan, 1994; Logan & Cowan, 1984). 
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SSRT is increased by distractor stimuli in a flanker task (Ridderinkhof, Band, & Logan, 
1999).  

The horse-race model is not concerned with the specific nature of processes underlying 
stopping behavior. Event-related potentials (ERPs) have proven to be useful in providing 
additional insights into the processes underlying stop performance. In one of the first 
experiments in which the stop task was combined with ERPs, De Jong and colleagues 
observed an enhancement of the P3 component in the successfully inhibited compared to 
the unsuccessfully inhibited condition, which was interpreted as a reflection of inhibition of 
the primary-task processing elicited by the stop signal (De Jong, Coles, Logan, & Gratton, 
1990). Kok and colleagues recently reported that ERP components following the stop signal 
and go stimulus in the stop task could be separated from another (Kok, Ramautar, De 
Ruiter, Band, & Ridderinkhof, 2004). Effects were manifested as an enhancement of P3 
amplitude elicited on stop-signal trials relative to ERPs on no stop-signal trials (i.e. trials 
that did not contain a stop signal). It also appeared that P3 components elicited on 
successful stop trials (SST) and unsuccessful stop trials (UST) differed markedly with 
respect to their scalp topographies and dipole sources. SST P3 showed a fronto-central 
focus and UST P3 a medial posterior focus on the scalp, suggesting the involvement of 
precentral and more widespread posterior areas, respectively. Moreover, SST P3 was 
elicited slightly earlier than UST P3 that could reflect differences in the timing of stop 
processes. Based on these findings Kok et al. (2004) suggested that in the stop task the P3 
component elicited on SST probably reflected aspects of active inhibition of the motor 
response, while N2 and P3 components that were elicited on UST could also have reflected 
aspects of monitoring of erroneous responses.  

Other stop studies in which similar ERP results were observed, involved child studies in 
which the stop task was used to investigate inhibitory deficits in dyslexia (Van der Schoot, 
Licht, Horsley, & Sergeant, 2000) and in ADHD (Dimoska, Johnstone, Barry, & Clarke, 
2003; Overtoom, et al., 2002; Pliszka, Liotti, & Woldorff, 2000). 

In Kok et al. (2004) stop-signal trials and no stop-signal trials were presented equally 
frequent. Logan et al. (1984) however has argued that low frequency stop signals are 
needed to ascertain that subjects do not develop a response strategy in which speed is traded 
for inhibition success. The major performance effects of presenting stop signals less 
frequently are faster reaction times to the go stimulus and an increase of the percentage of 
false alarms (% UST). This is usually interpreted by assuming that stop performance is 
controlled by a trade-off between processing of the go and stop signal: when stop-signal 
probability decreases subjects sacrifice success of inhibition for faster responses to the go 
signal (Logan, 1984). Another aspect of presenting stop signals less frequently, which is of 
relevance for the present study, is that more inhibitory pressure is needed to overcome the 
strong tendency to produce rapid responses to the go stimuli. Brain areas that are engaged 
in response suppression involve in particular the prefrontal areas as indicated by several 
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lesion studies (Aron, Fletcher, Bullmore, Sahakian, & Robbins, 2003; Fuster, 1997) and 
imaging studies (Casey et al. 1997; Garavan, Ross & Stein, 1999; Konishi et al., 1999). 

The principal aim of the present study was to further examine the functional and 
topographical characteristics of N2/P3 components that are elicited in the stop task by using 
stop-signal probability as the major manipulation of an internally generated act of control. 
Our first objective was to gain a more precise understanding of the functional significance 
of ERP components that are elicited on successful and unsuccessful inhibit trials of the stop 
task. Contrasting these ERPs in tasks when stop signals were presented at low and high 
frequencies was assumed to provide a more detailed insight into involvement of inhibitory 
brain processes. According to the race model presenting stop signals less frequently would 
create a stronger bias to the go stimuli. This was however expected to affect components 
elicited on SST and UST in a different way. When stop signals occur less often successful 
inhibition can only be accomplished because a greater inhibitory pressure is applied to 
overcome the stronger bias to the go stimuli. The study of Kok et al. (2004) suggested that 
the fronto-central P3 elicited on successful stop trials was a suitable candidate for the 
expression of response-inhibitory processes. The scalp topography and location of the 
dipole generators of SST P3 component was however more consistent with a locus in the 
precentral (motor) areas than the prefrontal areas. Presenting stop signals less frequently 
could however be more effective in activating neural sources in prefrontal cortex. Stop-
signal frequency was also assumed to affect ERP components elicited on unsuccessful stop 
trials. According to the trade-off model subjects could place less emphasis on stopping 
when stop signals are presented less frequently (Logan, 1984). Following this logic, 
subjects should perceive failed inhibitions as less meaningful or important in the low than 
in the high stop-signal probability task. This was assumed to lead to smaller amplitudes of 
UST N2/P3 components in the condition when stop signals occurred less often than when 
they occurred more frequently. 

A second objective of our study was to verify if N2/P3 components elicited on 
unsuccessful stop trials reflected processing of the incorrect response rather than processing 
of stop signals. This research objective was inspired by studies showing that an N2-like 
component (i.e., error-related negativity: Ne or ERN) and a P3 like component (i.e., error 
positivity: Pe) are elicited after incorrect actions. These components have been localized in 
anterior (Ne/ERN) and posterior (Pe) areas of the brain and likely reflect aspects of error 
processing (Falkenstein, Hoormann, Christ & Hohnsbein, 2000). An additional result in the 
latter study showed that error probability did not influence the Ne/ERN component.      

It was anticipated that if N2/P3 components would primarily reflect aspects of response-
monitoring, this would become apparent in the following pattern of results. First, N2/P3 
elicited on stop-signal trials with failed inhibition of button-press responses should show 
larger amplitudes in the response-locked than stimulus-locked waveforms, irrespective of 
the quality of the response (i.e., correct or incorrect). Second, N2/P3 should show larger 
amplitudes and in case of the N2, possibly a different (more anterior) scalp distribution 
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following incorrect responses to stop signals than correct responses emitted on no stop-
signal trials.  

Before engaging in an ERP study, the feasibility of the intended experimental approach 
was first explored in a behavioural pilot study.  The specifics and results of this behavioural 
experiment are reported in Appendix 3.6. 
 
 
3.3 Methods 
 
Participants 
 
Fourteen healthy undergraduate students (seven women) from the University of Amsterdam 
served as subjects. The subjects ranged in age from 18 to 23 years (M = 20.14, SD = 1.99) 
and all reported to have normal or corrected-to-normal vision. Two subjects were 
lefthanded, and all received course credits for their participation. 
 
Stimuli and Apparatus 
 
Subjects were tested in a dimly lit, sound attenuating room and were comfortably seated in 
a chair. They were faced with stimuli at a distance of 90 cm in front of the screen and were 
instructed to look at the fixation plus sign during the execution of the task. Subjects 
responded using button boxes that were attached to the arms of the chair. Response timing 
was accurate to 1 ms. The primary-task stimuli (further referred as go stimuli) consisted of 

blue circles and squares, subtending a 0.4° visual angle and were presented against a black 
background on a 14-inch monitor with refresh rate of 100 Hz. A blue fixation plus sign was 

presented at the center of the screen during trials, subtending a 0.15° visual angle. Each trial 
started with the fixation plus sign for 250 ms that was followed by one of the go stimuli 
which was displayed for 100 ms. During the stop task, a blue cross (stop signal) was 
presented after onset of the go stimulus and randomly at one of the 5 fixed delays (100-150-
200-250-300 ms). The duration of the stop signal was also 100 ms, with a visual angle of 

0.4°. Go and stop stimuli were also presented centrally on the screen. Trial duration of the 
choice reaction time task (or choice RT see below for more details) and stop task varied 
between 3.5 and 4.5 sec.  
 
Design and Procedure 
 
The experiment involved 1 training session and 3 experimental sessions that were held on 4 
separate days. In the training session, that always preceded the experimental sessions, 
subjects practiced the choice RT task (without stop signals) and the stop task to achieve 
stable response levels. A session always started with a choice RT task to calculate the 
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individual speed level. Mean RT was then used as a baseline for evaluating the RTs to the 
go signals of the stop task (i.e. these RTs were not expected to deviate substantially from 
the RTs in the choice RT). Second, stop tasks were administered under two conditions: a 
20% (low probability stop signals) and a 50% (high probability stop signals) condition. 
Each condition consisted of stop signals that were presented in random order and equally 
often at each of the 5 delays, the remaining 80% or 50% of the trials did not contain stop 
signals (i.e. no stop-signal trials).  

In the experimental sessions 3 blocks of choice RT tasks and a total of 37 stop-signal 
blocks were presented. The choice RT tasks contained 120 trials per block whereas the 
stop-signal tasks consisted of 25 blocks of low probability stop-signal trials (each 
containing 100 trials) and 12 blocks of high probability stop-signal trials (each containing 
120 trials). In total, an amount of 3940 trials was presented. This procedure ensured that an 
approximately equal number of stop-signal trials was administered under low and high 
probability stop-signal conditions for averaging of the ERPs. 

Task order of the stop blocks was counterbalanced across subjects. The assignment of 
response finger (left index finger, right index finger) to the reaction stimuli (circle, square) 
was also counterbalanced across subjects. Subjects were instructed to respond as quickly as 
possible to the go stimuli while maintaining a stable level of accuracy. The importance of 
responding to the go stimuli was emphasized and subjects were told not to sacrifice speed 
to anticipate the stop signal. It was also explained that it would not always be possible to 
withhold their response after detecting the stop signal. Furthermore, subjects were given 
feedback about speed of responding at the end of each block. Halfway through the sessions 
a 15 min break and 1 min breaks between blocks were introduced. 
 
Psychophysiological Recording and Data Analysis 
 
EEG recordings (Neuroscan) were taken from 64 sintered Ag-AgCl electrodes in an 
extended system (Easycap) referenced to the left mastoid. The electro-oculogram (EOG) 
was recorded from sites above and below the left eye and from electrodes lateral to each 
eye. The AFz electrode served as ground electrode. Electrode impedance was kept below 5 

k� . The EEG signals were digitized online at a rate of 250 Hz with low-pass filter at 40 Hz 
and a time constant of 5 sec. For each trial, an epoch of 2048 ms was obtained starting  248 
ms before the onset of the go stimulus and lasting until 1800 ms after go-stimulus onset. 
Extraction of single trial epochs occurred offline, then EOG artifacts were corrected using 
the algorithm described by Woestenburg, Verbaten and Slangen (1983). 

For each subject and in each condition, artifact free, go stimulus-synchronized average 
waveforms were computed for both the no stop-signal trials and stop-signal trials 
subtracting the 100 ms pre-stimulus period as baseline per delay. No stop-signal ERPs were 
used for computation of ERP components to the go stimuli, while isolation of ERP 
components to stop signals was based on difference waves.  Following the procedure of De 
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Jong et al. (1990) and Kok et al. (2004) corresponding no stop-signal waves were computed 
for each delay by averaging that part of the no stop-signals in the no stop-signal distribution 
that corresponded with the percentage of UST which will be referred as no stop-signal fast 
(or CNS fast) and the percentage of SST which will be referred as no stop-signal slow (or 
CNS slow). The difference waves were computed by subtracting for each stop-signal delay 
from the stop-signal ERPs the corresponding no stop-signal ERPs (i.e. UST - CNS fast, 
SST - CNS slow). Prior studies have shown that this procedure is effective in removing 
overlap from the stop-signal ERPs caused by the go-stimulus ERPs (De Jong et al., 1990, 
Kok et al., 2004). Notice that the stop-signal ERP waveform comprises a summation of two 
different types of ERP components, namely, a) fixed latency ERP components elicited by 
the go stimulus and b) stop-signal ERP components that move systematically in time with 
longer duration of the stop-signal delay.  Since our subtraction was carried out for each 
separate stop-signal delay, it is unlikely that it would generate artificial amplitude variations 
of ERP components caused by subtraction of ERP components that differ in latency 2. 

Finally, ERPs on no stop-signal trials and UST trials were also averaged in synchrony 
with the onset of the button-press response. This was done to verify if ERP components 
would differ in amplitude and topography between the response-locked and stimulus-
locked averages. The ERP components in these data were also extracted from difference 
waves computed by subtracting fast no stop-signal trials (CNS fast) from UST trials with a 
100 ms pre-response period as baseline. 

N2 and P3 amplitudes and latencies were subsequently calculated from the 
corresponding no stop-signal ERPs, as well as from the difference waves 3 . These measures 
were taken from the electrode sites Fz, Cz, and Pz after visual inspection of the individual 
averaged waveforms, and always corresponded with segments of ERP waveforms where 
maximal amplitudes and latencies were observed for each component (150-800 ms 

                                                           
2 The use of difference waves entails the danger of misinterpreting results. This is true especially when the two 

signals are similar in morphology but differ in component latency. At the same time, however, not using 
differences waves in the stop task invokes the even more serious problem of allowing differential go-signal related 
ERP components to contaminate the stop ERPs.  For instance, as the stop signal was presented later, the 
progressively developing P300 of the go stimulus became more discernible and contaminated the processing of the 
stop signal (best seen in the latest delays). Thus, examining raw waves involved spurious effects, while the 
common objections associated with the use of difference waves are hardly applicable to the present task. Taken 
together, the use of difference wave is the most preferable solution (compared to the absolute waveforms) in 
interpreting ERP reflections of stop-signal processing.  
 
3 To examine the extent to which changing frequencies of stop signals would induce different strategies in 

processing the go signal, we might inspect go-locked ERPs in no-stop trials averaged across the entire RT 
distribution rather than the ‘corresponding no-stop’ ERPs that we used here. Comparison of these two waveforms 
yielded essentially no differences. Therefore, since stop-signal related waveforms are best examined relative to 
corresponding no-stop waveforms, we chose to show only the corresponding no-stop ERPs. 
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following the stop signal). In the response locked analysis, N2 and P3 amplitudes and 
latencies were selected from 80-400 ms following the button press onset.   

Statistical analyses of the behavioral data were based on repeated-measures Analysis of 
Variance (ANOVA) using Probability (20%, 50%) and Delay (100, 150, 200, 250, 300 ms) 
of the stop signal as independent factors. ERP data were analyzed using four different 
repeated measures ANOVAs. First, an ANOVA was carried out on N2/P3 area measures of 
the (absolute) corresponding no stop-signal ERPs, using Probability (20%, 50%), Response 
Speed (CNS fast, CNS slow), and Leads (Fz, Cz, Pz) as factors. Second, N2/P3 area 
measures elicited on stop-signal difference waves were analyzed by using Probability 
(20%, 50%), Stop-type (UST, SST), Leads (Fz, Cz, Pz) and Delay (100, 150, 200, 250, 
300) as independent factors. Third, an ANOVA was performed on N2/P3 measures 
extracted from the response-locked waveforms (UST - CNS fast), using Probability (20%, 
50%), Leads (Fz, Cz, Pz), and Delay (100, 150, 200, 250, 300) as factors and finally, an 
ANOVA was executed to examine if there were differences between the stimulus-locked 
and response-locked N2/P3 components. This comparison was restricted to the difference 
waves of the UST condition and consisted of the factors Synchronicity (Stimulus-Locked, 
Response-Locked), Probability (20%, 50%), Leads, (Fz, Cz, Pz), and Delay (100, 150, 200, 
250, 300).  A level of p < .05 was accepted as statistically significant, and was adjusted 
with the Greenhouse-Geisser correction (GG) where appropriate. 

It appeared from the statistics that effects of stop-signal probability on the amplitude of 
major ERP components were highly similar across the five stop-signal delays. This held for 
the stimulus-locked as well as the response-locked waveforms. In view of the large amount 
of ERP data in the present study, it was therefore decided to limit our report of the 
statistical effects of stopping on the amplitudes and latencies of stop-signal locked and 
response-locked ERP components to the effects of the three major factors, namely 
Probability (50%, 20%), Stop-type (UST, SST), and Leads (Fz, Cz, Pz), and to show ERP 
waveforms that were averaged across delays. This was realized by pooling the waveforms 
that were calculated for each separate delay together. For computation of stop-signal ERPs 
the difference waveforms were first aligned with onset of the stop signal and subsequently 
pooled across the five stop-signal delays. In these pooled waveforms the average onset of 
the stop signal relative to the go stimulus was 200 ms. An additional advantage of this 
procedure was that much more trials were available for computation of the ERP averages, 
which would increase the robustness of the statistical tests of effects of stopping, and the 
precision of dipole source analyses (see further below) 4. 

                                                           
4 One of the reviewers identified a potential mathematical confound in pooling ERPs across delays. This 
objection, involving over-representation of fast cq slow responses, would be an issue if raw waves were used, but 
for the present difference waves things are more complicated. From a functional perspective there is no way (that 
the authors can think of) in which over-representation of fast cq slow responses, if at all an issue, would affect the 
interpretation of results.  Since the horse-race model assumes that trial-by-trial variability in the speed of Go 
processes is independent of trial-by-trial variability in the speed of inhibitory processes, it is assumed that those 
differences in the speed of inhibitory processes that are expressed in the UST vs SST difference ERPs are 
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For reasons of transparency, however, the stop-signal locked ERP difference waves that 
were obtained in the separate stop-signal delays are also presented in a separate figure to 
allow visual inspection of these data. Furthermore, the main effects of Delay are presented. 
 
Source Localization 
 
Source localization analyses (BESA version 4.2) were carried out to explore the differences 
in spatial dynamics of ERP components that might result from different probabilities of the 
stop signal. In order to increase the precision of dipole solutions, the pooled ERP difference 
waveforms synchronized to the onset of the stop signal were used.  Source analyses of stop-
signal ERPs were applied to individual difference waveforms and were performed on the 
components elicited on SST and UST trials. 

Modeling was performed on signals that were re-referenced to the average signal across 
all channels, using a four-shell spherical head model. In addition to an energy constraint 
that was used as a criterion to be minimized in fitting, the residual variance (RV) was 
included as a second criterion (< 10%). Source configurations with optimal results always 
corresponded with one single pair of symmetrical dipoles. For each individual difference 
wave, instantaneous dipole models were derived. The solution parameters found in the 
grand average waveform were used as a marker for the single-subject solutions (cf. 
Kenemans, Lijffijt, Camfferman, & Verbaten, 2002). Dipole parameters that are associated 
with dipole location and orientation were estimated separately for each stop-signal 
probability. Each parameter was then subjected to repeated measurement ANOVA with 
Probability (20%, 50%) and Stop-type (UST, SST) as factors. 
 
 
3.4 Results 
 
Behavioral performance 
Reaction Times: RTs differed significantly between the choice RT task, and the no stop-
signal trials in the conditions in which stop signals occurred with 20% and 50% 
probabilities, (F(1,13) = 31.53, p < .001). The average RTs in these conditions were 406 ms 
(SD = 45 ms), 423 ms (SD = 29 ms) and 471 ms (SD = 25 ms) respectively. With 
subsequent paired t-tests, only RTs in the 50% no stop-signal condition were found to be 
significantly longer than RTs in the choice RT task, (t(13) = 7.44, p <  .001). RTs of the no 
stop-signals trials were also shorter in the 20% than the 50% stop task, (t(13) = 9.92, p < 
.001). Consistent with the assumptions of the horse-race model (Logan, 1984), reaction 
                                                                                                                                                      
independent of trial-by-trial variability in the speed of Go processes.  Thus, these differences (in the speed of 
inhibitory processes between SST and UST trials) should appear regardless of Go-RT and therefore regardless of 
SOA. Consequently, these differences should be expressed equally in the difference ERP of each SOA, as well as 
in the differences ERP pooled across SOAs (irrespective of whether or not the latter comprised an over-
representation of fast c.q. slow responses).   
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times for UST were shorter than the RTs on no stop-signal trials in either probability 
condition (20% stop-signal task; F(1,13) = 23.51, p  < .001, and 50% stop-signal task; 
F(1,13) = 28.27, p  < .001).  

Percentages of misses to the no stop-signals in both probabilities were below 0.5% 
whereas percentages of wrong responses were 5.1 % in the 50% stop task and 11.6% in the 
20% stop task, (t(1,13) = 14.15, p  < .001). 
Commission errors: The proportion commission errors (i.e. % UST) increased with longer 
stop-signal delays (Delay (F(4,52) = 398.72, p < .001, GG = .47: see Figure 1A) and was 
higher in the 20% than in the 50% probability condition (Probability (F(1,13) = 164.65, p < 
.001). The significant Probability X Delay interaction (F(4,52) = 9.12, p < .001, GG = .64) 
further indicated that the increase of commission errors with longer delays was somewhat 
stronger in the 50% than 20% condition. 
UST rt: With respect to the RTs of the UST, ANOVAs further yielded a significant main 
effect of Probability: commission errors were faster in the 20% stop-signal task than in the 
50% stop-signal task (F(1,13) = 11.13,  p = .005: see Figure 1B). A main effect of Delay 
was also observed (F(4,52) = 23.52,  p  < .001, GG = .48) indicating that RTs became 
slower with longer delays. 
SSRT: Stop-signal reaction times results are presented in Figure 1C. Two aspects of these 
data are worth emphasizing. First, the SSRTs in both probabilities are in good agreement 
with the horse-race model; reaction times in the order of 200-250 ms are commonly found 
in stop-signal studies. The main effect of Probability was as expected not significant 
(F(1,13) = .012, p = .914). This notion was further confirmed as the interaction effect of 
Probability X Delay also did not reach significance (F(4,52) = 1.10, p = .404).  Second, 
SSRTs decreased as the stop signal was presented at later delays (F(4,52) = 4.00, p < .001). 
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  Figure 1A Average percentages of the UST (i.e. commission errors) per delay. 

                              Error bars represent the standard error of the mean. 
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                              Figure1B  Average reaction times in ms of the UST per delay.  Error bars  
                              represent the standard error of the mean. 
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                              Figure 1C Average reaction times in ms of the SSRT per delay. Error bars  
                              represent the standard error of the mean. 
 
 
Event-Related Potentials 
 

For reasons of transparency, it was decided to first report the analyses of the ERP 
components that were time-locked with the go stimulus, and then report the analyses of the 
ERP components that were synchronized to the onset of the stop signal and button-press 
response, respectively. 

 
No stop-signal trials: effects of fast and slow responding to the go stimulus  
 
Figure 2 presents the waveforms synchronized with the go stimuli, pooled across the 

five stop-signal delays and plotted for two RT conditions (CNS slow, CNS fast) separately 
for the 50% and 20% stop tasks. Main effects were found for Leads and Probability: the 
amplitude of the N2 component elicited by the go stimuli on no stop-signal trials was most 
pronounced at the anterior leads (F(2,26) = 55.64, p < .001) and was somewhat larger in the 
50% task relative to the 20% task (F(1,13) = 12.08, p = .004). Furthermore, N2s with 
longer latencies were found on CNS (slow) trials than on CNS (fast) trials as indicated by a 
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main effect of Response Speed (F(1,13) = 12.37, p = .004) and this latency was the largest 
at the frontal lead as indicated by a main effect of Leads (F(2,26) = 6.04, p = .015). N2 
latency was also somewhat longer in the 50% stop task compared to the 20% stop task at 
Fz, as indicated by an interaction between Probability X Leads (F(2,26) = 7.80, p = .007) . 

On no stop-signal trials go stimuli that produced fast RTs (CNS fast) always elicited 
larger P3s than go stimuli that produced slow RTs as indicated by a main effect of 
Response Speed (F(1,13) = 37.46,  p < .001). This effect was also more pronounced on 
posterior leads (Response Speed X Leads interaction (F(2,26) = 4.44, p = .036)). 
Furthermore, larger go P3s were found in the low (20%) than high (50%) probability stop 
task (F(1,13) = 27.30, p < .001) and this effect was most pronounced at the posterior leads 
as indicated by a Probability X Leads interaction (F(2,26) = 22.94, P < .001). On no stop-
signal trials, P3 latency was longer in the CNS (slow) relative to the CNS (fast) 
trials(F(1,13) = 3.41, p = .032). 
 
 

 
 
Figure 2 Grand average ERPs at the three locations of the corresponding no stop-signal trials, synchronized with 
the onset of the go-stimulus and displayed for two categories of no stop-signal trials (CNS slow, CNS fast) and 
two stop-signal probabilities (50%, 20%). Waveforms are computed by pooling over the five stop-signal delays. 
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Stop-signal trials: effects of the go stimulus 
 
ERP components elicited by the go stimulus on stop-signal trials are depicted in Figure 3. 
Of relevance here is the highlighted area showing the N2 downturn and rising flank of P3 
around 400 ms after go-stimulus onset (i.e. approximately 200 ms after stop-signal onset). 
Notice that in this area the P3 amplitude difference between UST and SST appears to 
overlap almost completely with the P3 amplitude difference between fast and slow 
responding on no stop-signal trials. These early P3 effects are visible in the absolute 
waveforms, since in the difference waveforms experimental manipulations that affect no 
stop-signal and stop-signal ERPs in a similar fashion are eliminated. Effects occurring later 
than 400 ms after the go stimulus are obscured by overlapping ERPs elicited by the stop 
signal. Note also that these longer-latency ERPs to the stop signals are smeared out due to 
the variable onset (latency jitter) of the stop signals in the go-stimulus locked averages. 
 

 
 
Figure 3 Grand average ERPs on no stop-signal and stop-signal trials, synchronized with onset of the go-stimulus 
and displayed for two categories of no stop-signal trials (CNS slow, CNS fast) and two categories of stopping 
(SST and UST). Left panel: 50% probability condition. Right panel 20% probability condition. Waveforms are 
computed by pooling over the five stop-signal delays. The average stop-signal delay is 200 ms and is indicated by 
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an arrow. The highlighted area depicts the correspondence between the early effect of stopping (UST/SST) on 
stop-signal trials and the effect of slow versus fast responding (CNS fast/CNS slow) on no stop-signal trials. 
 

Stop-signal trials: effects of the stop signal 
 
Figure 4 depicts the difference waves that were calculated by subtracting no stop-signal 
trials (CNS fast, CNS slow) from the respective stop-signal ERPs (UST, SST) for each 
stop-signal delay.  These difference waves were aligned with the onset of the stop signal, 
and subsequently pooled across the five stop-signal delays. Difference waveforms were 
characterized by a prominent negativity (labeled stop-N2 at about 200 ms after stop-signal 
onset) followed by a large late positivity (labeled stop-P3 at about 400 ms after stop-signal 
onset). Furthermore, stop P3 is followed by a large central-posterior negativity on SST 
which is much more prominent in the high than low probability task. Also visible is a shift 
in latency of the N2/P3 complex on UST relative to SST. 
 
Stop-N2 amplitude: N2 amplitudes were more enhanced in the UST than in the SST 
condition, (F(1,13) = 24.27, p < .001: see also Figure 5 and Table 1A). Although no main 
effect was found for Probability, smaller amplitudes were observed in the UST condition in 
the 50% stop task relative to the 20% stop task, while the opposite effect (N2 amplitude 
20% > 50%) was found for SST, as evidenced by a Probability X Stop-type interaction 
(F(1,13) = 7.74, p = .016). A main effect was also found for Leads (F(2,26) = 5.66, p = 
.019). The largest amplitudes were observed at the centroparietal leads and in the UST 
condition, as indicated by an interaction effect between Stop-type X Leads (F(2,26) = 7.16, 
p = .009). 
Stop-N2 latency: With respect to stop-N2 latency, main effects were found for Stop-type, 
(F(1,13) =20.83, p = .001) and Leads (F(2,26) = 9.59, p = .003, GG = .58). This confirmed 
the visual impression that N2 peaked later on UST than SST, and somewhat later at 
posterior electrode sites than at the central and the anterior sites, see also Table 1B. 

Stop-P3 amplitude: Stop-P3 amplitudes were larger in the 20% than in the 50% stop-signal 
probability task, (F(1,13) = 37.44, p < .001), and were larger on UST than SST (F(1,13) = 
6.86, p = .021: see also Figure 5 and Table 1A). An interaction between Probability X Stop-
type (F(1,13) = 8.72, p = .011) confirmed the visual impression that the enlarged P3 
amplitude in the 20% probability task was more prominent for UST than SST. The 
interaction effect of Probability X Leads (F(2,26) = 25.14, p < .001, GG = .66) indicated 
that the probability effect was more prominent at the parietal electrode. Finally, the 
interaction effect between Stop-type X Leads (F(2,26) 37.45, p < .001) reflected that stop-
P3 amplitude was largest at the frontocentral leads on SST, but largest at the parietal lead 
on UST. 
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Figure 4 Grand average difference waveforms synchronized with onset of the stop signal and pooled over the five 
stop-signal delays. Difference waves are computed by subtracting the no stop-signal ERPs (CNS slow, CNS fast) 
from the stop-signal ERPs (SST, UST respectively) for each probability task. Stop-N2 amplitude is indicated by * 
and stop-P3 amplitude is indicated by **. 
 
 
Stop-P3 latency: P3 latency appeared to peak later in the 20% stop task compared to the 
50% stop task, which was reflected in a main effect of Probability (F(1,13) = 34.29, p < 
.001). ANOVA also yielded significant main effects of Stop-type (F(1,13) = 33.02, p < 
.001) and Leads (F(2,26) = 19.44, p < .001, GG = .72), that is, P3 peaked later in the UST 
compared to the SST condition, and later at frontal and central leads compared to the 
parietal lead. The probability difference was affected by Leads which implies that the 
increase of P3 latency to lower frequency stop signals was more pronounced at the 
posterior electrodes, (F(2,26) = 6.16, p = .014, GG = .88 ). The latter effect also appeared to 
be strongest for SST, as reflected in the three-way interaction effect between Probability X 
Stop-type X Leads (F(2,26) = 5.61, p  = .019, GG = .68), see also Table 1B. 
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Table 1A Means and Standard Deviations of N2 and P3 amplitudes derived from the  
pooled stop-locked difference waves in both probability tasks (in µV). Values are  
taken from the leads (Fz, Cz, Pz), (see also fig 4). 
 
    N2    P3    

  Fz Cz Pz Fz Cz Pz

SST-CNS (slow) 50% -3.9 -3.3 -1.4 8.8 7.1 2.9

sd  2.3 2.2 2.6 4.6 5.2 3.9

UST-CNS (fast) 50% -4.2 -5.1 -4.3 6.4 6.4 7.1

sd  3.1 2.3 3.1 3.7 4.1 5.4

SST-CNS (slow) 20% -4.1 -3.5 -2.8 7.8 7.8 5.3

sd  2.3 1.7 1.8 4.4 5.2 4.1

UST-CNS (fast) 20% -4.2 -4.3 -3.8 8.2 10.1 10.7

sd   2.6 1.8 2.7 4.5 5.1 4.4

 
 
Table 1B Means and Standard Deviations of N2 and P3 latencies derived from the pooled 
stop-locked difference waves in both probability tasks (in µV). Values are taken from the  
leads (Fz, Cz, Pz), (see also fig 4). 
 
    N2    P3    

  Fz Cz Pz Fz Cz Pz

SST-CNS (slow) 50% 220 208 262 370 384 380

sd  20.8 27.6 42.5 36.3 29.1 42.2

UST-CNS (fast) 50% 288 274 270 399 430 448

sd  36.8 34.7 60.9 28.7 27.6 28.7

SST-CNS (slow) 20% 228 228 254 398 402 446

sd  28.3 33.9 43.6 45.8 46.8 42.6

UST-CNS (fast) 20% 252 252 266 412 430 478

sd   39.4 33.5 36.6 43.1 41.9 37.8
   
 
 
Table 2A Means and Standard Deviations of N2 and P3 amplitudes derived from the pooled  
response-locked difference waves in both probability tasks (in µV). Values are taken from  
the leads (Fz, Cz, Pz), (see also fig 6). 
 
    N2    P3    

  Fz Cz Pz Fz Cz Pz

UST-CNS (fast) 50% -4.6 -5.8 -4.2 5.7 6.4 7.8

sd  3.1 3.7 2.5 2.5 2.3 2.1

UST-CNS (fast) 20% -4.3 -5.3 -3.5 6.3 10.1 10.8

sd   2.3 3.1 2.3 2.9 1.9 2.5
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Table 2B Means and Standard Deviations of N2 and P3 latencies derived from the pooled  
response-locked difference waves in both probability tasks (in µV). Values are taken from  
the leads (Fz, Cz, Pz), (see also fig 6). 
 
    N2   P3   

  Fz Cz Pz Fz Cz Pz

UST-CNS (fast) 50% 120 114 108 246 312 330

sd  23.3 29.7 29.1 44.4 51.7 42.7

UST-CNS (fast) 20% 110 112 120 324 318 330

sd   26.1 23.5 26.9 46.2 61.1 68.2
 
 
Figure 5 depicts difference waves for both probabilities separately for the five consecutive 
delays. As can be noticed in the figure, successfully and unsuccessfully stop trials varied as 
a function of delay and as expected, main effects of Delay were found for P3 latency 
(F(4,52) = 349.68, p < .001, GG = .67), P3 amplitude (F(4,52) = 6.81, p = .006, GG = .47), 
N2 amplitude (F(4,52) = 17.50, p < .001) and N2 latency (F(4,52) = 640.02, p < .001, GG = 
.54). That is, larger and longer values were observed for these components as a function of 
delay. Most importantly, however, the patterns of effects seen in the difference waves 
pooled across delays remain basically unaltered when these difference waves are examined 
per separate delay, see also Figure 4. 
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Figure 5 Grand average difference waveforms synchronized with onset of the go signal and plotted per delay (100-
150-200-250-300 ms). Difference waves are computed by subtracting the no stop-signal ERPs (CNS slow, CNS 
fast) from the stop-signal ERPs (SST, UST respectively) for each probability task. 
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Stop-signal ERPs: response-locked averages  
 
Figure 6 (left panel) depicts the ERP activity synchronized with onset of the button-press 
response on no stop-signal trials and stop-signal trials, for the high and low stop-signal 
frequency tasks. At the anterior electrode sites UST waveforms show two negative peaks 
around 80 and 100 ms post-response, followed by a large positivity peaking around 300 ms 
post-response in both probability tasks. These components are of much smaller amplitude 
in the no stop-signal trials. The difference waves (right panel Figure 6) show a large 
negative peak (N2) around 100 ms followed by a larger positive wave peaking around 300-
350 ms post-response (P3). 
Response-related negativity (N2 amplitudes):  A main effect of Leads was observed for the 
N2 amplitude (F(2,26) = 8.65, p = .005) indicating that the largest amplitude was found at 
the central leads rather than the frontal and parietal leads, see Table 2A.   
Response-related negativity (N2 latencies):  No results reached significance. 
Response-related positivity (P3 amplitudes): A main effect of Probability was found 
(F(1,13) = 44.31, p < .001) indicating that larger amplitudes were found for the low than 
high probability stop task, see also Figure 6 and Table 2A. Amplitudes also varied per lead, 
with the central and parietal leads showing the largest difference, as indicated by an 
interaction between Probability X Leads, (F(2,26) = 6.06, p = .015).  
Response-related positivity (P3 latencies): With respect to latency, main effects for 
Probability (F(1,13) = 5.98, p = .029) and Leads (F(2,26) = 50.45, p < .001) were observed. 
That is, P3 latency peaked slightly later in the 20% as compared to the 50% stop task, and 
was longer at the parietal lead as compared to the frontocentral lead, see also Table 2B. 
 
Stimulus-Locked vs Response-Locked N2 amplitudes 
The N2 amplitude was the smallest on the parietal lead, somewhat larger on the frontal lead  
and the largest on the central lead (F(2,26) = 15.03, p =.001). No effects were found  
of the factor Synchronicity. 
Stimulus-Locked vs Response-Locked P3 amplitudes With respect to P3 amplitude, main 
effects of Probability (F(1,13) = 44.47, p < .001) and Leads (F(2,26) = 7.30, p < .020, GG = 
.69) were observed, that is, P3 amplitudes were larger in the 20% stop task, and larger at the 
parietal lead. Furthermore, in the 20% stop task slightly larger P3 amplitudes were observed 
in the stimulus-locked analyses as compared to the response-locked analyses (Probability X 
Synchronicity interaction (F(1,13) = 8.04, p = .014)). Finally, larger amplitudes were found 
in the 20% stop task for the parietal lead compared to the frontocentral leads, as evidenced 
by a Probability X Leads interaction (F(2,26) = 11.64, p = .002). 
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Figure 6 Grand average of corresponding no stop-signal ERPs (CNS fast) and UST ERPs displayed for the two 
stop-signal probability tasks. Waveforms are computed by pooling over the five stop-signal delays in synchrony 
with the onset of the response. Left panel: absolute waveforms, right panel: difference waveforms. 

 
 
Stop-signal ERPs: topographical and source analyses 
 
As the previous statistical analyses revealed that largest effects of stop-signal frequency 
occurred for the P3s elicited on UST and SST, source modeling was limited to this 
component. Voltage maps and dipoles were based on P3 peak amplitudes. These 
amplitudes were derived from the same difference waves that are displayed in Figure 4. 
Figures 7A and 7B show the effects of stop-signal probability on the scalp topographies and 
dipoles of P3 elicited in the SST and UST conditions. Figure 7A shows that for SST P3 
approximately similar scalp distribution were found for both the high and low frequency 
stop-signal conditions. Visual inspection indicated that the symmetric dipoles were located 
more anteriorly and slightly deeper in the cortex in the 20% than in the 50% stop-signal 
condition (50% probability: residual variance (RV) of the grand average pair of dipoles = 
6.8%: location of the grand average dipoles: x = -19.9; y = 13.4, z = 67.7, 20% probability: 
RV = 5.3%: location: x = -16.9; y = 27.6; z = 29.1). For UST P3 in the 50% stop task, the 
majority of the individual dipole pairs were localized in the anterior part of the frontal lobe, 
but deeper in the brain than for SST P3. (RV = 4.0 %, x = -16.9; y = 27.6; z = -04). In 
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contrast, UST P3 dipoles in the 20% stop task were located in the lower part of the parietal 
lobe (RV = 6.8%; x = 17.7; y = -30.0; z = 9.5). 

ANOVAs carried out on location parameters globally confirmed the prior observations. 
Dipoles were located more eccentrical in the SST than in the UST condition (x parameter 
Stop-type: F(1,13) = 12.57, p = .004). This effect was enhanced in the 20% stop task 
(Probability X Stop-type: F(1,13) = 6.79, p = .022). SST dipoles were also located more 
anteriorly than UST dipoles (y parameter Stop-type: F(1,13) = 11.22, p = .005), and this 
effect was more pronounced in the 20% than in the 50% stop task (Probability X Stop-type: 
F(1,13) = 14.03, p = .002). Finally the UST dipoles were located deeper (i.e. more 
ventrally) in the brain than the SST dipoles (z-parameter Stop-type: F(1,13) = 26.72, p < 
.001). 

Orientation parameters of the dipoles were also subjected to ANOVAs. Dipoles were 
oriented more laterally in SST than in the UST condition, (x parameter Stop-type: F(1,13) = 
14.56, p = .002) and more anteriorly in the 50% than 20% stop task (y parameter 
Probability: F(1,13) = 9.48, p = .009). 
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Figure 7A Upper panel: SST P3 topography derived from the stop-signal locked P3 peak. The lines are separated 

by 4 µV. Light shaded areas indicate positive voltages; dark shaded areas indicate negative voltages. Lower three 
panels: individual dipole pairs (in grey) with the grand average dipole pairs (in black) displayed for the left, upper, 
and back parts of the head. 
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Figure 7B Upper panel: UST P3 topography derived from the stop-signal locked P3 peak. The lines are separated 

by 4 µV. Light shaded areas indicate positive voltages; dark shaded areas indicate negative voltages. Lower three 
panels: individual dipole pairs (in grey) with the grand average dipole pairs (in black) displayed for the left, upper, 
and back parts of the head. 

 
 
3.5 Discussion 
 
The primary purpose of this study was to explore the effects of stop-signal frequency on 
response inhibition using performance indices and components of the ERP as dependent 
measures. It was argued that presenting stop signals at lower probabilities would result in a 
stronger bias to the go stimuli. We further assumed that this manipulation would also affect 
processing of the stop signals, and generate different types of processes on successful and 
unsuccessful stop-signal trials. On successful stop-signal trials more inhibitory pressure is 
needed to overcome the stronger set to the primary (go) task. This was presumed to lead to 
an anterior shift of the frontocentral P3 elicited on successful inhibit trials, reflecting a 
stronger engagement of prefrontal cortex. A different pattern was predicted to occur for 
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ERP components that were elicited on failed inhibit trials, in particular the posterior N2/P3 
complex. A previous study (Kok et al., 2004) suggested that these components were more 
associated with error-related processing activities. Presenting stop signal less frequently 
implies that processing of stop signals and possibly also errors of action receive less 
emphasis. Therefore these components were assumed to be less pronounced in the 
condition when stop signals were presented less frequently. 

The second purpose of this study was to verify if N2/P3 components that were elicited 
on failed inhibit trials would be associated with processing of the error response or with 
processing of the stop signals. For this purpose response synchronized ERPs were 
compared with ERPs that were synchronized with onset of the stop signal. Enhanced 
amplitudes of N2/P3 components in response-locked averages would constitute evidence 
for the notion that these components were uniquely related to error-related processing 
activities.  
 
Behavioral results 
 
When stop signals occurred less frequently, go stimuli elicited faster RTs and stop signals 
elicited more commission errors than when stop signals occurred more frequently. This 
result clearly appears to confirm the notion that when stop signals are presented less 
frequently, subjects tend to sacrifice success of inhibition to speed of responding to go 
stimuli. RTs in this study were similar in magnitude compared to previous stop studies with 
fixed delays (e.g. Logan & Burkell, 1986; Logan et al., 1984). The number of commission 
errors increased as a function of delay, and was substantially higher in the task when stop 
signals were presented less frequently, which also replicates the results of Logan and co-
workers. In agreement with previous stop studies, the speed of processing of the stop signal 
(SSRT) was in the order of 200-250 ms, and decreased as a function of delay. SSRT 
remained constant between probabilities, indicating that the latency of response inhibition 
was itself unaffected by the frequency of presentation of the stop signals. This finding 
further corroborates the notion derived from prior stop-signal studies that an increased set-
to-go is the dominant mechanism behind faster responses to go stimuli in the lower 
frequency stop-signal task (Logan, 1984). Note that a closer look at the behavioral results 
show that the increase in % UST in the first delay in the low probability stop task 
corresponds to the % UST in the second delay in the high-probability stop task and that this 
pattern is consistent for all delays. This is probably due to a shift in the no stop-signal 
distribution in the low-probability stop task that also causes a shift in the distribution of 
inhibition. This indicates that despite the increase of  %UST trials, inhibition is not 
necessarily worsened.   

Notice also that the present behavioral findings are not conclusive with respect to the 
question which information processing stages were specifically affected by stop-signal 
probability. After almost three decades of research the locus of the effect of stimulus 
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probability, that is, the elements of information processing that are affected by preparatory 
set, still remains a matter of controversy (Gehring, Gratton, Coles & Donchin, 1992; Miller 
& Pachella, 1973; Sanders, 1980; Sternberg, 1969). The present ERP findings however did 
permit us to segregate the effects of stop-signal probability on processes associated with the 
primary (go) stimulus and stop signal, as well as the processes that preceded and followed 
commission errors to the stop signals. These findings will be further elucidated below. 

 
ERPs to the go-stimuli 
 
The suggestion, derived from the behavioral results, that a lower stop-signal frequency 
created a stronger set or bias to the go-stimuli was further supported by the ERP amplitude 
findings derived from no stop-signal trials. N2 and P3 components that were elicited by go 
stimuli occurred slightly earlier in the task when stop signals occurred less frequently.  It 
further appeared that the amplitude of P3 to the go stimuli was enhanced in the low relative 
to the high stop-signal frequency task, and on fast relative to slow no stop-signal trials 
(Figure 2; keep in mind that on no stop-signal trials the frequency of presentation of go-
stimuli in the low- and high-probability stop-signal tasks was 80% and 50%, respectively). 
This effect was most conspicuous for the ascending flank of go P3. It could also have 
represented a modulation of an earlier component (i.e., P2), since close inspection of the no 
stop-signal ERPs suggests that a late positivity around 500 ms is preceded by a smaller 
positivity around 400 ms. 

At first sight, this amplitude effect is in contradiction to the typically observed inversed 
relationship between event probability and P3 amplitude (e.g. Duncan-Johnson & Donchin, 
1977; Low & Miller, 1999). It is proposed however that in the present study this P3 
enhancement to high frequency go stimuli reflects the operation of the same mechanism 
that also caused the amplitude enhancement of P3 on fast RT trials, namely a stronger bias 
toward to the stimuli of the primary task. Interestingly, effects of successful versus 
unsuccessful stopping were also manifested in the amplitude of the P3 to the go stimulus 
(see Figure 3, highlighted area). Since this early amplitude difference between UST/SST P3 
mirrored the effect of fast/slow responding on no stop-signal trials on the same component, 
it likely reflected processing of the go stimulus and not of the stop signal. Thus, these 
findings suggest that processing of the go stimulus was affected in a similar fashion by 
factors like low signal probability, fast responding, and unsuccessful stopping. The 
common process underlying these three factors could have been a stronger set to produce 
fast responses to go stimuli. A stronger preparatory set is known to be reflected in a 
sustained anticipatory negativity or CNV-type of waves (e.g. Rösler, 1991). This type of 
activity was not visible in our baseline corrected ERPs, but the enlarged P3 (or P2) to the 
go stimulus could very well have reflected some form of resolution of an anticipatory 
negativity that preceded the go signal. 
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ERPs to the stop signal 
 
Stop signals used in this study elicited a N2/P3 complex that seems specifically related to 
the visual modality of the stop signals (Ramautar, Kok, & Ridderinkhof, in preparation).  
Effects of stopping on N2/P3 globally replicated the effects reported in our earlier stop 
study (Kok et al., 2004). A frontocentral P3 emerged on trials where a response was 
successfully withheld, while a more posterior P3 was elicited on trials where a commission 
error was made. The major effect of presenting stop signals less frequently was a shift in 
latency and an amplitude enhancement of N2/P3 components to the stop signal, which was 
manifested more strongly on SST than UST. 
Latency effects: The N2/P3 complex to the stop signal shifted systematically in time with 
longer duration of the stop-signal delay. The latency of the N2/P3 was also slightly longer 
on low- than high-probability stop tasks and was longer on UST relative to SST. These 
effects are of theoretical importance because they indicate that in contrast to performance 
measures (SSRT remained stable), ERP latency measures did suggest that subjects needed 
more time to process low-probability stop signals, as well as stop signals on unsuccessful 
inhibit trials, in comparison to high-probability stop signals and stop signals on successful 
inhibit trials. It is possible that both latency effects were generated by the same mechanism, 
namely a stronger set to respond to the go stimuli. Differences in timing of the internal 
response to the stop signal could have been caused both by a trade-off between go and stop 
processes, as well as spontaneous fluctuations in the speed of stop processes. A subtle delay 
in processing the stop signal could have meant that the stop signal was no longer effective 
in disrupting the concurrent activation process (Kok et al., 2004). 
 
Amplitude and topographical effects  
 
SST P3 seems to have much in common with the frontocentral NoGo-P3 that has been 
found in Go-NoGo tasks (Kiefer et al., 1998; Kok, 1983, 1986; Pfefferbaum and Ford, 
1988; Pfefferbaum et al., 1985; Roberts et al., 1994) and also in the stop-signal paradigm 
(De Jong et al., 1990 fig 6; Kok et al., 2004). Presenting stop signals less frequently 
enhanced the amplitude of SST P3 and resulted in a subtle but significant shift of its dipole 
sources from precentral to more frontal locations. This finding confirms our prior 
hypothesis that when stop signals are presented less frequently, more inhibition is needed to 
overcome the strong response bias. One possibility, suggested previously (Kok et al., 2004) 
is that generators in precentral (or motor) cortex are more active when control of movement 
is guided by external events (Goldberg, 1985; Kalaska & Grammond, 1995).  On the basis 
of the present results it can further be speculated that presenting stop signals less frequently 
could also have induced a shift from external to internal control mechanisms that rely more 
strongly on frontal areas in the brain. We do not intend to assert that SST P3 represents the 
actual suppression of the go response. The point in time when this component reached its 



 77

maximal amplitude (i.e., around 400 ms after onset of the stop stimulus) was too late to 
reflect neural activity that could have caused the actual inhibition of the motor response in 
the stop task. However we verified in a separate statistical analysis that the SST P3 
waveform already started to deviate from the no stop-signal waveforms around 280-300 ms 
after stop-signal onset (see Ramautar, Kok & Ridderinkhof, 2004). This effect is possibly 
early enough to provide a marker of processes that were involved in actual response 
inhibition. 

Partly in contrast to our prediction, only posterior P3 components that were elicited on 
failed inhibition trials appeared to be much larger when stop signals were presented less 
frequently. Thus, despite the finding that priority is shifted from stop to go processes when 
stop signals occur less frequently, the present ERP finding suggests that low-frequency stop 
signals that are followed by failed inhibitions are perceived as more rather than less 
meaningful. One possibility is that this reflected a combined effect of subjective probability 
and a higher significance of errors of action. Subjective probability - or the oddball effect - 
is known to affect in particular the amplitude of the classical P3b component (Donchin, 
Karis, Bashore, Coles & Gratton 1986; Duncan-Johnson, 1977). P3b is further known to 
have a widespread distribution in the more posterior areas of the brain, which also includes 
structures in the brainstem (McCarthy, Luby, Gore, & Goldman-Rakic, 1997; Menon, 
Adleman, White, Glover, & Reiss, 1997). Dipole source analyses of UST P3 yielded a 
pattern that was consistent with generators reported to underlie P3b. The dipole pattern 
however was highly variable across individual subjects. This could be a sign that multiple 
local sources were involved in the generation of UST P3, each of which varied in location 
across individual subjects. UST P3 could also have represented a ‘mix’ of generators, 
namely generators associated with the attempt to inhibit the response as well as generators 
associated with processing of the error responses (after failed inhibitions). The symmetric 
dipoles of the grand average UST P3 were localized in lower medial temporal lobe in the 
50% probability stop task, whereas the 20% probability stop task activated generators in 
lower parietal sub-lobar areas, in particular in the vicinity of the thalamus and pulvinar. 
Perhaps the most plausible interpretation of these deep dipoles is that they represented a 
center of gravity of a more widely distributed network extending from areas in posterior 
cortex to areas in anterior cortex. 
 
Response-locked versus stimulus-locked averaging  
 
A second aim of this study was to verify whether N2/P3 components that were elicited on 
unsuccessful stop trials reflected processing of the error response or processing of the stop 
signal. The N2 component did not differ between go-synchronized and response-
synchronized data, see also Tables 1 and 2. This finding is most readily explained by 
assuming that N2 was not uniquely generated by response-related processes such as 
monitoring of errors (see further below under alternative explanations) but is also possibly 
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related to processes related to the stop signal. On the other hand, P3 amplitude and 
topography did differ between go-synchronized and response-synchronized waveforms. 
The larger P3 in stop-signal locked averages indicates that in contrast to the N2, the P3 
amplitude could have reflected processes that were generated by the stop signal. However, 
considering that UST P3 reached its maximum amplitude at approximately 300 ms after 
response onset, and its more posterior source compared to the SST, this component could 
also have incorporated processing of the erroneous response. 
 
UST N2/P3: attempt at integration of principal findings A tentative explanation why 
latencies of N2/P3 were longer and P3 amplitudes much larger on unsuccessful stop trials 
in the low probability stop-signal task is the following. The stronger preparatory set to the 
go stimuli when stop signal occurred less frequently could have caused a concomitant delay 
of processing of stop signals, as reflected in a prolonged latency of N2/P3. Furthermore, a 
stronger set to go stimuli will not only cause fast RTs but will also increase the likelihood 
of committing errors of action on a substantial number of trials of the stop task. On these 
trials subjects may have been aware (either consciously or unconsciously) that the 
presented stop signals were no longer effective to prevent execution of the motor response, 
even when they had not yet completed the motor response. This probably led to an increase 
of significance or meaning of the stop signals as reflected in an amplitude increase of N2 
before the response was emitted. Thus despite the higher priority of the primary (go) task 
relative to stopping subjects could still have perceived stop signals that forewarned a failed 
inhibition as more meaningful especially when these signals occurred less often. The same 
reasoning holds for UST P3, but this component could also have reflected continued 
processing of errors of action after emission of the button press response. 
 
Alternative accounts of the present ERP findings 
 
The present findings can also be considered from alternative theoretical perspectives that 
have recently received much emphasis, and are briefly discussed below. 
Error related negativity (ERN/Ne) and error positivity (Pe): The error-related negativity is 
elicited both by errors of choice in a choice reaction task (Falkenstein, Hoormann, 
Hohnsbein, & Blanke, 1991; Gehring, Goss, Coles, Meyer & Donchin, 1993) and by errors 
of action in Go/NoGo task (Falkenstein, Hohnsbein & Hoorman, 1995; Scheffers, Coles, 
Bernstein, Gehring & Donchin, 1996). ERN/Ne has also been shown to occur after 
feedback stimuli signaling that an error has been made (Miltner, Braun & Coles, 1997). The 
enhanced N2 to unsuccessful inhibit trials that was found in the present study shows some 
functional similarity to the ERN/Ne, in particular the ERN/Ne that is elicited by errors of 
action (e.g. Scheffers et al., 1996). However, two findings render it less likely that this 
component reflected the same neural systems or mechanisms that are indexed by the error 
negativity. First, numerous studies have presented evidence that the generators of Ne/ERN 
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are located in medial frontal areas (particularly in the anterior cingulate cortex), but there 
was little evidence that this area was involved in the N2 elicited on failed inhibition trials. 
Second, the error negativity is typically larger on response-locked than stimulus-locked 
waveforms. As noted earlier, inspection of response-locked ERPs that were elicited on 
failed inhibition trials (Figure 6) did not confirm the suspicion that the N2 component was 
triggered specifically by the error response. In the absolute waveforms however, two frontal 
negativities were more pronounced in the unsuccessfully inhibit condition compared to the 
no stop-signals. Interestingly, the first negativity did have the same scalp distribution and 
timing as ERN/Ne. Since this early N2 component could not be clearly observed in the 
stop-locked waveforms it could indeed have represented monitoring of the error response 
similar to the ERN/Ne.  

A second ERP component that seems to be related to detection or monitoring of errors 
is the error positivity. This component is also elicited when subjects detect an error in 
performance and shows larger amplitudes for errors of action in Go/NoGo tasks than errors 
of choice (see Falkenstein et al., 2000 for a review). Thus, it is possible that the present 
UST P3 was similar to the Pe. The functional significance of Pe is however still a matter of 
debate (e.g. Nieuwenhuis, Ridderinkhof, Blom, Band, & Kok, 2001), and it is not yet clear 
to what extent this component can be separated from the traditional P3b or involves the 
same or different generators as P3. The present finding showed that UST P3 was much 
larger to errors after infrequent than frequent stop signals. This can therefore be interpreted 
from two different perspectives. It can be seen as a demonstration that, a) Pe is typically 
larger after infrequent errors or that b) P3b amplitude is sensitive to the a priori probability 
of task-relevant events, in particular when this event is associated with an error in 
performance. 
NoGo-N2: Previous studies have repeatedly shown that in Go-NoGo tasks, NoGo-stimuli 
are followed by an anteriorly distributed N2. ERP studies have further suggested that the 
NoGo N2 reflects the operation or outcome of an inhibitory process in frontal cortex (Jodo 
& Kayama, 1992; Kok, 1983, 1986; Kopp, Mattler, Goertz & Rist, 1996; Pfefferbaum et al. 
1985). Neuroimaging (fMRI) studies also indicated involvement of prefrontal cortices in 
NoGo trials (Garavan, et al., 1999; Konishi, et al., 1998; Rubia et al., 2001; Rubia, Smith, 
Brammer, & Taylor, 2003). The NoGo N2 is also more pronounced when NoGo stimuli are 
presented at lower than higher probabilities (Eimer 1993; Bruin & Wijers, 2002). In the 
present study the N2 was larger in the low- than in the high-probability stop task, but more 
pronounced for unsuccessful stop-signal trials than the successful stop-signal trials. The 
present stop N2 however showed a less pronounced anterior topography that is typical for 
NoGo-N2. These findings indicate that the present stop-signal N2 might not be simply 
equated with the No-Go N2, and its interpretation in terms of response inhibition. 
Conflict-monitoring: According to conflict theory (e.g. Botvinick, Braver, Barch, Carter & 
Cohen, 2001), any situation that causes a simultaneous activation of two competing 
response tendencies (such as two alternative responses or generation or suppression of 
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single response) should increase activity of a conflict monitoring mechanism. This 
mechanism is presumed to be located in anterior cingulate cortex (e.g. Carter et al., 1998). 
Furthermore, it has been argued that low frequency responses involve a stronger conflict 
than high frequency responses (Braver, Barch, Gray, Molfese & Snyder, 2001; 
Nieuwenhuis, Yeung, van den Wildenberg & Ridderinkhof, 2003). Several findings of the 
present study speak against an interpretation in terms of conflict monitoring. If indeed 
performance in the stop task can be modeled by a single mechanism (i.e., conflict), then 
presenting stop signals less frequently should result in a stronger involvement of frontal-
mesial generators, irrespective of the outcome (successful or unsuccessful) of the stopping 
process. However, the different configurations of the dipole sources and scalp topography 
of the ERP components (in particular P3) in this study clearly speak against a single 
mechanism underlying stopping performance in the stop task. With respect to N2 which has 
been associated with response conflict in Go/NoGo tasks (Nieuwenhuis et al., 2003), it 
appeared that although generators were located in the typical frontal areas involved in 
conflict monitoring, the probability effect was much larger on UST than SST trials. Finally, 
conflict theory predicts that the timing of conflict on error trials should follow the onset of 
the response, while in the present study UST N2 was visible in the waveforms that were 
time-locked with the stop signal as well as the waveforms that were time-locked with onset 
of the erroneous response, although the moment at which these responses are maximally 
activated certainly depends on the relative timing of the two (go and stop) processes. 
 
In conclusion 
 
To summarize, presenting stop signals less frequently was accompanied by a stronger set to 
produce fast go responses. This was manifested not only in the profile of performance 
measures, but also in ERP components elicited by go and stop signals. The amplitude of go 
P3 was enhanced in conditions or trials that favored fast responses to the go stimuli and 
probably reflected a return to baseline or resolution of a negative anticipatory shift that 
preceded the go stimuli. With respect to ERPs elicited by the stop signal it is concluded that 
processes underlying successful and unsuccessful stopping were functionally and 
anatomically separable. Successful stop P3 probably reflected processes that were related to 
withholding a prepotent motor response. These processes became more dependent on 
frontal regions in the brain in the task when stop signals were presented less frequently. The 
P3 component elicited on unsuccessful stop trials probably reflected a greater significance 
of stop signals and responses on error trials. These components depend on a more diffuse 
network in the brain and are typically emitted when subjects become aware that they are 
unable to withhold an immediate response to low probability stop signals.   
 
Acknowledgements  
We would like to thank Niels Plat for assistance in collecting the data of the experiment. 



 81

3.6 Appendix  Behavioral study using the stop-signal paradigm in combination with a 
manipulation of stop-signal probability 
 
 
This pilot study was executed to explore behavioral performance when stop-signal 
frequency was manipulated. An important aspect of optimal stop performance is the 
emphasis on response speed. Stop studies in the literature document that a low probability 
of stop signals is needed to achieve optimal levels of response speed. To investigate these 
response levels, high - (.50) versus low - (.20) frequency stop signals were implemented.  

Another aspect that is of consequence to the successful application of the stop-signal 
paradigm is the precise setting of the stop-signal delays. The stop-signal delay, or the 
interval between the presentation of the go signal and the stop signal, is under experimental 
control. Presenting only one fixed delay on stop trials would carry the risk that subjects 
could find out that the delay is fixed, which could lead to a postponement of responses to 
the go stimuli until after the fixed interval (Lappin & Eriksen, 1966; Logan, 1981). 
Likewise, the use of extremely long or short intervals could lead to undesirable response 
strategies, that is, to the inhibition of responses on all stop trials when the interval is 
relatively short or responding to almost all stop-signal trials when the interval is long. 
Taken together, stop signals should be presented in a variable fashion unknown and 
unpredictable to the subject to avoid an undesirable response strategy. Furthermore, it has 
been shown that SSRTs are most reliable when stop-signal delay is close to 50% (Band, et 
al., 2003; Logan et al., 1997; Williams et al., 1999). 

The stop studies implemented in the experiment reported in Chapter 3 used 1) low and 
high frequency stop signals and 2) stop-signal delays that were presented in a fixed manner. 
Five fixed delays were applied to observe the patterns of stop behavior on performance and, 
more importantly, on ERPs. It was expected that the minor deviations in the fixed-delay 
approach in comparison to another frequently used approach (i.e., the staircase tracking 
algorithm) in the stop task would not lead to unreliable estimates of SSRT, as was shown in 
extensive simulations of stop studies in which the selection of stop-signal delay was 
analyzed (Band et al., 2003). The feasibility of the experimental approach that was intended 
for the ERP experiment reported in Chapter 3 was first explored in a behavioural pilot 
study. The pilot study was performed without EEG recordings and focused on performance 
data.  

Participants were 25 undergraduate students (23 females, mean age 20.8, SD 2.4) who 
received course credits for fulfillment of the experiment. Three subjects were left-handed 
and all subjects reported normal or corrected-to-normal vision and hearing. The procedural 
details of the stop task used here are identical to those applied in the ERP experiment 
reported in Chapter 3. 
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Results 
 
RTs on no stop-signal trials differed between probabilities, (t(20) = 7.54, p = .007), with 
faster responses being generated with stop-signal probabilities of .20 compared to .50. 
Furthermore, higher percentages of UST were observed in the 20% compared to 50% stop 
task (F(1,19) = 27.97, p < .001). The %UST also increased as a function of delay (F(4,76) 
= 51,92, p < .001). This increase was larger in the 20% stop task as indicated by an 
interaction between Probability X Delay (F(4,76) = 51.93, p < .001), see Figure 1A. UST-
RTs were faster than RTs to go signals in the 50% stop task (F(5,95) = 38.76, p < .001) and 
in the 20% stop task (F(5.95) = 24,69, p < .001), which is in agreement with earlier findings 
in the stop tasks. However, UST-RTs did not differ between probabilities but did increase 
as a function of delay (F(4,76) =  49.50, p < .001), see Figure 1B. SSRTs to the stop signals 
did not show any differences for either probability or delay, see Figure 1C. 
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Figure 1A Mean percentage of UST per delay in the probability 

                                        stop task. Error bars represent the standard error of the mean. 
                                        50% = 50% stop task, 20% = 20% stop task. 
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Figure 1B Mean reaction times of the UST per delay in msec 

                                          in the probability stop task. Error bars represent the standard 
 error of the mean. 50% = 50% stop task, 20% = 20% stop task. 
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Figure 1C Mean reaction times of the SSRT per delay in msec 
in the probability stop task. Error bars represent standard error 

                                          of the mean. 50% = 50% stop task, 20% = 20% stop task. 
 
 
Discussion 
 
In this appendix, we set out to verify whether the dependent measures associated with the 
stop task (mean go-RT, %UST, SSRT) ‘behave’ similarly when high versus the more 
conventional low stop signals are used. Performance data in this experiment indicated that 
high as well as low versions of the stop task yielded representative mean go-RTs. With 
respect to the commission errors (UST), the use of fixed delays yielded a typical pattern of 
responses to the stop signal. The percentage of commission errors increased as a function of 
delay in the stop task, mimicking patterns that are observed in stop task assessed with the 
staircase tracking algorithm. These inhibition functions, in which the probability of 
inhibiting (the inverse of the probability of responding) is plotted against stop-signal delay, 
reflect the outcome of the horse-race between the go and stop process. SSRTs can be 
calculated reliably when fixed stop-signal delays cover the relevant portion of the inhibition 
function, that is, with %UST between 15 and 85 (Band et al., 2003). 

Also in agreement with previous stop studies, UST-RTs increased as function of delay 
because slower go responses win the race when stop-signal is delayed. Mean UST-RTs 
were faster than RTs to the no stop-stimulus. According to the assumptions of the horse-
race model, the RT distribution should be independent of whether a stop signal is presented 
or not. This implies that mean UST-RTs should correspond to the mean of the left part of 
the go-RT distribution, using the percentage of UST as the cut-off point for the fast versus 
slow portions of the go-RT distribution. Initially, the comparison between the RT to the fast 
go signals and the RT to the UST was made to test the independence assumption between 
the stop and go processes. Mean UST-RT should be equal to the mean RT of fast go 
signals. However, this prediction was violated, as is the case in most stop studies. Band et 
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al. (2003) conducted stringent simulation studies with respect to this assumption and 
obseved that the difference between mean UST-RT and the mean RT of fast responses to go 
signals is strongly affected by variability in go-task RT and in SSRT. As a consequence, the 
difference between mean UST- RT and mean RT of fast go responses cannot be used as a 
criterion to test the independence assumption underlying the horse-race model. 
Furthermore, Band et al. (2003) also demonstrated that violations of this assumption did not 
yield severe inaccuracies in estimates of the latency of the stop process.      

The final variable concerned the SSRT or the internal response to the stop signal. 
Estimated SSRTs are usually around 200 ms in a variety of experimental tasks, settings, 
and strategies. As is typical in stop-signal studies, SSRT tended to decrease as a function of 
delay. Based on a simulation study, Band et al. (2003) suggested that the most reliable 
estimate of the duration of the stop process is obtained with a %UST of around 50. In this 
pilot study, this would imply that the most reliable SSRTs are observed in the middle (200 
ms) delay.  

Taken together, our stop task with fixed delays instead of the staircase tracking 
algorithm and with high instead of low stop signals appears representative and well-suited 
for use in combination with EEG and/or fMRI to analyse psychophysiological measures 
and neural mechanisms that would further elucidate the underlying mechanism in stop 
behavior. 
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4 

Effects of stop-signal modality on the N2/P3 complex 
elicited in the Stop-Signal Paradigm 

 
 
4.1 Abstract 
 
The principal aim of the present study was to clarify how stop-signal modality affected the 
speed and efficacy of stopping, using ERP components as converging measures of stop 
processes. Both performance and ERP latency findings suggested faster processing of stop 
signals in the auditory than visual version of the stop task. 
The effects of successful versus unsuccessful stopping on the amplitude and topography of 
N2/P3 components elicited by the stop signals appeared to be largely independent of the 
modality of the stop signals. Stop signals elicited a fronto-central N2 that was much larger 
on unsuccessful than successful stop trials in stimulus-locked waveforms. N2 was followed 
by a P3 component that showed a fronto-central distribution on successful stop trials. P3 
elicited on unsuccessful stop trials showed a posterior-parietal focus, but this topography 
was manifested more clearly in response-locked than stimulus-locked waveforms. A dipole 
source analyses confirmed these topographical differences of P3, and further showed that 
the location of the corresponding dipoles remained largely identical across the visual and 
auditory versions of the stop-signal task. Taken together, the present findings support the 
suggestion that ERP components in the stop task reflect endogenous aspects of stop-signal 
processing, such as effective inhibition of responses on successful stop trials and detection 
of errors on failed inhibition trials. 
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4.2 Introduction 
 
 
The ability to adjust behavior by means of inhibitory interventions is crucial for the 
maintenance and control of cognitive and motor events. It is also considered to be a basic 
act of executive control, a cluster of emergent functions that is typically associated with the 
prefrontal regions of the brain (Fuster, 1989; Ridderinkhof, van den Wildenberg, 
Segalowitz & Carter, 2004). Inhibitory interventions can be rather extreme and take the 
form of complete abortion of overt behavior. Such interruptions of overt movements can 
occur on the basis of internally generated acts of control but can also be triggered by 
external events (Logan & Cowan, 1984; Kok, 1999). An effective task to assess abrupt 
forms of response inhibition is the stop-signal task (Ollman, 1973) in which a choice 
reaction task (the primary-task) is combined with the presentation of a stop signal. In the 
stop task subjects are instructed to perform speeded responses to stimuli in the primary-task 
(also referred to as go signals) but to inhibit their response whenever a stop signal is 
presented. The stop signals are usually presented at variable delays after the go signals. 
This manipulation is necessary for computation of inhibition functions, that is functions that 
relate the probability of inhibiting the response to stop-signal delay (see further below). In 
addition, trials on which only go signals are presented (no stop-signal trials) are randomly 
interspersed among trials on which the go signal is followed by a stop signal (stop-signal 
trials).  

Performance data generated by the stop task have been interpreted in terms of a race 
between two independent processes, a go process and a stop process, that run for 
completion (Logan, Cowan & Davis, 1984; Logan, 1994). The go process is invoked by the 
onset of the primary-task stimulus and comprises the stages of stimulus identification, 
response choice, preparation and execution of the response, whereas the stop process 
reflects the processing of the stop signal that includes the detection of the stop signal and 
the implementation of response inhibition. The winner of this race determines whether a 
response is given or not (Lappin & Eriksen, 1966, Logan et al., 1984). Consistent with the 
race model subjects are more effective in stopping as the delay between the go signal and 
stop signal is shortened and less effective when the delay becomes longer. The stop signal 
divides the no stop-signal RT distribution (go trials) into two parts. This is represented in 
Figure 1 by the vertical line extending upward from the point at which the response to the 
stop signal occurs. On the left part the response to the primary task is faster than the 
response to the stop signal, and on the right side of the line the response to the stop signal is 
faster than the response to the primary task. 
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Figure 1. Upper two panels: illustration of the assumptions of the horse-race model indicating that the probability 
of responding (Presp or UST) and the probability of inhibition of a response (Pinh or SST) depend on the 
distribution of the reaction times of the primary task, the stop-signal reaction time (SSRT), and the delay of the 
stop signal. Lower panel: illustration of effect of faster primary task RTs on the probability of responding and 
inhibition. The results of the present study support the view that in the auditory stop task both the internal response 
to the stop signal (the dotted vertical line) and the primary task RT distribution were shifted to the left relative to 
the visual stop task. 

 
 

In contrast to the direct observation of processing speed of the primary task, the 
duration of the non-observable, internal reaction time to the stop signal (SSRT) is estimated 
on the basis of the distribution of reaction times and the proportions of successful stop-
signal trials (further referred to as SST) or unsuccessful stop-signal trials (further referred to 
as UST; see also Figure 1) and stop-signal delay. This approach has shown that the SSRT is 
more or less constant and is usually between 200-250 ms (Logan, 1994; Band, van der 
Molen & Logan, 2003). The horse-race model as such is not primarily concerned with the 
nature of processes underlying successful and unsuccessful stopping. A number of studies 
have therefore measured event-related potentials (ERPs) to obtain more insight into the 
dynamics of the motor inhibition process in the stop-signal paradigm (De Jong, Coles, 
Logan & Gratton; 1990; Kok, et al , 2004; Ramautar, Kok & Ridderinkhof; 2004a; 2004b; 
Van Boxtel, Van der Molen, Jennings & Brunia, 2001). A complicating factor is that ERPs 



 88

elicited on stop-signal trials comprise a summation of a fixed-latency ERP waveform 
elicited by the go stimulus, and an ERP waveform elicited by the stop signal that moves 
systematically in time with longer duration of the stop-signal delay. One of the methods 
that can be followed to isolate the stop-signal ERPs is to compute, separately for each 
individual and for each stop-signal delay, average ERPs for no stop-signal trials as well as 
for stop-signal trials, and then subtract from the averaged stop-signal ERPs the no stop-
signal ERPs. Prior studies have shown that this procedure is effective in removing from the 
stop-signal ERP overlap caused by the preceding go-stimulus ERP (e.g. De Jong et al., 
1990; Ramautar et al., 2004a; cf Bekker et al., 2005). One of the findings of our earlier 
studies was that stop signals elicited a N2/P3 complex that shifted systematically in time 
with longer delays of the stop signal (Kok et al., 2004; Ramautar et al., 2004b). These 
N2/P3 components were further shown to differ considerably between SST and UST with 
respect to timing (latency), scalp topography, and dipole sources. Thus, these ERP findings 
not only demonstrated that N2/P3 represented components were truly linked to processing 
of the stop signals, but also suggested that these components reflected different aspects of 
stopping. More specific, we hypothesized that a) N2 and P3 components elicited on UST 
reflected a greater significance (possibly as some form of negative feedback) of stop signals 
and their associated false alarm responses, and b) P3 elicited on SST indexed processes 
related to withholding a prepotent response. 

ERPs have also proven to be useful in clarifying how stimulus variables in the stop task 
affect inhibition functions, that is, functions that relate the probability of inhibiting to the 
stop-signal delay. For instance, presenting stop signals less frequently is known to result in 
faster reaction times to the go stimulus and in a lower probability of inhibition. Ramautar et 
al. (2004b) reported that when stop signals were presented less frequently, go stimuli on no 
stop-signal trials elicited larger and somewhat earlier P3-like responses than when stop 
signals occurred more frequently. Since a similar pattern was found when P3s elicited on 
fast and slow go responses (on no stop-signal trials) were compared, these ERP results 
seemed to confirm the suggestion derived from the behavioral literature that in conditions 
in which stop signals occur less frequently subjects develop a stronger set or bias to 
produce fast go responses at the expense of success of inhibition (Logan, 1981; Logan & 
Burkell, 1986).  

The modality of the stop signal is another variable that has also been shown to affect the 
speed and efficiency of stop behavior. Traditionally, stop studies have been performed with 
auditory stop signals to stress the salience of the stop signal (Logan & Cowan, 1984; Logan 
et al., 1984, 1986; Ollman, 1973). Auditory stop signals are thought to enhance the speed of 
stop processes relative to visual stop signals. Although the precise locus of the modality 
effect still remains unclear, it is clear that sensory factors could play a crucial role. A 
classical finding from the RT literature is that simple RTs to auditory stimuli are about 40 
ms faster than simple RTs to visual stimuli (Woodworth & Schlosberg, 1954). This RT 
difference could arise from peripheral factors such as a faster transmission of sensory 
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information at mechanical receptors of the ear than at the photosensitive receptors of the 
retina. In the stop-signal task this effect could give auditory stop signals a small but 
consistent lead in the race with the go signal in comparison with visual stop signals. Indeed, 
SSRT has been shown to vary systematically as a function of task variables such as stop-
signal discriminability (van den Wildenberg & van der Molen, 2004). 
 
The Present Study 
 
The principal aim of the present study was to further clarify how stop-signal modality could 
affect the speed and efficacy of stopping, using ERP components as converging measures 
of stop processes and using same and cross-modality stop tasks. In the same modality stop 
task visual go and stop signals were presented whereas in the cross-modality stop task, 
visual go and auditory stop signals were presented.  

In our earlier studies N2/P3 components elicited by (visual) stop signals were 
interpreted in terms of internally generated processes involved in inhibition and monitoring 
of responses. The validity of this interpretation remains to be established more firmly, since 
it derives primarily from the assumed functional relationship between the frequency of 
occurrence of the stop signal and ERP components (Ramautar et al., 2004a; 2004b). A 
deeper insight into the way in which stop-signal modality modulates inhibition mechanisms 
and N2/P3 components could further validate our prior interpretations of these components. 
As argued earlier, the effectiveness of stopping might depend to a large extent on sensory 
or ‘bottom up’ aspects of the modality of the stop signal. At the behavioral level these 
factors were expected to contribute to faster stopping to auditory than visual stop signals, as 
reflected in SSRT and inhibition functions. These bottom up effects of stop-signal 
processing were further assumed to ‘propagate’ to longer-latency ERP components such as 
N2/P3, inducing reduced latencies of these components to auditory compared to visual stop 
signals.  

Regulation of behavior by means of inhibition of thought and action is considered to be 
driven by central mechanisms of executive control (Kopp, Rist & Mattler, 1996; Logan et 
al., 1984; Ridderinkhof et al., 2004). Our previous findings with visual stop (and go) 
signals supported the view that P3 elicited on successful inhibit trials reflected endogenous 
aspects of stop-signal processing, such as effective inhibition (Kok et al., 2004, Ramautar et 
al., 2004b). These processes were believed to be part of the executive control system and 
thus to be independent of the sensory origin (i.e. modality) of the stop signal.  

A second aim of our study was to further explore the functional significance of N2/P3 
components that were elicited on trials when subjects failed to inhibit the go response. A 
speculation of our earlier studies was that these components could have partly reflected 
processing of errors of action (i.e., failed inhibitions) after or shortly before emission of the 
button press response. Detection and monitoring of errors is also implied by theories on 
supervisory or top-down control systems (Logan, 1984; Gehring & Taylor, 2004). Thus, if 
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these components would indeed be related to error detection, we would expect little or no 
effects of stop-signal modality on the amplitude or scalp topography of N2/P3 components 
on unsuccessful inhibit trials, either in the stop-signal locked or response-locked 
waveforms. Before engaging in the ERP study, the feasibility of the intended experimental 
approach was explored in a behavioural pilot study.  The specifics and results of this 
behavioural experiment are reported in Appendix 4.6. 
 
 
4.3 Methods 

 
Participants 
 
Fifteen healthy undergraduate students (8 females) from the University of Amsterdam 
participated in the experiment. They ranged in age between 18-24 years (M = 21.2, SD = 
1.78) and all reported normal or corrected-to-normal vision and hearing. Two subjects were 
left-handed and all of them received course credits. 
 
Stimuli and Apparatus 
 
The primary-task stimuli (go stimuli) in the choice reaction task (choice RT) and in the stop 

task consisted of a blue circle or a blue square, subtending a 0.4° visual angle and were 
presented against a black background on a 14-inch monitor with a refresh rate of 100 Hz. A 
blue fixation plus sign was presented at the center of the screen during trials, subtending a 

0.15° visual angle. Each trial started with the fixation plus sign for 250 ms that was 
followed by the go stimulus that was displayed for 100 ms.  

During the visual stop task, the stop signal consisted of a blue cross with a visual angle 

of 0.4° whereas in the auditory stop task, a tone of 1000 Hz, 80 dB amplitude was 
generated by the computer and binaurally administered by headphones. Stimulus duration 
of the visual as well as the auditory stop signals was also 100 ms. Stop signals were 
presented after onset of the go stimuli and randomly at one of 5 fixed delays (100-150-200-
250-300 ms). Go and stop signals were also presented centrally on the screen. Trial 
duration of the choice RT and stop task varied between 3.5 and 4.5 sec.  

Subjects were tested in a dimly lit, sound-attenuating room and were comfortably seated 
in a chair. They were faced with stimuli at a distance of 90 cm in front of the screen and 
were instructed to look at the fixation plus sign during the execution of the task. Subjects 
responded using button boxes that were attached to the arms of the chair. Response timing 
was accurate to 1 ms. 
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Design and Procedure 
 
The experiment included one training and two experimental sessions. In the training 
session, subjects practiced the choice RT (which only contained go signals) and both stop 
tasks to achieve a stable response level. In the experimental sessions, the choice RT task 
(containing 100 trials) was presented first to calculate the individual speed level. Individual 
mean RTs from the choice RT task were then used as a reference for mean RTs to go trials 
in the stop task, and subjects received oral feedback (telling them whether or not their mean 
RTs were within acceptable ranges). Then 12 visual and 12 auditory stop blocks of 120 
trials each were alternately administered. In each block 50% of the trials consisted of stop 
signals which were presented randomly and equally often at each of the 5 fixed delays. The 
other 50% of the trials are referred to as no stop-signal trials. In total, 720 trials were 
presented for each stop-signal modality (144 for each delay). 

Assignment of response effectors (left or right index finger) to reaction stimuli (circle 
and square) was also counterbalanced across subjects. Subjects were instructed to respond 
as quickly as possible to the go signals by pressing response buttons while maintaining a 
stable level of accuracy. The primacy of responding to the go signals was emphasized and 
subjects were instructed not to sacrifice speed to anticipate the stop signal. It was also 
explained that it would not always be possible to withhold their response after detecting the 
stop signal. The oral feedback about task performance was always given at the end of each 
block. Halfway through the session a 15 min break and 1 min breaks between blocks were 
inserted. 
 
Psychophysiological Recording and Data Analysis 
 
EEG recordings (Neuroscan) were taken from 64 tin electrodes in an extended system 
(Quikcap) referenced to the left mastoid (as is typical in this type of study). The electro-
oculogram (EOG) was recorded from the sites above and below the left eye and from 
electrodes lateral to each eye. The AFz electrode served as groundelectrode. Electrode 

impedance was kept below 5 k� . The EEG signals were digitized online at a rate of 250 Hz 
with low-pass filter at 40 Hz and a time constant of 5 sec. For each trial, an epoch of 2048 
ms was obtained starting from 248 ms before the onset of the go stimulus and lasting until 
1800 ms after go-stimulus onset. Extraction of single-trial epochs occurred offline; 
subsequently EOG artifacts were corrected using the algorithm described by Woestenburg, 
Verbaten and Slangen (1983). For each subject, modality condition, and stop-signal delay, 
artifact-free go-stimulus-synchronized average waveforms were computed from 
corresponding no stop-signal trials and from successful and unsuccessful stop trials 
conditions, subtracting a 100-ms pre-stimulus period as baseline. Following procedures 
described elsewhere (De Jong et al., 1990; Kok et al., 2004), two kinds of no stop-signal 
ERPs were computed for each delay and each subject. This was done in the following way: 
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correct RTs associated with the no stop-signal trials were rank-ordered and then split into 
two parts. The fast and slow tails of the no stop-signal RT distribution corresponded with 
the proportion of UST and the proportion of SST of a particular stop-signal delay, and are 
further referred to as fast corresponding no stop-signal (CNSfast) and slow corresponding 
no stop-signal (CNSslow) respectively (see also Figure 1). Then, for each individual subject 
separate ERP averages were computed for CNSfast and CNSslow which were subtracted 
from the stop-signal related ERPs in each stop-signal delay, that is SST – CNSslow and 
UST –CNSfast. This procedure was sucessfully applied in Ramautar et al. (2004b). In this 
study, it was demonstrated that speed of primary-task processing affected ERPs to the go 
signals. It is therefore reasonable to assume that ERPs to the stop signals, in particular 
ERPs elicited on UST and SST trials, would also be affected by effects of fast versus slow 
responding to the go signals. Thus, by subtracting the fast and slow no stop-signal ERPs 
from the ERPs elicited on UST and SST, biasing effects of go-signal processing are 
effectively removed from effects on ERPs that result from processing of the stop signal. 

Finally, ERP waveforms synchronized to response onset were also calculated for the no 
stop-signal trials and UST. The ERP measures in these data were also extracted from 
difference waves that were calculated by subtracting for each stop-signal delay the 
corresponding response-locked no stop-signal trials (CNSfast) from the UST.  

The following statistical analyses were subsequently applied to performance and ERP 
measures. First, behavioral data were submitted to paired t-tests and repeated-measures 
analysis of variance (ANOVA) using Modality (visual, auditory) and Delay (100-150-200-
250-300 ms) as independent factors.  

Second, N2, P2, and P3 components elicited by the go signal on no stop-signal trials 
were analyzed to examine effects of fast versus slow responding (CNSfast versus 
CNSslow) and the stop-signal modality. Note that although these trials only contained go 
signals, it was still a theoretical possibility that the blocked presentation of visual and 
auditory stop-signal conditions would bring about a different preparatory set to the go 
stimuli on no stop-signal trials. In this analysis peak amplitudes and latencies were taken 
from a time window of 250-350 ms (N2, maximum negative peak), 300-450 ms (P2, 
maximum positive peak), and 450-650 ms (P3, maximum positive peak) following onset of 
the go signals. These measures were then submitted to repeated-measures ANOVA with 
Modality (visual, auditory), Response Speed ( CNSfast, CNSslow), and Leads (Fz, Cz, Pz) 
as independent factors. 

Third, N1, N2, and P3 peak amplitude and latency measures were calculated from the 
stop-signal related difference waves, separately for each stop-signal delay. These 
measures were taken from three different time windows following stop-signal onset (N1 
and N2: maximum negative peaks within 50-150 ms and 200-400 ms respectively, P3: 
maximum positive peak within: 200-600 ms) and were submitted to repeated-measures 
ANOVA with Modality (visual, auditory), Stoptype (UST, SST), Leads (Fz, Cz, Pz), and 
Delay (100-150-200-250-300 ms) as independent factors. Since N1 was only present in the 
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auditory ERPs, the visual stop task -and thus the factor Modality- was not considered in the 
analysis of N11 . The inclusion of the N1 component was also of importance for the present 
study, because it is considered to be a typical exogenous component in audition (Näätänen, 
1992). Thus, in contrast with N2/P3 elicited by the stop signal, the amplitude of auditory 
N1 was not supposed to show any effects of processes underlying successful and 
unsuccessful stopping.  

Fourth, an ANOVA was performed to compare N2/P3 measures derived from the 
response-locked and stop-signal locked difference waveforms (this only concerned UST - 
CNSfast waveforms). Since the factor stop-signal delay was not of primary importance in 
this analysis, ERPs of no stop-signal trials and UST (that were calculated for each separate 
delay) were pooled across the 5 stop-signal delays. Amplitudes of N2/P3 measures in 
response-locked averages were taken from a time window following 50-400 ms after 
response onset (N2: maximum negative peak, P3 maximum positive peak). This ANOVA 
consisted of the following factors: Synchronicity (Stop-locked averages, Response-locked 
averages), Modality (visual, auditory), and Leads (Fz, Cz, Pz) as independent factors. In all 
analyses a level of p < .05 was accepted as statistically significant, and degrees of freedom 
were adjusted with the Greenhouse-Geisser correction where appropriate. Only significant 
main and interaction effects will be reported in the results section. 
 
Source Localization 
 
Source-localization analyses were carried out on ERPs derived from 62 channels to 
investigate the differences in spatial dynamics elicited by success of stopping and modality 
of the stop signal (BESA version 4.2; Scherg & Berg, 1995). These analyses were applied 
to N2 and P3 measures derived from the stop-locked and response-locked difference 
waveforms in both modalities. To increase the precision of dipole source estimations the 
analyses were performed on N2 and P3 measures that were derived from the entire set of 
trials of the stop task. This was again carried out by first aligning the difference waveforms 
with onset of the stop signal or response button for each separate delay, and then pooling 
the aligned ERPs across the 5 stop-signal delays. Modeling was performed on ERPs that 
were re-referenced to the average ERP across all channels, using a four-shell spherical head 
model. Next to an energy constraint, the residual variance or RV (< 10%) was included as 
criterion for a satisfactory solution. After testing various dipole configurations to estimate 
the best solutions for modeling, one symmetrical pair of dipoles seemed to provide the best 
solutions. Then instantaneous dipole models were derived from the peak voltages of the 
ERP component derived from the difference waves of each individual subject. The solution 

                                                           
1 Statistics showed that the factor Delay elicited a considerable amount of (interaction) effects that did not add 
information to the interpretation of the stop-signal related components. For the sake of transparency it was 
therefore decided to limit the report of ERP amplitudes to the main effects of the factor Delay and its interactions 
with the factor Stoptype. 
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parameters found in the grand average waveform were used as a starting value for the 
single subjects solutions (cf Kenemans, Lijffijt, Camfferman & Verbaten, 2003; Ramautar 
et al., 2004b). Dipole parameters (x,y,z-location and x,y,z-orientation) were estimated for 
each subject and experimental condition. For stop-signal locked difference waves each 
parameter was then subjected to ANOVA with Modality (visual, auditory) and Stoptype 
(SST, UST) as independent factors. Finally, a separate ANOVA with factors Synchronicity 
(Stop-signal locked averages, Response -locked averages) and Modality (visual, auditory) 
was carried out to evaluate if there were any differences between UST P3 dipole 
configurations extracted from the stop-signal and response-locked waveforms. 
 
 
4.4 Results 
 
Behavioral performance 
 
Faster RTs were found on no stop-signal trials in the auditory than in the visual stop task, 
(aud: M = 445, SD = 36; vis: M = 469, SD = 44), (t(14) = 6.23, p < .001). Percentages of 
incorrect responses to the go signals were 3.8% in the auditory stop task and 1.9% in the 
visual stop task (t(14) = 2.30, P < .037). No omissions were observed on no stop-signal 
trials. 
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    Figure 2A. Upper panel: Average percentages of commission errors (i.e., UST.) 

                              per delay.  Error bars represent the standard error of the mean. 
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                               Figure 2B. Middle panel: Average reaction times in ms for UST per delay. 
                               Error bars represent the standard error of the mean. 
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  Figure 2C. Lower panel: Average SSRT in ms per delay. Error bars represent  

                         the standard error of the mean. 
 
 
The following results were found in the ANOVA carried out on data from the stop-signal 
trials. The percentages of commission errors (UST) increased as a function of delay 
(F(4,56) = 338.32, p < .001, GG = .39) and this increase was larger for visual than auditory 
stop signals (Modality X Delay: F(4,56) = 2.64, p < .034, GG = .55, see Figure 2A). RTs on 
UST increased as the stop signal was presented later, as indicated by a main effect of Delay 
(F(4,56) = 63.59, p < .001, GG = .48, see Figure 2B). This increase was also slightly larger 
for visual than auditory stop signals (Modality X Delay: F(4.56) = 11.41, p < .030, GG = 
.48). A separate analysis verified that in agreement with previous stop studies, RTs on UST 
were faster as compared to RTs on no stop-signal trials, in either modality of the stop task 
(visual: F(1,14) = 192.02, p < .001; auditory: F(1,14) = 33.56, p < .001).  

The speed of processing of the stop signal (SSRT) in either modality is displayed in 
Figure 2C. SSRTs to auditory stop signals were faster than SSRTs to visual stop signals, as 
indicated by a main effect of Modality (F(1,14) = 55.53, p < .001). Finally, SSRTs also 
became faster as the stop signal was presented later, as indicated by a main effect of Delay 
(F(4,56) = 32.58, p < .001). 
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Event-Related Analyses; go- and stop-signal locked waveforms 
 
No stop-signal trials  
ERPs to the go signals are shown in Figure 3. These ERPs were synchronized with the go 
stimuli and are depicted for the fast and slow no stop-signal trials: CNSfast and CNSslow. 
The numbers of CNSfast and CNSslow trials corresponded with the average proportions of 
UST and SST of all stop-signal trials obtained in the visual and auditory versions of the 
stop task (visual: 37.64% UST and 62.36% SST, auditory 36.11% UST and 63.89% SST). 

No stop-signal ERPs show an early negativity at around 280ms (labeled as go N2 to 
avoid confusion with stop-signal related components) that is followed by two late positive 
deflections at around 350 ms and 550 ms (labeled as go P2 and go P3, respectively). 
 
Go N2 
Go N2 was largest at the frontal and central leads (Leads: F(2,28) = 37.66, p < .001, GG = 
.71) and also slightly larger in the visual than auditory stop task (Modality: F(1,14) = 9.23, 
p < .001). Smaller go N2 amplitudes were further elicited at CNSfast trials than at 
CNSslow trials (Response Speed: F(1,14) = 22.74, p < .001), and this effect was somewhat 
larger at the fronto-central electrode locations (Response Speed X Leads: (F(2,28) = 6.64, p 
< .001, GG = .68). The fronto-central effect of response speed was also somewhat larger in 
the auditory than visual stop task (Modality X Response Speed X Leads: (F(2,28) = 5.28, p 
< .021). 
Go P2 
P2 to the go signals was more prominent at the parietal lead (Leads: F(2,28) = 24.82, p < 
.001) and larger on CNSfast than on CNSslow trials (Response Speed: F(1,14) = 49.61, p < 
.001). The P2 enhancement on CNSfast trials was manifested most clearly at the central and 
parietal scalp locations (Response Speed X Leads: F(2,28) = 4.14, P <.041). The latter 
effect was also slightly larger in the auditory than visual version of the stop task as 
indicated by a Modality X Response Speed X Leads interaction (F(2,28) = 4.78, p < .028). 
Finally, go P2 peaked somewhat earlier on CNSfast than on CNSslow trials (Response 
Speed: F(1,14) = 10.51, p <.001) and this latency difference was more pronounced at the 
frontal lead compared than at the central and parietal leads (F(2,28) = 16.34, p < .001). 
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Figure 3. Grand average ERPs synchronized with go signals on no stop-signal trials. CNSfast and CNSslow 
represent fast and slow tails from the no stop-signal RT distribution in the auditory and visual stop tasks. N2, P2, 
and P3 are indicated by *, **, and ***, respectively. 

 
 
 
Go P3 
Go P3 also reached its largest amplitude at the parietal lead (Leads: F(2,28) = 33.55, p < 
.001). It was also more pronounced on CNSfast than CNSslow trials (Response Speed: 
F(1,14) = 34.54, p < .001), but in contrast to go P2 this amplitude effect was largest at the 
frontal and central leads (Response Speed X Leads: F(2,28) = 69.69, p < .001). Go P3 also 
peaked somewhat earlier on CNSfast than on CNSslow trials (Response Speed: F(1,14) = 
39.68, p < .001), and earlier at the frontal/central than the parietal leads (F(2,28) = 18.98, p 
< .001). Finally, the Response Speed X Leads interaction (F(2,28) = 18.14, p < .001) 
indicated that latency effect of response speed was strongest at the central electrode 
location. 
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Stop-signal trials (difference waveforms)  
 
Figures 4 and 5 depict the difference waves associated with successful and unsuccessful 
stop trials in the auditory stop task (Figure 4) and visual stop task (Figure 5) per delay. 
Furthermore, Figure 6 provides a compact overview of the SST and UST difference waves 
of the auditory and visual stop tasks that were pooled over the 5 stop-signal delays after 
alignment of ERPs with stop-signal onset. Figure 7A shows the average N2 and P3 peak 
amplitudes that correspond with ERP components displayed in Figure 6. These measures 
will be further referred to as stop N2 and stop P3. 
Auditory stop N1  
Auditory stop signals elicited a large fronto-central N1 component that did not differ 
between UST and SST conditions, but did decrease in amplitude as a function of delay 
(Delay: F(4,56) = p < .001). This effect was more pronounced in the SST than UST 
condition as indicated by a Stoptype X Delay interaction (F(4,56) = 13.71, p < .001) . 
Stop N2  
Stop N2 was most prominent at the frontal and central leads (F(2,28) = 11.18, p < .001; see 
also Figure 6 and the upper panel of Figure 7). Furthermore, visual stop signals elicited 
larger N2 amplitudes than auditory stop signals (Modality: F(1,14) = 32.75, p < .001) and 
this effect was most conspicuous at frontal and central leads (Modality X Leads: F(2,28) = 
17.94, p < .001). Notice that in the auditory SST condition, N2 is superimposed on the 
rising flank of a large P2 (see also Figures 4 and 6) that probably caused the positive 
absolute polarity of N2 in this condition. A larger (more negative) N2 was also found in the 
UST compared to the SST condition (Stoptype: F(1,14) = 77.61, p < .001) and this effect 
was enhanced at frontocentral leads as indicated by a Stoptype X Leads interaction (F(2,28) 
= 12.27, p  < .001). Finally, the relative enhancement of fronto-central N2 on UST relative 
to SST (i.e. larger negativity or smaller positivity) was also more pronounced in the 
auditory than in the visual stop task (Modality X Stoptype X Leads interaction: F(2,28) = 
4.21, p < .039). 

Largest amplitudes of stop N2 were observed at the longer stop-signal delays (F(4,56) = 
14.24, p < .001) and this amplitude increase effect was larger on UST than on SST 
(Stoptype X Delay: F(4.56) = 4.19, p < .026). Finally, longer N2 latencies were observed a) 
in the UST compared to the SST condition (Stoptype: F(1,14) = 22.67, p < .001) and b) at 
later than earlier delays (Delay: F(4,56) = 590.90, p < .001).  
No significant effects were found of stop-signal modality on the latency of N2. 
Stop P3 
Stop P3 was most prominent at the fronto-central electrode sites (Leads: F(2,28) = 59.86, p 
< .001). Larger amplitudes of stop P3 were further found in the SST than in the UST 
condition (Stoptype: F(1,14) = 8.63, p < .011). This effect of successful stopping was larger 
at the fronto-central than at the posterior electrode sites (Stoptype X Leads: F(2,28) = 
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57.63, p < .001) and larger in the auditory than in the visual stop task (Modality X 
Stoptype: F(1,14) = 6.35, p < .024, GG = .65; see also the lower panel of Figure 7).  

Statistical analyses further confirmed the observation that there were large differences 
between P3 amplitude across the various delays (F(4,56) = 24.50, p < .001, GG =.63). 
Inspection of Figures 4 and 5 further suggests that stop P3 is more prominent at early stop-
signal delays in the SST condition, and more prominent at late stop-signal delays in the 
UST condition. These observations were corroborated in a Delay X Stoptype interaction 
(F(4,56) = 19.87, p < .001, GG = .67).  

Stop P3 latency increased systematically with longer stop-signal delays (F(4,56) = 
464.46, p < .001). Moreover, stop P3 showed longer latencies a) in the visual than auditory 
stop task (F(1,14) = 255.19, p < .001), b) in the UST than in the SST condition (F(1,14) = 
136.43. p < .001) and c) at the parietal than at the more anterior leads (F(2,28) = 33.14, p < 
.001). Finally, the Modality X Stoptype X Leads (F(2,28) = 8.22, p < .005) interaction 
indicated that the latency increase of P3 in the visual 
relative to the auditory stop task was manifested more strongly at the fronto-central sites in 
the SST condition (see also Figure 5). 
 
In sum, for both modalities of the stop-signal task differences in speed of processing of the 
primary-task became manifest in amplitude modulations of the N2 and the P2/P3 
components to the go signal. Effects of stopping were reflected in modulations of amplitude 
and latency of the N2/P3 to stop signals. Stop N2 had a fronto-central scalp distribution and 
was more pronounced on a) unsuccessful than successful stop trials and b) visual than 
auditory stop signals. Stop P3 had a predominant fronto-central distribution, and the 
frontal-central positivity of this component was markedly enhanced on successful relative 
to unsuccessful stop trials in the auditory stop task. Stop P3 also showed a shorter latency 
to auditory than visual stop signals and this effect was manifested most clearly on 
successful stop trials. Finally, the N2/P3 complex shifted systematically in time with longer 
stop-signals delays, showed larger amplitudes at longer stop signal delays in the UST 
condition, and larger amplitudes at early delays in the SST condition. 
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Figure 4. Grand average difference waveforms synchronized with onset of the go signal in the auditory stop task, 
plotted per delay (100-150-200-250-300 ms). Difference waves are computed by subtracting the no stop-signal 
ERPs (CNSfast and CNSslow) from the stop-signal ERPs (UST and SST, respectively). 



 101

 
 

 
 
 
Figure 5. Grand average difference waveforms synchronized with onset of the go signal in the visual stop task, 
plotted per delay (100-150-200-250-300 ms). Difference wavs are computed by subtracting the no stop-signal 
ERPs (CNSfast and CNSslow) from the stop-signal ERPs (UST and SST, respectively). 
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Figure 6. Grand average difference waveforms synchronized with onset of the stop signal and pooled over the five 
stop-signal delays. Difference waves are computed by subtracting the no stop-signal ERPs (CNSfast and 
CNSslow) from the stop-signal ERPs (UST and SST, respectively) for the auditory (“aud”) and visual (“vis”) stop 
tasks. N1, N2, and P3 are indicated by *, **, and ***, respectively. 
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Figure 7. Amplitudes of N2 and P3 to the stop signal at Fz, Cz, and Pz for the auditory (“aud”) and visual (“vis”) 
stop tasks, as derived from figure 6. 
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Event-Related Analyses; comparison of stop-signal locked and response-locked waveforms.  
 
Figure 8 depicts the difference waves of the UST that were time-locked with onset of the 
button-press response, pooled across stop-signal delays. Waveforms are characterized by 
the presence of an N2 and a P3 following at approximately 100 ms and 350 ms after the 
response, respectively. N2/P3 amplitude measures that were extracted from these 
waveforms are presented in Figure 9 and statistics regarding these components are reported 
below. Notice that the statistical analysis concerned a comparison of stop-signal locked and 
response-locked N2/P3 components that were elicited in the UST condition. 
 
 

 
 
 
Figure 8. Grand average difference waveforms synchronized with response onset and pooled over the five stop-
signal delays. Difference waves are computed by subtracting CNSfast from the UST for the auditory (“aud”) and 
visual (“vis”) stop task. N2 and P3 are indicated by * and **, respectively. 
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Figure 9. Amplitudes of N2 and P3 to response onset at Fz, Cz, and Pz for the auditory (“aud”) and visual (“vis”) 
stop tasks, as derived from figure 8. 

 
 
UST N2  
Larger N2 amplitudes were obtained in stop-signal locked waveforms than in response-
locked waveforms (Synchronicity: F(1,14) = 13.03, p < .003; compare upper panels of 
Figures 7 and 9).  
UST P3 
UST P3 amplitudes were larger in the response-locked averages than in the stop-signal 
locked averages (Synchronicity: F(1,14) = 11.24, p < .005). This amplitude enhancement of 
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response-locked P3 was most conspicuous at the central and parietal leads (Synchronicity X 
Leads: F(2,28) = 13.54, p < .005; compare lower panels of Figures 7 and 9). 
 
Source analyses 
 
Voltage maps and source modeling were based on N2 and P3 peak amplitudes derived from 
stop-signal and response-locked difference waves that were pooled across the 5 delays 
(grand averages are displayed in Figures 6 and 8 respectively). Since dipole modeling of the 
N2 component in both the SST and UST conditions yielded unsatisfactory fits (residual 
variance was much larger than 10%) it was decided to limit our report of source modeling 
to the P3 component. Figure 10 depicts the voltage maps and associated dipole 
configurations of the auditory and visual P3 amplitudes in the SST and UST conditions, 
derived from the stop-signal locked averages. The results of the analysis of the UST P3 
component derived from the response-locked averages, and a comparison of dipoles 
sources derived from both types of averages are shown in Figure 11. 
SST P3 The global impression from Figure 9 is that SST P3 had a similar fronto-central 
scalp distribution in the auditory and visual stop tasks. It further appeared that visual and 
auditory stop signals activated exactly the same cortical area when the response is 
successfully inhibited (dipoles of visual and auditory stop tasks shown in gray and black 
respectively). In either modality the symmetrical dipoles were located in the medial 
precentral part of the cortex (auditory: residual variance (RV) = 6.6%: location x = -18.1; y 
= -15.4; z = 57.6, visual: RV = 4.9%: location x = -18.9; y = -16.9; z = 58.4).  
UST P3 The RV value of dipole sources of UST P3 was higher than for SST P3. This 
component seemed to be located more deeply (ventrally) in the medial part of the brain. 
The symmetrical dipoles were located slightly more anterior and laterally in the visual task 
than in the auditory task (auditory: RV= 10.5%, location x = -11.9; y = -22.5; z = 25.5; 
visual: RV = 15.0%, location x = -24.7; y = 3.2 and z = 10.0). ANOVAs performed on the 
location parameters only showed a main effect of Stoptype with regard to the z-parameter 
(F(1,14) = 7.64, P < .015) indicating that UST dipoles were located more ventrally in the 
brain than the SST dipoles. No further statistics with regard to the other location or 
orientation parameters approached significance. 

Subsequent source modeling was performed on the UST P3 of the response-locked 
averages. The voltage maps revealed that this P3 had a parietal distribution in both 
modalities (see Figure 11; dipoles are shown in black and gray for response-locked and 
stop-signal locked components, respectively). The symmetrical dipoles were again located 
at deep medial locations. In the auditory stop task, the locations of UST P3 dipole locations 
did not differ appreciably between stop-signal and response-locked averages (response-
locked auditory: RV = 5.0%; x-location = -24.4; y-location = -30.7; z-location = 22.9). In 
the visual stop-task they were located slightly closer to the midline and more posterior in 
the response-locked than stop-signal locked averages (response-locked visual: RV = 4.9%; 
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x-location = -8.7; y-location = -28.2; z-location = 11.1). ANOVAs executed on the location 
parameters revealed that the x-parameter differed between response-locked and stop-locked 
averages (Synchronicity: F(1,14) = 19.18, p < .001) that is, UST P3 dipoles were located 
slightly more medially in the response-locked than in the stop-signal locked averages. For 
the y-parameter, an interaction was observed between Synchronicity X Modality (F(1,14) = 
5.63, p = .032). This indicated that P3 dipoles in the response-locked averages were located 
more posteriorly than in stop-signal locked averages in the visual stop task, while no 
differences between the dipole locations were found in the auditory stop task. 
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Figure 10. Upper two panels: voltage maps of SSTand UST P3 derived from the pooled stop-signal locked 

waveforms (auditory = A; visual = B). The lines are separated by 5 µV. Light shaded areas indicate positive 
voltages; dark shaded dotted areas indicate negative voltages. Lower two panels: grand average dipole pairs of the 
auditory stop task (black) versus visual stop task (gray) displayed for the left and upper parts of the brain. Left 
panel depicts the SST P3. Right panel depicts the UST P3. 
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Figure 11: Upper panel: voltage maps of the auditory and visual UST P3 derived from the pooled response-signal 

locked waveforms. The lines are separated by 5 µV. Light shaded areas indicate positive voltages; dark shaded 
dotted areas indicate negative voltages. Lower two panels: grand average dipole pairs of the response-locked 
waveforms (black) versus stop-signal locked waveforms (gray) displayed for the left and upper parts of the brain. 
Left panel depicts the auditory stop task. Right panel depicts the visual stop task. 

 
 
4.5 Discussion  
 
The central objective of the present study was to examine how the modality of the stop 
signal affects speed and efficiency of stopping, using ERP components as convergent 
measures of the efficiency of stop processes. We hypothesized that in the stop task 
efficiency of inhibitory interventions would depend both on sensory or ‘bottom-up’ and 
cognitive or ‘top-down’ aspects of the stop signal. We further assumed as a working 
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hypothesis that stop-signal modality would primarily affect the sensory and not the 
cognitive processes. A sensory effect would probably become manifest in faster stopping to 
auditory than to visual stop signals. Based on earlier findings from visual stop tasks (Kok et 
al., 2004, Ramautar et al., 2004a, 2004b) we further postulated that the higher-order 
processes would become primarily manifest in differences between successful and 
unsuccessful stopping on the amplitude, scalp topography and dipole configurations of 
N2/P3 to the stop signal. Stop N2/P3 components were assumed to reflect mechanisms 
involved in the active suppression of the motor response on successful inhibit trials and 
monitoring of erroneous responses on unsuccessful inhibit trials. These mechanisms 
typically reflect acts of control in the executive’s repertoire and were therefore not 
supposed to be dependent on the sensory quality of the stop signal. 
 
Performance in the stop task.  
 
The results of the present study were to a large extent consistent with the prior hypotheses. 
Shorter SSRTs were found for the auditory than visual stop signals. These results replicate 
the findings of behavioral stop studies using auditory stop tasks (e.g. Logan & Cowan, 
1984; Logan et al., 1984; Logan & Burkell, 1986) and one study that compared visual and 
auditory tasks within the same experiment (Van der Schoot, 2001). On no stop-signal trials 
faster RTs were found to go signals in the auditory than in the visual version of the stop 
task. Since this effect occurred to visual go signals on trials that did not contain a stop 
signal, they must have reflected some form of response strategy or response bias that was 
caused by the blocked presentation of auditory and visual stop signals (see also further 
below: ERPs and primary-task processes).  

RTs on stop-signal trials (i.e. UST) were faster than no stop-signal trials which is also in 
accordance with the horse-race model that predicts that the mean of UST RTs excludes the 
longer tail of the primary-task distribution, whereas the no stop-signal RT includes the 
whole distribution (Logan et al, 1984). Furthermore, the interpretation of the faster SSRTs 
to auditory than visual stop signals may be found in purely (peripheral) sensory factors. It 
could also have resulted from the immediate arousal properties of the auditory stimulus 
(Sanders, 1980, 1983). In the stop task the immediate arousal effect could take the form of 
an interrupt or braking mechanism causing a more direct intervention of processing of the 
primary (go) stimulus after auditory than after visual stop signals. At the 
electrophysiological level, the presence of a large N1 could have indexed the arousing 
properties of the auditory stop signals. Auditory N1 is thought to reflect an abrupt change in 
the level of energy of the sensory receptors (Näätänen, 1992). Since N1 amplitude did not 
differ between successful and unsuccessful stop trials within the auditory modality, it 
probably reflected the operation of a mechanism earlier in the processing stream. We 
further hypothesized that an early sensory effect of stop-signal modality could take the form 
of a faster detection of the presence of auditory than of visual stop signals that in turn could 



 111

also affect ERP components occurring later in the processing stream. The latter suggestion 
was confirmed by the finding that N2/P3 to the stop signal was evoked at slightly shorter 
latencies to stop signals presented in the auditory than visual modality (see further below).  

An alternative interpretation of the present findings is that they reflected the operation 
of modality-specific resources. For instance, it is theoretically possible that faster 
processing of the auditory than visual stop signals reflected that there was less interference 
between processing resources when go and stop signals were presented in different 
modalities than in the same modality (e.g. Wickens 1980). We could not test this 
possibility, because this would have required a more complex paradigm in which visual and 
auditory stop signals were crossed over with both visual and auditory go signals. It should 
be noticed that the processing-resources framework has been developed primarily to 
account for trade-offs in performance in dual-task experiments.  Go and stop signal 
processes however are assumed to run independently and in parallel, and unrestricted by 
resource limitations (Logan et al., 1986). We therefore feel that the present results more 
likely reflect effects of the sensory quality of the stop signals per se, than some form of 
interaction between modality-specific resources underlying processing of go and 
subsequent stop signals. 

The approach followed in our study made it possible to separate effects of processing of 
the primary-task (go) signal and the stop signal on ERP components. These effects will be 
discussed in more detail in the two following sections. 
 
ERPs and primary-task processes.  
 
Our findings expand the horse-race model by providing an ERP marker of the response bias 
that determines the speed of the primary-task (go) process. According to the race model 
subjects produce failed-inhibit responses when their response to the go signal is faster than 
to the stop signal, and successfully inhibit the response when their go response is slower 
than the response to the stop signal (Logan et al., 1984).  

The analysis of the no stop-signal ERPs verified that go signals elicited larger and 
somewhat earlier P2 and P3 components on fast than slow trials. The negative component 
(N2) that preceded these components however was slightly smaller on fast than slow RT 
trials. A likely possibility is that since N2 overlapped with the rising flank of P2 
component, the effect of response speed on its amplitude was also driven by the effect of 
this variable on P2. It further appeared that N2 and P3 components were slightly larger in 
the auditory than in the visual version of the stop task. In combination with the RT data 
discussed above, demonstrating faster reactions to go signals in the auditory than visual 
version of the stop task, these early ERP effects might have reflected some aspect of 
response bias that resulted from the blocked presentation of stop-signal modality. One 
possibility is that the amplitude enhancement of the early P2 component reflected a stronger 
resolution of a ’CNV like’ negativity (e.g. Wastell, 1980) prior to the go stimuli. A larger 
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negativity of the CNV might have been caused by a stronger anticipation to the go signals, 
in particular in the auditory version of the stop task. The early emergence of P2 could 
however also have indicated that this component was functionally similar to the P2 
component. 

The P3 resembles the classical P3(b) component. With respect to effects of speed of 
processing of the go signals on P3 our results are consistent with early studies that showed 
that P3 amplitude is enhanced on trials associated with fast relative to slow RT quantiles 
(Roth, Ford & Kopell, 1978), or in conditions when subjects trade speed for accuracy 
(Kutas, McCarthy & Donchin, 1977; Pfefferbaum, Ford, Johnson, Wenegrat & Kopell, 
1983). In the Pfefferbaum et al. (1983) study the amplitude difference between fast and 
slow trials persisted after adaptive filtering which indicated that latency dispersal on single 
trials was not the cause of the amplitude effect. Following the interpretation of these 
authors we therefore propose that the P3 effect could have reflected a phasic rise in 
alertness during presentation of the go signals on fast RT trials. Importantly, unlike the 
earlier N2 and P2 findings the magnitude of the effect of response speed on P3 amplitude 
was not affected by the modality of the stop signal. Pending the validity of our 
interpretation of P3, this finding could imply that the blocked presentation of visual and 
auditory stop signals did not give rise to different levels of alertness to the go stimuli in the 
auditory and visual stop tasks. 

Taken together, these results provide an indication that the amplitude modulations of 
N2, P2 and P3 to the go signal reflected primary-task processes that biased the relative 
finishing time of the stop process but that probably indexed different subcomponents of 
these processes. 

 
ERPs and stop-signal processes.  
 
Although the horse-race model provides a way to estimate the reaction time to the stop 
signal, it is not primarily concerned with the nature of processes that underlie or accompany 
successful and unsuccessful inhibitions of the response (Logan, 1994). Our previous 
research indicated that N2/P3 to stop signals reflected endogenous aspects of stop-signal 
processing, such as effective inhibition on SST and possible detection of errors on UST 
(Kok et al., 2004, Ramautar et al., 2004a; 2004b). The present study indicated that stop-
signal delay had large effects on the latency and amplitude of N2/P3 components to the stop 
signal. The latency of N2/P3 components increased systematically with an increase of stop-
signal delay indicating that these components were truly time-locked with onset of the stop 
signal. Furthermore, UST components became larger at longer delays and SST components 
larger at the shorter delays. Recall that a typical result of the stop task is that a larger 
amount of unsuccessful stop trials is generated at long stop-signal delays, and a larger 
amount of successful stop trials at short stop-signal delays (Figure 2 upper panel). Thus, 
these amplitude modulations of N2/P3 (and probably also of N1) likely reflected variations 
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in the S/N ratio of the ERP waveforms, and were not of direct importance for the questions 
raised in the present study. In the results discussed below we shall therefore focus primarily 
on the effects of response inhibition and modality that were obtained irrespective of the 
delay of the stop signals. 
Stop N2 In the present study, auditory stop signals produced smaller N2 components than 
visual stop signals (Figures 5 and 7). One possible explanation of the reduced N2 is that 
auditory stimuli typically evoke a prominent fronto-central exogenous P2 component 
around 200 ms (Näätänen & Picton, 1987). This component was also clearly present in the 
difference waves of auditory stop ERPs where it overlapped and possibly obscured N2. It is 
worth emphasizing however that the effect of unsuccessful relative to successful stopping 
on N2 amplitude was of almost equal magnitude in both modalities, that is, UST N2 was 
more negative in the visual task and less positive in the auditory task than SST N2 (Figures 
4 and 7, upper panel). Notice also that in contrast with auditory N2, the auditory N1 
component did not differentiate between successful and unsuccessful stopping, which 
supports the notion that N1 was more strongly linked with exogenous/sensory aspects of 
the stop signal (e.g., Näätanen et al., 1987). 

A pronounced N2 on unsuccessful inhibit trials was also found in our prior studies with 
visual stop signals (Kok et al., 2004, Ramautar et al., 2004a, 2004b) and in studies with 
children that used auditory stop signals (Dimoska et al., 2003; Overtoom et al., 2002). In 
another study with children by Plizska and colleagues, no N2 amplitude difference was 
found between successful and unsuccessful stopping to visual stop signals (Plizska, Liotti 
& Woldorff , 2000). Finally, in adult subjects, Van Boxtel also reported an enhanced N2 on 
unsuccessful relative to successful inhibit trials in a study with visual stop signals (Van 
Boxtel et al., 2001). Dimoska et al. and Van Boxtel et al. assumed that their unsuccessful 
stop N2 was functionally similar to the NoGo-N2, and reflected a greater need for central 
inhibition as central activation processes progressed further. 

A different interpretation of the same N2 effect was presented by Kok et al.  (2004) and 
Ramautar et al. (2004a, 2004b). They suggested that the enlarged N2 to visual stop signals 
on unsuccessful relative to successful inhibit trials reflected a greater significance of stop 
signals on error trials, when subjects become aware that they were unable to withhold an 
immediate (or imminent) response to the go signal. The present results support this 
interpretation and further suggest that the UST N2 might be in some aspects functionally 
similar to the error-related negativity (ERN/Ne) (Falkenstein, Hohnsbein, & Hoormann, 
1995; Gehring et al., 1993), in particular the ERN/Ne that follows feedback stimuli 
indicating that an unfavorable outcome has occurred (Miltner, Braun, & Coles, 1997; 
Holroyd & Coles, 2002). Although the functional significance of the ERN/Ne component 
still remains a matter of debate (Holroyd, 2004), the present UST N2 findings are consistent 
with a recent review of the literature, pointing to a unified role of a region in posterior 
medial frontal cortex in monitoring unfavorable events, including response conflicts, 
response errors, and negative feedback (Ridderinkhof, Ullsperger, Crone, & Nieuwenhuis, 
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2004). The present interpretation of UST N2 is therefore not necessarily inconsistent with 
other interpretations of N2 in terms of response conflict (Nieuwenhuis, Yeung, Van den 
Wildenberg, & Ridderinkhof, 2003) or ‘alerting signal’ (Mars et al., 2004).   
Stop P3: The dipole estimation approach followed in the present and prior study (Ramautar 
et al., 2004b) opened the possibility to statistically test effects of stop-signal modality and 
success of stopping on the dipole parameters. The dipoles showed a considerable variation 
between subjects, but nevertheless enabled the identification of two spatially distinct 
networks. Similar to our previous study the statistical analyses verified that dipoles and 
associated generator fields of SST P3 were located more dorsally, and dipoles of UST P3 
more ventrally in the brain. It is important to emphasize that these dipole sources were not 
taken to represent distinct or specific cortical areas but probably reflected centers of gravity 
or sheets of generators in a distributed field. These networks differentially mediated 
response inhibition, the functional characteristics of which will be discussed in more detail 
below. 
SST P3: The SST P3 in the visual stop task was very similar to the P3 that was identified in 
our earlier studies with visual stop signals, and shows a strong resemblance to the NoGo-P3 
(e.g. Eimer, 1993; Falkenstein, Hoormann, & Hohnsbein, 1999; Jodo & Kayama, 1992; 
Kok, 1983; 1986; Pfefferbaum, Ford, Weller, & Koppell, 1985; Roberts, Rau, 
Lutzenberger, & Birbaumer, 1994; Simson Vaughan, & Ritter, 1977; Tekok-Kilic, Shucard, 
& Shucard, 2001). In the auditory stop task it replicated the results observed in auditory 
stop-signal studies with adults (e.g. De Jong et al., 1990) and children (Dimoska, 
Johnstone, Barry, & Clarke, 2000). SST P3 was further elicited at an earlier latency by the 
auditory stop signals (around 300 ms) than by the visual stop signal (around 400 ms). These 
findings are consistent with shorter SSRTs to auditory than visual stop signals and indicate 
that at the neural level processing of the stop signal was faster for auditory than for visual 
stop signals. It is hard to tell however if the processes reflected in SST P3 represented the 
detection of the stop signal or the inhibition or interruption of the go response per se. 
Considering the late emergence of the SST P3 relative to SSRT, it is unlikely that its peak 
amplitude actually represented the inhibition process itself. We speculate that a more likely 
‘online’ temporal marker of response inhibition is the point in time when the SST P3 starts 
to deviate from the baseline, i.e. around 200 ms for the auditory and 300 ms for the visual 
stop signals (see also Kok et al., 2004 for a similar suggestion).  

An unexpected finding was that stop signals elicited much larger P3s at fronto-central 
sites at the midline of the scalp in the auditory than visual stop task when responses were 
successfully inhibited (see Figure 7, lower panel). This larger P3 must have reflected 
specific aspects of the stop task, since earlier studies that used oddball and reaction tasks 
did not report on larger P3 amplitudes in auditory than visual tasks (Johnson, 1988; 
Falkenstein, Hohnsbein & Hoormann, 1993). However, despite these amplitude differences 
dipole source analysis based on high density ERP recordings yielded highly similar 
configurations of SST P3 to visual and auditory stop signals, suggesting that SST P3 was 
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generated in modality-unspecific areas of the brain with a precentral/premotor center of 
gravity. 

The limited spatial resolution of ERP source analyses prevents precise localization of 
areas of activation in the brain. Nevertheless, the areas identified in the present study seem 
to globally correspond with locations derived from response inhibition studies that used 
functional magnetic resonance (fMRI). The latter studies also seem to point in the direction 
of widespread cortical systems that are involved in response inhibition in Go/NoGo and 
stop tasks (e.g Aron et al, 2003; Casey et al., 1997; de Zubicaray et al., 2000; Garavan, et 
al., 1999, 2002; Menon et al. 2001; Rubia et al., 2001, 2003; see Aron et al., 2004, for a 
recent overview of these studies). In contrast with the neuroimaging findings our dipole 
analyses did not give a clear indication of involvement of executive functions in the 
prefrontal cortex during response inhibition. A tentative explanation of these deviant 
findings is that in the stop task primary-task processes and subsequent stop processes are 
triggered within a very short time frame. This could imply that control of movement is 
guided largely in a reflexive fashion by external events. There is indeed evidence from the 
literature that an ‘external control’ mode could lead to stronger involvement of motor and 
premotor areas than a more voluntary ‘internal control’ mode that is presumed to primarily 
engage the prefrontal areas (e.g. Eimer & Schlaghecken, 2003; Goldberg, 1985; Kalaska & 
Grammond, 1995). 
UST P3: Other stop-signal studies that used ERPs did not report on a specific P3 
component that was produced on unsuccessful inhibit trials. An exception is a stop study 
with children by Overtoom et al. (2002) who also found a large positivity at posterior 
electrodes on failed inhibition trials in normal control children. In accordance with our 
earlier studies with visual stop signals (Kok et al., 2004; Ramautar et al., 2004b) UST P3 in 
the present study was more pronounced at posterior scalp sites in response-locked than in 
stop-signal locked averages. The present study further established that this was not only 
manifested in the scalp topography (i.e. the voltage maps), but also in a more posterior 
location of its dipoles. The voltage maps of UST P3 to auditory stop signals also showed a 
stronger parietal focus in the response-locked than stop-signal locked averages. However, 
in contrast with UST P3 to visual stop signals the location of its dipoles did not change 
appreciably in response-locked relative to stop-signal locked averages. This implies  that its 
stronger parietal scalp topography must have reflected a change in orientation rather than 
location of its dipoles.  

Taken together, the present findings indicate that UST P3 was more strongly linked 
with processing of the erroneous response than with processing of the stop signal. It is 
possible that multiple processes were activated when the stop signal was unsuccessfully 
inhibited, that is next to generators that were associated with attempts to inhibit the 
response it could be that generators that are involved with error processing were active at 
the same time. The more posterior scalp topography of UST P3 that emerged in response-
locked waveforms and the associated dipole configurations could therefore have reflected 
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generators underlying error detection processes that were specifically evoked by the 
subject`s actions. 

Our prior study (Ramautar et al., 2004b) also established that the amplitude of response-
locked UST P3 increased considerably in low probability (.20) relative to high probability 
(.50) stop signals, suggesting that response errors had a greater significance or valence 
when they occurred less frequently. The present findings further support and extend the 
suggestion from this study that UST P3 could be functionally equivalent to the error-related 
positivity (Pe) that is assumed to be associated with adjustment of response settings after an 
error (e.g. Falkenstein et al., 2000) or awareness of the occurrence of the erroneous 
response (Nieuwenhuis, Ridderinkhof, Blom, Band & Kok, 2001). 

It is finally worth emphasizing that UST N2 discussed above likely represented an 
earlier stage of processing of failed inhibit responses since it was more strongly time-locked 
with the stop signal. Thus, in the spectrum of ERP components that are typically generated 
by errors in performance, stop-task components such as UST N2 and UST P3 functionally 
resembled the feedback ERN/Ne and Pe and probably represented two different phases of 
processing of unsuccessful inhibit responses. These findings also illustrate the potential 
value of high resolution measures such as ERPs to tease apart the various brain processes 
that are elicited by shortly spaced events such as the go signal, stop signal, and the overt 
responses. It would not have been possible to identify these processes solely on the basis of 
a measure with a high spatial, but limited temporal resolution such as fMRI (e.g. Rubia et 
al., 2001; 2003). 
 
Summary and conclusions 
 
In this experiment, modality effects of the stop signal were investigated in a paradigm that 
involved high-density recordings of ERPs. Stop-signal modality affected reaction times to 
the primary-task and the reaction times to the stop signal. As predicted, shorter SSRTs were 
found for auditory than visual stop signals reflecting a more efficient and faster processing 
of the stop signals in the auditory modality. 

On no stop-signal trials visual go signals elicited larger P2 and P3 responses on fast than 
slow RT trials. We speculated that these augmented components were due to a phasic 
increase in preparatory set (P2) and alertness (P3) which accompanied fast go responses, 
and that increased the probability of responding on stop-signal trials.  

Effects of stopping were reflected in a N2/P3 complex that shifted systematically in 
time with longer stop-signals delays. Stop N2 had a fronto-central scalp distribution and 
was more pronounced in a) unsuccessful than successful stop trials and b) visual than 
auditory stop signals. UST N2 resembled to a certain degree the feedback ERN/Ne and 
probably reflected a greater valence or response conflict emitted by the stop signals on 
unsuccessful than successful inhibit trials. The fact that UST N2 was less pronounced to 
auditory than visual stop signals could have been due to exogenous factors, such as to 
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overlap between N2 and a large auditory P2 component. Importantly, however the effect of 
response inhibition (i.e. the UST/SST difference) on N2 amplitude was of equal magnitude 
in the visual and auditory stop conditions. This could indicate that endogenous aspects of 
stopping (as reflected in N2) were less affected by stop-signal modality.  

Stop P3 had a clear fronto-central distribution on successful inhibit trials and a more 
diffuse midline scalp distribution on unsuccessful stop trials. In addition, response-locked 
averaging produced a stronger posterior-parietal focus of P3 on unsuccessful stop trials. 
The fronto-central P3 emitted on successful stop trials was larger to auditory than visual 
stop signals. However, the scalp topography and dipole configurations of stop P3 
components did not seem to vary appreciably between visual and auditory stop signals, 
suggesting that these components were generated in modality-unspecific areas of the brain. 
Our results further indicated that N2 and P3 components that were generated on 
unsuccessful stop trials were associated with two different phases of the performance 
monitoring processes. These components could have represented a higher valence of stop 
signals and the subsequent response, respectively. 
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4.6 Appendix  Behavioral study using the stop-signal paradigm in combination with a 
manipulation of stop-signal modality 
 
In addition to the appendix in Chapter 3, this pilot study was executed to explore behavioral 
performance when stop-signal modality was manipulated The use of visual stimuli in the 
primary RT task in combination with an auditory stop signal in stop-signal paradigms is 
common, perhaps because in real-life situations control adjustments often involve the 
monitoring and integration of information from multiple sensory systems. In the stop 
literature, auditory rather than visual stop signals are commonly used to emphasize the 
salience of the stop signal (Logan et al., 1984; Logan & Cowan, 1984; Logan & Burkell, 
1986; Ollman, 1973). This pilot study was performed without EEG recordings and focused 
on performance data.  

Twenty healthy undergraduate students (3 men) from the University of Amsterdam 
served as subjects. The mean age was 21.85, SD = 3.87 and all reported to have normal or 
corrected-to-normal vision. Three subjects were lefthanded, and all received course credits 
for their participation. 

All procedural details were identical to those reported in the behavioral study in the 
Appendix to Chapter 3, except that the modality of stop signals (visual versus auditory) was 
manipulated here instead of stop-signal frequency. 
 
Results 
 
Faster RT to the no stop-stimuli were observed in the in the auditory compared to the visual 
stop task (F(1,24) = 6.31, p = .019). The percentage of false alarms (UST) was higher in the 
visual stop task compared to the auditory stop task (F(4,96) = 6.43, p = .002). Furthermore, 
as can be seen in Figure 1A, the percentage of UST increased as a function of delay 
(F(1,24) = 41.94, p < .001). As shown in Figure 1B, UST-RTs also increased as function of 
delay (F(4,96) = 23.42, p < .001) and were faster in the auditory than visual stop task 
(F(4.96) = 4.61, p = .008). Furthermore, UST-RTs were faster than RTs to the no stop-
stimuli (visual: F(1,24) = 25.28, p < .001; auditory: F(1,24) = 45.33, p <.001). 
As shown in Figure 1C, stop-signal latencies were faster in the auditory stop task compared 
to the visual stop task (F(1,24) = 12.96, p < .001) and decreased as function of delay 
(F(4,96) = 20.05, p < .001). These effects were further strengthened in a Modality x Delay 
interaction (F(4,96) = 2,87, p = .048). 
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                                   Figure 1A Mean percentage of UST per delay in the modality  
                                           stop  task. Error bars represent the standard error of the mean.  
                                           VV= visual/visual stop  task, VA= visual/auditory stop task. 
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                                 Figure 1B  Mean reaction times of the UST per delay in msec  
                                         in the modality stop task. Error bars represent the standard  
                                         error of the mean. VV= visual/visual stop  task, VA=  
                                         visual/auditory stop task. 
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                                      Figure 1C Mean reaction times of the SSRT per delay in msec 
                                      in the modality stop task. Error bars represent standard error of 
                                      the mean VV= visual/visual stop task, VA= visual/auditory stop task. 
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Discussion 
 
These results were generally in agreement with the results and expectations of the stop task 
in appendix 3A. The use of different probabilities did not yield differential patterns of UST-
RT or SSRT, but the percentage of false alarms was higher for the low probability due to a 
response bias to go signals that was generated. These results render the present version of 
the stop task suitable for use in an ERP study. 
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5 

Probability effects in the stop-signal paradigm: an event-
related fMRI study 

 
 
 
5.1 Abstract 
 
In the present event-related fMRI study we examined the neural mechanisms underlying 
inhibitory control using a stop-signal paradigm in which stop-signal frequency was 
manipulated parametrically across blocks. As hypothesized, presenting stop signals less 
frequently was accompanied by a stronger bias to respond to the go stimuli; subjects were 
faster in responding to go stimuli and made more commission errors. This stronger 
response bias was accompanied by greater activation in ventral stream areas, presumably 
reflecting enhanced attention to the stop signal, and depending on the contrast used to 
isolate inhibitory control, in frontal areas previously implicated in response inhibition. 
When response inhibition failed, stop signals elicited greater activity in several brain areas, 
most notably the anterior cingulate and bilateral insula. These brain areas may be involved 
in the detection of an unexpected stop signal and/or the processing of the erroneous 
response. Stop-signal frequency effects were most pronounced for the right insula, 
suggesting that this brain area was in particular affected by the stronger bias to go stimuli. 
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5.2 Introduction 
 
 
One of the defining features of cognitive control is the ability to inhibit responses that are 
inappropriate in the current context. This form of inhibitory control is seen as one of the 
most flexible capabilities of humans and is typically associated with the prefrontal cortex 
(Fuster, 1989; Ridderinkhof, van den Wildenberg, Segalowitz & Carter, 2004b). Inhibitory 
control has been investigated most widely in the context of the Go/NoGo paradigm. In this 
paradigm, participants respond to ‘Go’ stimuli but are required to withhold their response to 
‘NoGo’ stimuli. Functional magnetic resonance imaging (fMRI) studies have shown that 
NoGo stimuli activate a predominantly right hemispheric network of brain areas, including 
bilateral superior, inferior and dorsolateral prefrontal cortices, the supplementary motor 
area, the anterior cingulate, inferior parietal and temporal cortices, the caudate nucleus, and 
the cerebellum (e.g. Garavan, Ross, & Stein,1999; Kiehl, Liddle & Hopfinger, 2000; 
Liddle, Kiehl, & Smith, 2001; Menon, Adleman, White, Glover, & Reiss, 2001). Although 
Go/NoGo fMRI studies have provided valuable insights into the network of brain areas 
activated when a response has to be withhold, NoGo stimuli also differ from Go stimuli in 
terms of processes related to stimulus recognition, attention, and response selection. Some 
of the observed differences in brain activity between NoGo and Go stimuli may hence be 
related to processes other than response inhibition.  

An efficient and perhaps more suitable tool to investigate inhibitory control is the stop-
signal paradigm (e.g. Schacher & Logan, 1990). In this task, subjects respond to go stimuli 
(typically a visual choice reaction time task), but must withhold their response when a 
second stimulus or stop signal is presented. These stop signals are presented infrequently 
and with variable delays after go stimulus onset. Inhibition in stop tasks is generally 
considered a more active form of response inhibition, as it requires the ability to withhold, 
at the very last moment, an already triggered motor response. An important model that is 
typically used to explain performance in the stop task, the horse-race model, postulates that 
the go and stop signal-triggered processes are two stochastically independent processes that 
compete with each other and run for completion (Logan, 1994). The outcome of this race is 
highly dependent on the length of the stop-signal delay, with the likelihood of successful 
response inhibition decreasing with longer stop-signal delays (Logan, 1994). In addition, 
the stop-signal paradigm allows the derivation of the non-observable, internal reaction time 
to the stop signal (i.e., the SSRT) 1. This measure of the finishing time of stopping behavior 
appears to be rather stable (around 200 ms; cf. Band, van der Molen & Logan, 2003).  

                                                           
1 The stop-signal reaction time (SSRT) is mathematically derived from the distribution of response times of the 
primary-task, the observed probability of responding on the stop-signal trials and the stop-signal delay. The left or 
faster part of this distribution corresponds to these trials that escape inhibition (also referred to as unsuccessfully 
inhibited stop trials or UST), whereas the right or slower part of this distribution corresponds to those on which 
primary-task processing proceeds are successfully withheld (also referred to as successfully inhibited stop trials or 
SST). If, for instance, the percentage of UST is 51, the finishing time of the stop signal is set equal to the time 
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Relatively few fMRI studies have previously used the stop-signal paradigm to 
investigate the neural mechanisms underlying inhibitory control (Rubia, et al., 2001; Rubia, 
Smith, Brammer, & Taylor, 2003; Vink et al., 2005). These studies observed activity in 
inferior and dorsolateral prefrontal cortices, anterior cingulate, inferior parietal cortices, and 
caudate nucleus on stop trials. Only two of these studies used event-related fMRI designs to 
separate go- and stop-signal responses (Rubia et al., 2003; Vink et al., 2005). In the Rubia 
et al. study, stop-signal delay was adjusted individually to equate the percentages of 
successful and unsuccessful stop trials (i.e., 50% each). Successful inhibitory control was 
associated with activity in right inferior prefrontal cortex, whereas failure to inhibit was 
associated with activation in mesial frontopolar, anterior cingulate cortex, and bilateral 
inferior parietal cortices. Although the average delay between the go and the stop stimulus 
used was much longer than is typical for stop tasks, possibly yielding a weaker bias to 
respond to the go stimuli (as reflected in long reaction times) and therefore a weaker 
demand on inhibitory control, this study was the first to provide insights into the specific 
brain areas involved in successful and unsuccessful stopping.   

In the Vink et al. study, the likelihood of having to inhibit an ongoing response was 
varied quasi-parametrically by varying the number of go trials (2-6) that immediately 
preceded a stop trial.  Thus, on the first trial after a stop-signal trial the probability of 
encountering another stop-signal was zero, and increased gradually to one on the sixth trial 
after the preceding stop-signal trial. On go trials, the striatum became more active as the 
likelihood of a stop trial increased. In this study, the striatum was also the only brain area 
that was more active when response inhibition was successful compared to unsuccessful, 
suggesting an important role for the striatum, rather than the inferior prefrontal cortex (as in 
the Rubia et al. study), in inhibitory control. No cortical brain areas were associated 
specifically with successful response inhibition, which is rather surprising given that the 
prefrontal cortex has been postulated to play a crucial role in inhibitory control (Garavan, et 
al., 1999; Rubia et al 2001, 2003). Vink et al. did not report which brain areas were more 
active when response inhibition failed compared to when it was successful. 

The aim of the present study was to gain more insight into the neural mechanisms 
underlying inhibitory control using event-related fMRI and by manipulating demands on 
inhibitory control processes by varying stop-signal frequency. Importantly, this approach 
allows us to examine the effects of a parametric manipulation on the activation in brain 
areas associated with successful and unsuccessful stopping separately. According to Logan 
et al. (1984), presenting stop signals less frequently creates a stronger tendency to respond 
fast to go stimuli, resulting in faster reaction times to go stimuli. Consequently, when stop 
signals are less frequent, successful response inhibition requires greater inhibitory pressure 
to overcome the stronger response bias to the go stimuli. In this context, one may also 

                                                                                                                                                      
associated with the 51st percentile of the go distribution. The mean stop-signal delay is then subtracted from this 
finishing time of the stop process, leaving us with the estimated duration of the stop process: SSRT (Band, Van 
der Molen, & Logan, 2003; Logan & Cowan, 1984; Logan, 1994).    
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expect failed inhibitions to be of greater significance when stop-signal probability is low. 
We recently investigated the effects of stop-signal frequency on inhibitory control 
processes using event-related potentials (ERPs; Ramautar, Kok, & Ridderinkhof, 2004). 
Subjects were faster in responding to go stimuli and made more commission errors, when 
stop-signal frequency was relatively low (i.e., 20% vs. 50%), suggesting that there was a 
stronger response bias to go stimuli which was more difficult to overcome in the low- than 
high-frequency stop task. In line with this interpretation, ERP analyses revealed that the 
Stop P3 (a component that is typically observed on stop trials around 300-500 ms) was 
more pronounced on both successful stop trials (SST) and unsuccessful stop trials (UST) in 
the low- versus the high-frequency stop task (Ramautar et al., 2004). Interestingly, dipole 
source modeling indicated a stronger contribution of more ventral, anterior brain areas to 
the SST P3, when stop signals were less frequent. These data thus support the notion that 
more inhibitory control is required when stop signals are less frequent and in addition, 
indicate in accordance with previous fMRI studies (e.g. Garavan et al., 1999; Rubia 2001; 
2003) that frontal brain areas may play a particularly important role in successful response 
inhibition. It was also found that when stop signals were less frequent, the neural generators 
underlying the UST P3 were localized to more ventral posterior areas. This latter finding 
was taken to reflect differences between the 20% and 50% stop tasks in the significance of 
the stop signal signaling that an error was committed (Nieuwenhuis et al., 2001), or in the 
detection of a relatively rare event (e.g., Donchin et al., 1986). 

In the present study, we wanted to extend previous findings using the high spatial 
resolution of the fMRI technique to gain more insight into the specific brain areas involved 
in successful and unsuccessful inhibitory control. To this end, demands on inhibitory 
control processes were manipulated by parametrically varying stop-signal frequency (i.e., 
20 or 50%; cf. Ramautar et al., 2004). In addition, three different stop-signal delays (i.e., 
250, 300, and 350 ms) were selected that were presented in random order, which ensured a 
greater time pressure on inhibitory processes and prevented active anticipation of the stop 
signals. 

First, we expected to replicate the behavioral findings of our previous study (Ramautar 
et al., 2004), showing that when stop signals are presented less frequently, there is a 
stronger tendency or ‘bias’ to produce fast responses to the go stimuli, at the expense of 
accuracy.  In addition, based upon results from this ERP study and from previous fMRI 
studies of inhibitory control, we expected that successfully inhibited responses are 
associated with stronger activation in regions of frontal cortex in the low- compared to 
high-frequency stop task, due to the greater inhibitory pressure required to overcome the 
stronger bias to the go stimuli (Ramautar et al., 2004b; Rubia et al., 2003; Aron et al., 
2003b). Lastly, we expected that unsuccessfully inhibited responses are associated with 
stronger activation in the low- versus high-frequency stop task in error-related brain regions 
(e.g., anterior cingulate cortex; Carter et al., 1998; Ridderinkhof, Ullsperger, Crone, & 
Nieuwenhuis, 2004a; Rubia et al., 2003), and/or oddball-related brain regions (e.g., 
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supramarginal gyrus and insula; Horovitz, Skudlarski, & Gore, 2002; Soltani & Knight, 
2001). 

 
 
5.3 Methods 
 
Participants 
 
Sixteen healthy subjects (8 females), aged 20-33 (mean = 26.25, standard deviation = 4.09) 
with no history of neurological or psychiatric illness participated in this study. The study 
was approved by the Ethics Committees of the Free University and the University of 
Amsterdam. All subjects provided written informed consent and received �  22.50 for their 
participation. 
 
Tasks  
 
A rapid event-related fMRI design was utilized. Subjects performed two types of tasks, 
while lying in the scanner: a choice reaction and a stop task. The choice reaction task 
consisted of go stimuli (circles and squares), whereas the stop task consisted of the same go 
stimuli that were occasionally (20%: low frequency) or more frequently (50%: high 
frequency) followed by a stop signal (cross). In the stop task, trials that did not contain a 
stop-signal (designated no stop-trials) and trials that contained a stop signal (stop trials) 

were presented in random order. Go and stop stimuli were blue with a visual angle of 0.4° 
and were presented at the center of the screen on a black background, each for 100 ms. In 
both the choice reaction task and the stop task, subjects were instructed to respond quickly 
to go stimuli with their left or right index finger (depending on whether the go stimulus was 
a square or circle). In the stop task, subjects were given the additional instruction to 
withhold their response whenever the go stimulus was followed by the stop signal. 
Response mapping was counterbalanced across subjects. Subjects performed the stop task 
with three stop-signal delays: 250, 300, and 350 ms. These delays occurred equally 
frequently and were presented randomly intermixed within a run. Total trial duration was 
always two seconds. During the entire trial, a fixation stimulus (blue plus sign with a visual 

angle of 0.6°) was presented at the center of the screen, at which subjects were instructed to 
focus.  

Subjects first performed one run of the choice reaction task. This run served as a 
reference task for evaluating the response times to the go signals in the stop task. Whenever 
a subject’s average reaction time within an experimental run of the stop task deviated 
substantially from his/her response time in the choice reaction task, the subject received 
oral feedback at the end of this run. This was done to ensure that in the stop task, subjects 
did not postpone their response to the go signal, awaiting a possible stop signal. After the 
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choice reaction tasks, subjects practiced one run of each (i.e, low- and high-frequency) stop 
task. They then performed four runs of the high-frequency stop task and eight runs of the 
low-frequency stop task. The order of these runs was counterbalanced across subjects, with 
the restriction that low-frequency stop runs were always presented in blocks of four runs, 
and high-frequency stop runs were always presented in blocks of two runs. Each run 
consisted of 194 trials and started and ended with a baseline period of 14 sec during which 
only the central fixation sign was presented. Intertrial interval was jittered between 2 and 8 
seconds, with increments of two seconds using a genetic algorithm approach which 
optimized the stimulus sequence in terms of statistical power and psychological validity 
(Wager & Nichols, 2003). 
 
Image acquisition 
 
Images were acquired on a 1.5-T Sonata imaging system (Siemens Erlangen, Germany) 
with a standard circularly polarized head coil with foam padding to restrict head motion. A 
localizer scan was performed to indicate the positioning of the slice planes. High-resolution 
T1-weighted anatomical images with FOV = 256 mm2, 256 x 256 mm matrix and 1.33 slice 
thickness were then collected (MPRAGE: TI = 900 ms; TR = 1420 ms; TE = 3.95 ms; FA = 

7°; 128 volumes). Functional data were acquired using a T2* -weighted echo planar 

imaging method (TR = 2000 ms; TE = 60 ms; FA = 90°; 20 slices of 3.05 x 3.05 x 6.0 mm; 
FOV = 195 mm2; 64 x 64 matrix; 1 mm inter-slice gap; 194 volumes) in a transversal 
orientation covering the whole brain. An automated shim procedure preceded the first 
functional scan to improve magnetic field homogeneity. Scanning time for each run was 6 
min and 28 s. Task stimuli were projected on a back-projection screen located at the head 
end of the scanner. Subjects viewed stimuli through a mirror that was placed on the head 
coil. In each hand, they held a response-box (Lumitouch, Lightwave Medical Industries) 
with which behavioral responses were recorded. 
 
Behavioral Data Analysis 
 
Average response times on no stop-signal trials, average response times on UST, 
percentage of UST trials, and SSRTs were submitted to separate repeated measures analysis 
of variance (ANOVA) with Probability (20%, 50%) and Delay (250, 300, 350 ms) as 
within-subject factors. 
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Image analysis 
 
Image processing was limited to the stop tasks and performed using SPM99. For 
preprocessing, functional images were first slice-time corrected to adjust for differences in 
acquisition timing across slices. All functional images were then realigned to the first image 
to correct for head and body movements between scans. After this, images were normalized 
to stereotaxic space using the MNI template. Finally, images were spatially smoothed to 
increase the signal-to-noise ratio of the data and to accommodate inter-individual 
differences in anatomy, using isotropic Gaussian kernels of 8 mm. 

Statistical analyses were performed using the general linear model in SPM99 (Friston et 
al., 1995). To investigate effects of stop-signal frequency on neural activity underlying 
successful and unsuccessful stop behavior, for each participant, three event types were 
created: a) stop trials in which the stop signal was successfully inhibited (SST), b) stop 
trials in which the stop signal was not successfully inhibited (UST), and c) go or no stop-
signal trials (NST). To increase the statistical power of the image analyses, stop-signal trials 
were collapsed across the three different stop-signal delays. In addition, in order to 
investigate effects of stop-signal probability in an unbiased manner, stop-signal trials were 
collapsed across the low- and high-frequency stop tasks (see below). 

Voxelwise regression analyses were performed next with individual regressors 
containing the onset times for the different trial types convolved with a canonical 
hemodynamic response function and its first-order temporal derivative (Josephs et al., 
1997). For each participant, brain areas underlying successful and unsuccessful stopping 
were identified at the voxel-wise level by comparing brain responses on SST versus NST 
and on UST versus NST, respectively. These contrasts served to better isolate specific brain 
activations associated with processing of the stop signal from activations that were 
associated with processing of the go signals. It is further important to emphasize that by 
computing these contrasts, effects of stop signal frequency on brain activations that are 
associated with primary task processes (i.e., processing of the go stimuli) are also 
subtracted from brain activations that are specifically associated with processing of high- 
and low-frequency stop signals. As a next step, each individual’s results were combined 
across subjects (i.e., random effects). Voxelwise single-sample t tests were used to generate 
statistical parametric maps for each contrast of interest. The resulting t-values were 
transformed into z-scores. The threshold adopted for the group analysis was set at p < .001 
(uncorrected for multiple comparisons) combined with a spatial extent threshold of four 
contiguous voxels to protect against false positives (Forman, et al., 1995; Poline, Worsley, 
Evans & Friston, 1997). This yielded group activation maps showing the brain areas 
underlying behavior on no stop-signal trials and on successful or unsuccessful stop-signal 
trials, averaged across the low- and high-frequency stop tasks. 
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ROI analysis 
 
Next, in order to investigate effects of stop-signal frequency on brain activity related to 
successful and unsuccessful stopping, an unbiased region of interest (ROI) analysis 
approach was used. Averaging the signal across voxels, as is done in ROI analyses, 
captures the central tendency and tends to reduce uncorrelated variance. Thus, ROI 
analyses have a greater power to detect effects that are present across a set of voxels (Dale 
& Buckner, 1997). First, the group activation maps that were created by averaging across 
the low- and high-frequency stop tasks were used to create ROIs, so that the results were 
not biased in favor of observing differences between stop-signal frequency conditions. 
ROIs included all significant voxels within a given activation cluster (p > .001, extent of 4 
voxels) or, when it was apparent that several clusters of activation were ‘glued together’, 
ROIs were created by drawing 10 mm spheres around each local maxima within this 
overarching cluster of activation. For each ROI, the average brain responses in each 
condition of interest were then computed and compared directly (p < .05). 
 
 
5.4 Results 
  
Behavioral performance 
 
As expected, response times on go trials (NST) in the low-frequency stop task were faster 
(M = 482 ms, SD = 28 ms) compared to the high-frequency stop task (M = 512 ms, SD = 
22 ms) (t(15) = -2.3, p = .035). In addition, larger percentages of commission errors (UST) 
were found for the low- compared to high-frequency stop task (F(1,15) =  11.25, p = .004).. 
The percentage of UST was also higher for the latest delay compared to the early delays 
(F(2,30) = 45.90, p < .001). Moreover, reaction times in UST trials were faster for the early 
delay compared to the middle and latest delays (F(2,30) = 9.92, p < .001). Finally, a main 
effect of Delay was found for SSRT indicating shorter stop-signal latencies as function of 
delay, F(2,30) = 16.41, p = .002), see also Table 1. As expected, no effects of probability on 
SSRT were found. 
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Table 1. Overview of behavioral data (%UST, UST RT, SSRT, and standard deviations (in parentheses))  
per stop-signal delay for each stop-signal frequency conditions. 

 
 Low-

frequency 
  High- 

frequency 
  

stop-
signal 
delay 

% UST UST RT SSRT % UST UST RT SSRT 

250 17.55 (11) 417 (63) 287 (55) 13.86 (13) 425 (78) 290 (63) 

300 46.33 (10) 444 (56) 261 (30) 28.94 (11) 450 (64) 243 (36) 

350 65.40 (12) 466 (41) 251 (27) 42.68 (17) 483 (51) 236 (27) 

 
 
 
fMRI results 
 
Because of technical problems, one run of fMRI data was lost for one subject (i.e., one run 
of the low-frequency stop task) and three runs of fMRI data were lost for a second subject 
(i.e., one run of the low-frequency stop task and two runs of the high-frequency stop task). 
For these two subjects, analyses were conducted on the fMRI images collected during the 
remaining runs.  

In Appendix 1, we present the effects of stop-signal frequency on the BOLD patterns 
associated with primary-task (NST) and stop-signal (SST, UST) processing.  Here, we 
zoom in on appropriate contrasts using an unbiased ROI-based approach to quantify the 
effects of stop-signal frequency on stop-signal processing. To this end, we first pooled brain 
responses for the SST minus NST contrast across the low- and high-frequency stop-signal 
conditions (see Figure 1a) 2. Subsequently, separately for each cluster of activation (ROI) 
identified in this way, brain responses estimated for SST minus NST trials in the low-
frequency condition were compared to brain responses estimated for SST minus NST trials 
in the high-frequency condition using a paired-t test. This approach ensured that the results 
were not biased in favor of observing differences between these two conditions. 

                                                           
2 Note that in ERP research, rather than using all NST trials for the contrast, a selection of NST trials is made that 
matches the SST trials in terms of response speed.  That is, considering that SST trials correspond to those 
response to the primary task that were slow enough to be intercepted by the stop process, it can be argued that if 
X% of the stop-signal trials results in successful response inhibition (SST), then the SST trials are best compared 
to those NST responses that are slower than the Xth percentile of the NST reaction-time distribution (De Jong et 
al., 1995; Kok et al., 2004). This NST selection will be referred to as NSTslow. The cut-off point X (%SST) is 
necessarily determined across all three SOAs, with each SOA contributing equally. In the present data, however, 
SST derived more from stop-signal trials in which SOA was short than from stop-signal trials in which SOA was 
long. The cut-off point X therefore results in an NSTslow selection that is slightly biased toward slower NST 
responses than actually warranted. As a result, analyses based on the contrast SST minus NSTslow can to some 
extent suffer from this confound. For consistency with the approach followed in the ERP chapters however, we 
nonetheless present these analyses in Appendix 2. 
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Using this approach, six ROIs were identified. The coordinates of the activation peak 
within each ROI are listed in Table 2 (upper panel). Paired t-tests revealed that several of 
these ROIs were more strongly activated in the low-frequency compared to the high-
frequency stop-signal condition. In contrast to our hypothesis that decreasing the frequency 
of stop trials would increase demands on inhibitory control mechanisms, allegedly 
subserved by frontal brain areas, these ROIs were confined to the occipital cortex, in 
particular middle occipital areas (BA 19 and 37). These results thus suggest a stronger 
contribution of occipital areas (involved in visual processing of the stop signal) to 
successful response inhibition when stop signals were relatively infrequent. 

Next, brain areas underlying unsuccessful stopping behavior were identified in a similar 
unbiased manner, by pooling brain responses for the UST minus NST contrast across the 
low- and high-frequency stop-signal conditions 3. As can be seen in Figure 1b, many brain 
areas were activated when response inhibition failed, as reflected by several large clusters 
of activation overlaying parts of frontal, parietal, insular, and occipital cortex. 10 mm 
spheres were drawn around local maxima within these larger clusters of activation to create 
individual ROIs. In this way, nine clusters of activation (i.e., ROIs) were identified, 
covering parts of frontal, parietal, insular, and occipital cortex (see Figure 1b). The 
coordinates of the activation peak within each ROI are listed in Table 2 (lower panel). 
Separately for each ROI identified in this way, brain responses estimated for UST minus 
NST trials in the low-frequency condition were compared to those in the high-frequency 
condition. Paired t-tests indicated that stop-signal frequency effects on stop-signal 
processing when inhibition failed were only significant for the right and left insula (BA 13). 
This suggests that engagement of the insula in (failed) attempts to stop was affected by the 
stronger bias to the go stimuli in the low- versus high-frequency stop-task condition. 
 
 
 
 
 
 
 

                                                           
3 In ERP research, rather than using all NST trials for the contrast, a selection of NST trials is made that matches 
the UST trials in terms of response speed (see footnote 2).  That is, considering that UST trials correspond to those 
response to the primary task that were fast enough to escape interception by the stop process, it can be argued that 
if X% of the stop-signal trials results in successful response inhibition, then the UST trials are best compared to 
those NST responses that are faster than the Xth percentile of the NST reaction-time distribution (De Jong et al., 
1995; Kok et al., 2004). This NST selection will be referred to as NSTfast. In the present data, UST derived more 
from stop-signal trials in which SOA was long than from stop-signal trials in which SOA was short. The cut-off 
point X therefore results in an NSTfast selection that is slightly biased toward faster NST responses than actually 
warranted. As a result, analyses based on the contrast UST minus NSTfast can to some extent suffer from this 
confound. For consistency with the approach followed in the ERP chapters however, we nonetheless present these 
analyses in Appendix 2. 
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Figure 1. Overview of ROI contrasts, pooled across low- and high-frequency conditions. 1a: SST minus NST. 1b: 
UST minus NST. All SPM(Z)s are set at an uncorrected threshold of p < .001 with an extent threshold of 4 
contigous voxels.  Left part presents data as a maximum intensity projection (MIP) on a standard template brain. 
The MIP displays three views: sagittal, coronal, and transverse. Activation is presented in gray and its scale is 
arbitrary. All SPM(Z)s are set at an uncorrected threshold of p < .001 with an extent threshold of 4 contigous 
voxels. 
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Table 2. Overview of ROIs with respect to stop-signal frequency effects on SST and UST, both contrasted against 
NST, and both pooled across low- and high-frequency conditions.  X, Y, and Z refer to Talairach coordinates 
(Talairach and Tournoux, 1988).  BA = Brodmann Area; T = t-statistic; p = p-value associated with T; NS = 
nonsignificant; * = p < .01; ** = p < .001. 
Note: degrees of freedom = 15. 
 
ROI areas for SST minus NST x,y,z BA T p 

1) Superior Frontal Gyrus (R) 

2) Superior Frontal Gyrus (L) 

3) Parahippocampal Gyrus (L) 

4) Middle Temporal Gyrus (L)  

5) Middle Occipital Gyrus (R) 

6) Middle Occipital Gyrus (L) 

15,24,61 

-15, 27,60 

-24,-33,-13 

-54,-42,4 

46,-73,0 

-40,-85,6 

6 

6 

36 

22 

37 

19 

-0.47 

-0.14 

-1.02 

1.33 

3.92 

2.66 

NS 

NS 

NS 

NS 

** 

* 

ROI areas for UST minus NST     

1) Insula (R)  

3) Insula (L) 

2) Cingulate Gyrus (R) 

4) Superior Frontal Gyrus (R) 

5) Inferior Frontal Gyrus (L)  

6) Superior Parietal Lobule (L) 

7) Inferior Occipital Gyrus(L)  

8) Middle Occipital Gyrus (R) 

9) Middle Occipital Gyrus (L) 

33, 21,0 

-34,20,6 

7,22,36 

5,14,62 

-42,6,30 

-33,-57,54 

-39,-70,-6 

42,-67,0 

-36,-82,0 

13 

13 

32 

6 

9 

7 

19 

37 

19 

2.60 

2.73 

1.49 

0.53 

0.96 

0.94 

1.33 

1.32 

1.39 

* 

* 

NS 

NS 

NS 

NS 

NS 

NS 

NS 

 
 
 
5.5 Discussion  
 
In the present study, we examined effects of stop-signal frequency on response inhibition 
using rapid event-related fMRI. There were several main findings. First, in line with our 
prediction that presenting stop signals at lower probabilities would result in a stronger bias 
to the go stimuli, subjects were faster in responding to go stimuli and made more 
commission errors, when stop signals occurred less frequently. We also found a stronger 
activation of several brain areas when stop signals occurred less frequently on trials that 
only contained go signals. Tentatively, the latter finding can also be taken as an indication 
of stronger bias (or motor set) to the go signals.  
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Second, overseeing the total pattern of findings, it is somewhat unclear whether this 
stronger response set in the low-frequency stop task resulted in greater demand on 
inhibitory control processes on stop trials. Depending on the type of analysis, activity in 
frontal regions previously implicated in successful response inhibition (De Zubicaray et al., 
2000; Garavan, et al. 1999, 2002, 2003, Hester, et al., 2004a; Kelly, et al., 2004; Liddle, et 
al, 2001; Menon, et al., 2001) was either greater (NSTslow analysis) or did not differ 
(overall NST analysis) between the low- and high-frequency stop-signal conditions. 

Third, unsuccessful stopping was associated with activity in several brain areas that 
have previously been implicated in error processing (Carter et al., 1998, 2001; Kiehl et al., 
2000; Menon et al., 2001; Ullsperger et al., 2002; for a review see Ridderinkhof et al., 
2004a). Effects of stop-signal frequency were, however, only significant for the insula, 
suggesting that this region may in particular have been affected by the stronger bias to the 
go stimuli. These principal findings will now be discussed in more detail. 
 
Behavioral indices of successful and unsuccessful response inhibition 
 
As predicted, and in line with previous findings (Logan et al., 1984; Ramautar et al., 2004), 
the behavioral results showed that when stop signals were less frequent (i.e., occurred on 
20% vs. 50% of trials), subjects responded faster to go stimuli in the primary task and made 
more commission errors per delay. Importantly, this suggests that subjects traded success of 
inhibition for speed of responding to go stimuli in the low frequency stop task. In addition, 
as expected, the behavioral data showed that the speed of the stop process (i.e., the SSRT) 
was not affected by stop-signal frequency. Therefore, although more inhibitory control was 
presumably required to suppress the ongoing response in the low-frequency stop task, the 
speed of the stop process was unaffected by stop-signal frequency. This provides further 
support for the idea that an increased set-to-go is the dominating mechanism behind faster 
responses to go stimuli in the low frequency stop task (Logan et al., 1984; Ramautar et al., 
2004). 
 
Effects of stop-signal frequency on neural mechanisms underlying successful response 
inhibition 
 
Decreasing the probability of stop-signals (as in the low-versus high-frequency stop task) 
did not increase stop-signal-related activity in frontal areas previously implicated in 
response inhibition. The overall pattern obtained in these analyses suggests that presenting 
stop signals al lower probabilities results in stronger activations in widespread areas in the 
brain in comparison with the high-frequency stop task. Since similar activation patterns 
were also observed on trials that did not contain stop signals, they probably reflect a 
stronger involvement in primary task (i.e. go signal) processing. In support of this 
conclusion, subtracting no stop-signal trials from the stop-signal trials eliminated most of 
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the effects that became apparent on stop-signal trials. In the present study, presenting stop 
signals less frequently induced stronger activations in occipital, precentral and medial 
central brain areas on trials that did not contain stop signals (see Appendix 1). This likely 
reflected a stronger bias to respond to go signals in the task when stop signals occurred less 
frequently (cf. Logan et al., 1984). 

In contrast to our hypothesis based upon results from our previous ERP study 
(Ramautar et al., 2004), a decreased likelihood of having to inhibit a response (as in the 
low- versus high-frequency stop-signal condition) did not increase stop-signal-related 
activity in frontal and striatal areas previously implicated in successful response inhibition 
(e.g. Kelly, et al., 2004; De Zubicaray et al., 2000; Garavan, et al. 1999, 2002, 2003, Hester, 
et al., 2004a; Liddle, et al, 2001; Menon, et al., 2001; Rubia et al., 2001; Vink et al., 2005).  

It should be noted that in our previous ERP studies a different method was used for 
computation of contrasts between no stop-signal and stop-signal ERPs (cf. De Jong et al., 
1990; Kok et al., 2004; Ramautar et al., 2004). The subtle differences between SST trials in 
the low- and high-frequency stop-signal conditions that may result from spontaneous 
fluctuations in the speed of primary task processes were captured in analyses in which SST 
was contrasted to NSTslow rather than to overall NST (see Appendix 2). In general, the two 
types of analyses implicated a similar network of brain areas in inhibitory control. 
However, in contrasts to the results from the overall NST analysis, the NSslow analysis 
revealed effects of stop-signal frequency in several frontal brain areas (including, among 
other areas, foci in the middle and superior frontal gyri; BAs 6, 8, and 9). 

It is unclear what precisely produced the differential results as a function of the contrast 
condition (overall NST or NSTslow). One possibility is that by subtracting slow NST trials 
from the corresponding SST trials, SST became less contaminated by differences in speed 
of processing of the go signals. This could have resulted in a more effective isolation of 
brain areas that were critically involved in successful versus unsuccessful inhibition. As 
noted earlier, these areas included the superior and middle frontal gyri, which have 
previously been implicated in response inhibition (e.g. Kelly, et al., 2004; De Zubicaray et 
al., 2000; Garavan, et al. 1999, 2002, 2003, Hester, et al., 2004a; Liddle, et al, 2001; 
Menon, et al., 2001; Rubia et al., 2001). On the other hand, the subtle but complicated 
artifacts described in footnotes 2 and 3 of Chapter 3 may have slightly distorted the picture 
of the NSTslow analyses. 

Although stop-signal frequency effects were observed only in frontal areas involved in 
successful stopping in the NSTslow analysis, both analyses revealed that several areas in 
middle occipital and temporal cortex were more strongly activated on SST trials in the low- 
compared to the high-frequency stop task. These areas were all located in the ventral 
stream, which processes visual object information (Ungerleider & Mishkin, 1982). It has 
been shown that attended visual objects elicit greater activity in ventral stream areas than 
unattended visual objects (e.g., Corbetta et al., 1990). It is therefore possible that infrequent 
stop signals were processed more intensely or received more visual attention than high-
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frequent stop stimuli, either because they were less expected or because attention was 
focused more strongly on the stimulus stream in the low-frequency versus the high-
frequency stop task.  

An interesting aspect of our study is the lack of response inhibition-related activity in 
ventrolateral prefrontal regions. As mentioned above, only two other studies have 
previously investigated successful and unsuccessful response inhibition using event-related 
fMRI. One of these studies indicated an important role for right inferior prefrontal cortex in 
inhibitory control (Rubia et al., 2003). However, in the other study, just like in the current 
study, no inhibitory control-related activity was observed in this area when directly 
comparing brain responses on trials in which response inhibition was successful versus 
unsuccessful (Vink et al., 2005). The apparent discrepancy between Rubia et al.’s findings 
on the one hand and our findings and those by Vink et al. on the other hand remains to be 
clarified. One aspect in which our study may have differed from the Rubia et al. study is the 
strength of the bias to respond quickly to the go stimuli. In the experiment by Rubia et al., 
the percentage of successful and unsuccessful stop trials was equated. To this end, 
relatively long average delays between the go and stop stimuli (i.e., 674 ms) obtained. In 
combination with the fact that response times were overall generally relatively slow in this 
study, this suggests that the bias to respond quickly to the go stimuli may not have been as 
strong in their study as in the current study.  

Another point that is worth emphasizing is that in the present study a relatively high 
overall percentage of successful stop trials was obtained, in particular in the high-frequency 
stop task (see also Table 1: average percentages of SST across the three delays were 57% 
and 72 % in the low- and high-frequency stop task, respectively). The observation that 
successful stopping occurred more frequently than in other studies could be taken as a sign 
that there was less inhibitory pressure to overcome in the present study. 

These slight but crucial differences in the design of the stop-signal tasks may have 
changed the way in which subjects performed the task. Future studies will be needed to 
determine the significance of these task variables, and their possible effect on contributions 
of the right inferior prefrontal cortex to inhibitory control. 

 
Effects of stop signal probability on neural mechanisms underlying unsuccessful response 
inhibition 
 
In addition to examining the effects of stop-signal frequency on brain areas involved in the 
successful inhibition of ongoing responses, the current study also investigated how stop-
signal frequency affected processing of stop signals when response inhibition failed. Based 
upon our previous ERP study (Ramautar et al., 2004), we expected that failed inhibitions 
would be perceived as more meaningful in the low-frequency versus the high-frequency 
stop task, and that this would be reflected by greater activity in brain areas involved in error 
processing or in brain areas that are sensitive to subjective probability. Indeed, unsuccessful 
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stopping behavior was associated with activity in anterior cingulate cortex and bilateral 
insula, among other areas. Previous fMRI studies have localized error processing in the 
anterior cingulate and lateral inferior frontal cortex extending to bilateral insular cortex (see 
Carter et al., 1998, 2001; Kiehl et al., 2000; Menon et al., 2001; Ullsperger et al., 2002). 
This suggests that stop signals on UST trials may have generated processes related to error 
processing.  

However, stop-signal frequency only affected the processing of stop signals in the 
insula, with stop signal-related responses on UST trials being stronger when the probability 
of having to inhibit the go stimulus response was relatively low (i.e., in the 20% vs. 50% 
stop task). In the NST analysis, both the left and right insula showed effects of stop-signal 
frequency. In the NSTfast analysis, this effect only reached significance for the right insula. 
One study reported activation in the insula (bordering / overlapping with the inferior frontal 
gyrus; Rubia et al., 2001), whereas in other studies no insular activity was observed (Rubia 
et al., 2003; Vink et al., 2005). To complicate things further, previous fMRI studies using 
Go/NoGo tasks to investigate response inhibition have reported insular activity in case of 
failed inhibition (Hester, Fassbender, Garavan, 2004b; Menon, et al., 2001), successful 
inhibition (Bellgrove, Hester, & Garavan, 2004; Braver et al., 2001; Kelly, et al., 2004; 
Garavan et al., 1999; Hershey et al., 2004), or both (Garavan et al., 2002; Hester, et al., 
2004a; Mathalon, Whitfield, & Ford, 2003). Taken together, the insula may play a more 
general role in stop-signal processing, unaffected by whether response inhibition was 
successful or not.  

One interpretation of the effect of stop-signal frequency on insular activity may be that 
it represents an oddball effect or subjective probability. Given that stop signals were 
relatively rare in the low-frequency stop task, they may have activated brain areas involved 
in detecting rare or unexpected event. Indeed, insular activity has been reported in oddbal 
studies (Bledowski, et al., 2004; Braver et al., 2001; Horovitz et al., 2002; Huetell, & 
McCarthy, 2004; Laurens, Kiehl, Ngan, & Liddle, in press; Linden et al., 1999; Mulert, et 
al., 2004; Stevens, Skudlarski, Gatenby, & Gore, 2000). Also, as described above, in 
Go/NoGo studies (in which NoGo stimuli typically occur less frequently then Go stimuli), 
NoGo stimuli have often been found to activate the insula. Casey et al. (2000) found that 
the left insula was more strongly activated on low-frequency event trials occurring after a 
high-frequency event trial. Thus, insular activity was increased when sudden changes in the 
frequency of an event occurred. All in all, the observed activity in the insula in the current 
study, in particular in the low-frequency stop task, may thus reflect processes related to the 
detection of an unexpected stop signal rather than error processing.  The activation 
observed in ACC in the present study likely was related to error processing (cf. 
Ridderinkhof et al., 2004a), but was not sensitive to stop-signal frequency. 
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Summary and conclusions 
 
Taken together, presenting stop signals less frequently was accompanied by a stronger bias 
to the go stimuli; subjects were faster in responding to go stimuli and made more 
commission errors when stop signals were less frequent.  When response were successfully 
inhibited this stronger bias to go stimuli was accompanied by greater activation in ventral 
stream areas, presumably reflecting enhanced visual attention to the stop signal, and 
(depending on the type of contrast) in frontal areas involved in inhibitory control. When 
response inhibition failed, stop signals elicited greater activity in several brain areas, most 
notably the anterior cingulate and bilateral insula. These brain areas may be involved in 
processing of the erroneous response and/or the detection of an unexpected stop signal. 
Stop-signal frequency effects were particularly pronounced for the right insula, suggesting 
that this brain area was in particular affected by the stronger bias to go stimuli. 
 
 
5.6 Appendix 1. 
 
Effects of stop-signal probability on no stop-signal and stop-signal trials 
 
The stop-signal frequency effects on NST are shown in Figure A1, which depicts the low- 
versus high-frequency contrast. Activation associated with NST was stronger and more 
widespread than in the low- compared to the high-frequency stop context.  Likewise, 
activation associated with stop-signal processing (SST and, especially, UST) was stronger 
and more widespread than in the low- compared to the high-frequency stop context. Figure 
A1.1 shows that these general stop-signal frequency effects involved occipital, precentral 
(mostly left) and medial central areas. 
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Figure A1.1. Overview of low- versus high-frequency contrasts for NST (top panel), SST (middle panel), and UST 
(bottom panel).  All SPM(Z)s are set at an uncorrected threshold of p < .001 with an extent threshold of 4 
contigous voxels.  Left part presents data as a maximum intensity projection (MIP) on a standard template brain. 
The MIP displays three views: sagittal, coronal, and transverse. Activation is presented in gray and its scale is 
arbitrary. All SPM(Z)s are set at an uncorrected threshold of p < .001 with an extent threshold of 4 contigous 
voxels. 
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5.7 Appendix 2 
 
 
Effects of fast versus slow responding in the primary task. 
 
Figure A2.1 shows that brain activations associated with NSTfast responses actually differ 
from brain activations associated with NSTslow responses. NSTfast responses involve 
stronger activations in occipital, (pre)central, and frontal areas (as shown in the contrast 
NSTfast minus NSTslow (see Figure A2.1, top panel); NSTslow responses however did not 
show any activations (as shown in the contrast NSTslow minus NSTfast (see Figure A2.1, 
bottom panel). 
 
Effects of successful and unsuccessful inhibition using NSTfast and NSTslow as reference 
conditions (ROI analyses). 
 
In the present analysis we  first pooled brain responses for the SST minus NSTslow contrast 
across the low- and high-frequency stop-signal conditions (see Figure A2.2a). 
Subsequently, separately for each cluster of activation (ROI) identified in this way, brain 
responses estimated for SST minus NSTslow trials in the low-frequency condition were 
compared to brain responses estimated for SST minus NSTslow trials in the high-frequency 
condition using a paired-t test. This approach ensured that the results were not biased in 
favor of observing differences between these two conditions. 
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Figure A2.1.  Overview of BOLD activations that differ between NSTfast and NSTslow and pooled across low- 
and high frequency conditions. A2.1 (top panel): NSTfast minus NSTslow. A2.1 (bottom panel): NSTslow minus 
NSTfast. All SPM(Z)s are set at an uncorrected threshold of p < .001 with an extent threshold of 4 contigous 
voxels.  Left part presents data as a maximum intensity projection (MIP) on a standard template brain. The MIP 
displays three views: sagittal, coronal, and transverse. Activation is presented in gray and its scale is arbitrary. All 
SPM(Z)s are set at an uncorrected threshold of p < .001 with an extent threshold of 4 contigous voxels. 
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Figure A2.2.  Overview of ROI contrasts, pooled across low- and high-frequency conditions. A2.2 (top panel): 
SST minus NSTslow. A2.2 (bottom panel): UST minus NSTfast. All SPM(Z)s are set at an uncorrected threshold 
of p < .001 with an extent threshold of 4 contigous voxels.  Left part presents data as a maximum intensity 
projection (MIP) on a standard template brain. The MIP displays three views: sagittal, coronal, and transverse. 
Activation is presented in gray and its scale is arbitrary. All SPM(Z)s are set at an uncorrected threshold of p < 
.001 with an extent threshold of 4 contigous voxels. 
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Using this approach, thirteen ROIs were identified. The coordinates of the activation 
peak within each ROI are listed in Table A2.1 (upper panel). Paired t-tests revealed that 
several of these ROIs were more strongly activated in the low-frequency compared to the 
high-frequency stop-signal condition. In contrast to the contrast analyses based on all NST 
trials, these ROIs included, among other areas, foci in the middle and superior frontal gyri 
(BAs 6, 8, and 9). These results thus suggest a stronger contribution of lateral prefrontal 
areas to successful response inhibition when stop signals were relatively infrequent. 

A visual comparison of the brain areas implied in successful response inhibition in the 
NSTslow (Table A2.1) versus the overall NST (Table 2 in the main text) analysis showed 
that, in general, the two types of analyses implicated a similar network of brain areas in 
inhibitory control. However, in contrasts to the results from the overall NST analysis, the 
NSTslow analysis revealed effects of stop-signal frequency in several frontal brain areas, as 
was expected based upon previous neuroimaging studies demonstrating a critical role of 
prefrontal cortex in inhibitory control (De Zubicaray et al., 2000; Garavan, et al. 1999, 
2002, 2003, Hester, et al., 2004a; Liddle, et al., 2001; Menon, et al., 2001). 

Next, brain areas underlying unsuccessful stopping behavior were identified in a similar 
unbiased manner, by pooling brain responses for the UST minus NSTfast contrast across 
the low- and high-frequency stop-signal conditions. As can be seen in Figure A2.2b, several 
brain areas (mostly in frontal and parietal brain areas) were activated when response 
inhibition failed. 10 mm spheres were drawn around local maxima within these larger 
clusters of activation to create individual ROIs. In this way, eight ROIs were identified. The 
coordinates of the activation peak within each ROI are listed in Table A2.1 (lower panel). 
These areas included parts of frontal, parietal, insular, and occipital cortex and resembled 
those identified when comparing brain responses on UST and the overall NST brain 
response (Table 2 in the main text). Separately for each ROI identified in this way, brain 
responses estimated for UST minus NSTfast trials in the low-frequency condition were 
compared to those in the high-frequency condition. Paired t-tests indicated that stop-signal 
frequency effects on stop-signal processing when inhibition failed were only significant for 
the right insula (BA 13). In the NS analysis, activity related to unsuccessful stopping in 
both the left and right insula was affected by stop-signal frequency. Together, these results 
suggest that engagement of the insula in (failed) attempts to stop was affected by the 
stronger bias to the go stimuli in the low- versus high-frequency stop-task condition. 
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Table A2.1. Overview of ROIs with respect to stop-signal frequency effects on SST, contrasted against NSTslow, 
and UST, contrasted against NSTfast, both pooled across low- and high-frequency conditions.  X, Y, and Z refer 
to Talairach coordinates (Talairach and Tournoux, 1988).  BA = Brodmann Area; T = t-statistic; p = p-value 
associated with T; NS = nonsignificant; * = p < .05; ** = p < .01; *** = p < .001. Note: degrees of freedom = 15. 
 
ROI areas for SST minus NSTslow x,y,z BA T p 
1) Middle Frontal Gyrus (R) 
2) Middle Frontal Gyrus (L) 
3) Middle Frontal Gyrus (R) 
4) Middle Frontal Gyrus (L) 
5) Superior Frontal Gyrus gyrus (L) 
6) Thalamus (L) 
7) Parahippocampal Gyrus (R) 
8) Parahippocampal Gyrus (L) 
9) Posterior Cingulate Gyrus (R) 
10) Middle Temporal Gyrus (L) 
11) Middle Temporal Gyrus(L)  
12) Middle Occipital Lobe (R) 
13) Middle Occipital Grus (L)  

46,34,36 
-43,34,42 
21,18,60 
-18,18,60 
-37,15,54 
-27,-34,0 
-27,-34,-6 
-37,-49,-12 

9,-24,30 
-55,-40,6 
-40,-61,-6 
34,-92,6 
-34,-88,6 

9 
9 
6 
6 
8 
- 
- 

19 
23 
22 
37 
19 
19 

0.22 
0.67 
2.44 
1.79 
2.20 
2.40 
2.44 
2.80 
2.73 
4.68 
3.70 
8.17 
4.80 

NS 
NS 
* 
* 
* 
* 
* 
** 
** 
*** 
*** 
*** 
*** 

ROI areas for UST minus NSTfast     
1) Insula (R)  
3) Insula (L) 
2) Cingulate Gyrus (R) 
4) Inferior Parietal Lobule (R) 
5) Inferior Parietal Lobule (L) 
6) Supramarginal Gyrus (R)  
7) Middle Occipital Gyrus (L) 
8) Middle Occipital Gyrus (R) 

33, 21,0 
-34,20,6 
9,21,36 

58,-34,48 
-52,-43,42 
55,-40,36 
-37,-82,0 
37,-88,0 

13 
13 
32 
40 
40 
40 
19 
18 

2.13 
0.93 
0.66 
-0.33 
0.44 
-0.01 
0.69 
0.34 

* 
NS 
NS 
NS 
NS 
NS 
NS 
NS 
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6 
Summary and conclusions 

 
In daily life, we constantly encounter new and unexpected goals that require flexible 
adaptations of behavior. One of these adaptations comprises the immediate inhibition of an 
impending response elicited by demands in the inner or outer environment, also known as 
inhibitory motor control. This process can be investigated by using the stop-signal 
paradigm (Logan & Cowan, 1984). This paradigm allows the specific investigation of 
critical conditions in which overt responses are executed or stopped given the presentation 
of a stop signal after a certain delay. The stop task further allows to derive the latency of the 
internal reaction to the stop signal, also known as the Stop-Signal Reaction Time (SSRT), 
from performance measures. Although the horse-race model accounted for stop behavior 
quite well, and has received substantial support to its ecological validity, the nature and 
dynamics of the neural processes underlying successful and unsuccessful stopping behavior 
is still unclear and needs to be investigated more thoroughly.  

This thesis mainly concerned the investigation of the mechanisms and processes 
underlying inhibitory control elicited in various forms of the stop-signal task. In particular, 
our intention was to examine how successful and unsuccessful inhibition of a motor 
response was reflected on the neural level, assuming that the stop task would be an 
adequate tool to manipulate response inhibition. To study the neural correlates of response 
inhibition we used high-density electro-cortical (ERP) recordings in combination with 
dipole source modeling, as well as neuro-imaging (fMRI) measures. The principal aim in 
Chapter 2 was to develop techniques that allowed to separate typical stop-signal related 
ERP components from the preceding go-ERP components. In the remaining chapters stop 
signals were manipulated with respect to modality (Chapter 4) and frequency of occurrence 
(Chapters 3 and 5). It was assumed that frequency of presentation of stop signals would 
mainly affect stopping performance on the basis of top-down or strategic mechanisms, 
whereas effects of modality of the stop signal would depend more strongly on bottom-up 
factors. Top-down factors were further expected to affect mainly endogenous ERP 
components (such as visual and auditory N2, P3 derived from difference waveforms), while 
bottom-up factors were expected to affect mainly exogenous ERP components (such as 
auditory N1/P2). 
The main findings and conclusions will be summarized below. 
 
 
6.1 Chapter 2: Isolating stop from go processes 
 
Chapter 2 presents a stop experiment in which ERPs were measured in combination with 
performance measures. A visual stop-signal task was used with equal proportions of stop-
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signal and no stop-signal trials to explore response inhibition. ERP components were 
measured separately to go signals and to stop-signals, on successful stop trials as well as 
unsuccessful stop trials. Because reaction (go) and stop signals occur in close succession, 
the first objective in this study was to create analytical procedures to isolate the ERPs that 
are time-locked with the stop signal from preceding overlapping ERPs that follow the 
primary-task (go) stimuli. This was accomplished by using a relatively large number (18) of 
randomly presented stop-signals to introduce sufficient ’jitter’ in the timing of the stop 
signals. ERPs were averaged time-locked with the stop signals across these delays. Then no 
stop-signal ERPs associated with fast and slow primary-task RTs were subtracted from 
ERPs obtained on unsuccessful and successful stop trials respectively, to eliminate the 
overlap caused by long-latency ERP components elicited by the go stimuli. These fast and 
slow no stop-signal ERPs were averaged in synchrony with the same stop signals that 
produced the unsuccessful and successful stop trials. This was done to create the same 
amount of latency jitter in ERPs obtained on no stop-signal trials as for ERPs of the two 
categories of stop-signal trials. 

In the difference waves, stop signals elicited a sequence of N2/P3 components that 
peaked earlier on successful than unsuccessful stop trials. N2 had a fronto-central scalp 
distribution. Surprisingly, N2 also appeared to be much larger on unsuccessful than 
successful stop-signal trials. In addition, topographical and dipole analyses showed that 
different cortical generators were involved in the P3s that emerged on successful and 
unsuccessful stop trials. P3 on successful inhibit trials showed a fronto-central scalp 
distribution that was reminiscent of the NoGo-P3, while P3 elicited on failed inhibit trials 
had a more posterior distribution. Taken together these results indicated that processes 
underlying successful and unsuccessful stopping were not completely equivalent. P3 on 
successful inhibit trials could have represented processes that preceded, or even caused 
successful inhibition, while N2/P3 elicited on unsuccessful inhibit trials probably reflected 
aspects of monitoring the response that the subject was not able to suppress. No evidence 
was found of emergence of a typical NoGo-N2 on successful inhibit trials, which may 
suggest that the Stop N2 and NoGo- N2 are, at least in part, functionally separable. 
 
 
6.2 Chapter 3: Probability effects in the stop-signal paradigm 
 
The study in Chapter 3 was conducted to examine effects of the frequency of presenting 
stop-signals on performance measures and on ERP (N2/P3) measures as elicited by go as 
well as by stop signals.  Studies of response inhibition using the stop-signal paradigm have 
shown that the greater the probability that a stop-signal will occur, the greater the 
probability of inhibition, and the slower the RT to the go stimuli (Logan, 1990). On the 
other hand, presenting stop signals less frequently (e.g. on 20% of the trials) has been 
shown to lead to a) an increase in speed of the response to the go signals, and b) a decrease 
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of the probability of inhibition on stop-signal trials. These findings are usually explained by 
assuming that subjects place a greater priority or emphasis on the secondary (i.e. stopping) 
task, the more often the stop signal occurs. Thus, stop-signal probability is a powerful and 
effective variable to manipulate the balance or trade-off between processing associated with 
the primary (go) task and with the secondary (stop) task.  

In this chapter an extension was made to Chapter 2 that allowed a direct comparison 
between ERPs elicited in the low- and high-frequency stop-signal conditions. Similar to the 
previous study, both performance measures and ERP measures were used to reflect the 
dynamics of primary-task and stop processes. However, a slightly different method was 
used to separate ERP components to stop and go stimuli from one another. This involved 
the following steps: a) five different stop-signal delays were used, b) ERPs were measured 
for each separate delay, and c) difference waves were computed by subtracting for each 
stop-signal delay from the stop-signal ERPs the corresponding no stop-signal ERPs (i.e. 
ERPs associated with fast and slow parts of the primary-task RT distribution were 
subtracted from unsuccessful and successful stop trial ERPs, respectively). In addition to 
ERPs elicited by stop signals on stop-signal trials, we here also report in greater detail 
ERPs that were elicited on no stop-signal trials (Go ERPs), to gain a better insight into the 
nature of primary-task processes. Finally, ERP components elicited on no stop-signal trials 
and unsuccessful inhibit trials were also averaged in synchrony with response onset to 
verify to what extent N2/P3 components reflected processes associated with the stop signal 
or with the response.  

High- (.50) and - low frequency (.20) stop-signal tasks were applied and investigated in 
a within-subjects design. It was hypothesized that presenting stop signals less frequently 
would not only induce a stronger set to produce fast responses to the go stimuli, but also 
lead to a greater inhibitory pressure to overcome this response set after presentation of the 
stop signal. This inhibitory pressure was expected to lead to a stronger engagement of 
prefrontal structures in the brain, that in turn would show up in a more anterior scalp 
topography of ERP components on successful inhibit trials.  

With respect to the high (50%) stop-signal probability condition the results globally 
replicated those of chapter 2.  Presenting stop signal less frequently (20% condition) 
resulted in faster RTs to the go stimuli and higher proportions of false alarm responses 
(unsuccessful stop trials). On no stop-signal trials the amplitude of P3 to the go stimuli was 
also enhanced in the low- relative to the high-frequency stop-signal task, and on fast 
relative to slow RT trials. This go-P3 also occurred slightly earlier in the low- than high-
frequency stop-signal task. Together, these results confirmed our supposition that 
presenting stop signals less frequently would result in a stronger set or bias to produce fast 
go responses.  

Effects of stopping on N2/P3 components elicited by the stop signals also globally 
replicated the effects reported in chapter 2. A fronto-central P3 emerged on successful 
inhibit trials while a more posterior (parietal) P3 was elicited on unsuccessful inhibit trials. 
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N2/P3 to stop signals showed a systematic shift in latency with longer duration of stop-
signal delay that indicated that these components were truly time-locked to the stop-signal. 
They were also elicited somewhat later on unsuccessful than successful stop trials, 
suggesting that processing of stop signals was somewhat delayed when subjects failed to 
inhibit the response. N2 to the stop signals was also larger on unsuccessful than on 
successful stop trials. 

The major effect of presenting stop signal less frequently was an amplitude 
enhancement of P3 components to the stop signals, which was manifested more strongly at 
the parietal electrode sites, and was also more conspicuous on unsuccessful than successful 
stop trials. This amplitude enhancement of P3 on unsuccessful stop trials was found in stop-
signal-locked as well as in response-locked averages, and was taken to reflect a greater 
significance of commission errors (and/or associated stop-signals). The P3 enhancement 
could however have reflected (at least in part) the classical ‘oddball’ effect.  

In accordance with our prediction, presenting stop signals less frequently resulted in a 
subtle shift in the P3 dipoles sources from precentral to more frontal locations on successful 
inhibit trials, which tentatively could have reflected a stronger involvement of control 
mechanisms in frontal areas of the brain. Finally, the functional relationship between our 
N2/P3 findings and other ERP components such as the NoGo-N2 and error related 
components such as the error negativity (ERN/Ne) and error positivity (Pe) were discussed.  
 
 
6.3 Chapter 4: Modality effects in the stop-signal paradigm 
 
Stop-signal paradigms are usually implemented with auditory stop signals to clearly 
distinguish the go from the stop signal and to stress the salience of the stop signal. In the 
study described in this chapter, a stop task in which both the go and stop signals were visual 
was compared with a stop task with a visual go and auditory stop signals. The principle aim 
was to investigate the effects of stop-signal modality on the speed and efficiency of 
stopping. ERP to go and stop signals were analyzed following the same method that was 
used in chapter 3, that is, both ERPs to the go and stop signals were examined, and N2/P3 
components to the stop signal were extracted from difference waves that were calculated 
for each of five different stop-signal delays. In addition Stop N2/P3 components were 
calculated on the basis of waveforms that were averaged in synchrony with response onset.  

It was anticipated that auditory stop signals would be processed faster than visual stop 
signals and that this would become manifest in stop performance as well as in the latency of 
ERP measures. However, no effects of stop-signal modality were expected to show up for 
the amplitude and scalp topography of N2/P3 components to the stop signals, in the 
subtraction waveforms. This is because our two prior studies had suggested that these 
components represented internally (i.e. ‘top-down’) generated control processes involved in 
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inhibition and monitoring of responses. These endogenous processes were not expected to 
depend on the sensory quality of the stop signal. 

The results of the task that used both visual go and stop signals replicated the results of 
the high-frequency (50%) stop-signal tasks that were described in Chapters 2 and 3. Stop 
signals elicited a sequence of N2/P3 components that shifted systematically in time with 
increasing stop-signal delay.  

As expected, the auditory stop-signal task produced shorter SSRTs and steeper 
inhibition functions (i.e. higher percentages of successful stop trials per stop-signal delay). 
On no stop-signal trials subjects reacted faster en less accurately to the visual go stimuli in 
the auditory than in the visual version of the stop task, suggesting that the blocked 
presentation of auditory stop signals induced a set to respond faster and also less accurately 
to the go stimuli. Go stimuli further elicited a sequence of P2/P3 components that showed a 
larger amplitude and somewhat shorter latency on fast than on slow RT trials.  

In contrast with N2/P3, auditory N1/P2 components (which are considered to represent 
typical exogenous processes) did not differentiate between successful and unsuccessful stop 
trials. It further appeared that effects of successful and unsuccessful inhibition on the 
amplitude and topography of N2/P3 components were largely independent of the modality 
of the stop signals. In accordance with our prior findings, stop signals elicited a fronto-
central N2 that was much larger on unsuccessful than successful stop trials. There was no 
evidence of emergence of a typical NoGo-N2 on successful inhibit trials. N2 was followed 
by a P3 that showed a fronto-central scalp distribution on successful stop trials and 
posterior-parietal distribution on unsuccessful stop trials. The posterior topography of 
unsuccessful stop P3 was also manifested more clearly in response-locked than stop-signal 
locked averages. This suggested that this component was more strongly linked to 
processing of the (erroneous) response than of the stop signal. Dipole source analyses 
confirmed these topographical differences of P3 elicited on successful and unsuccessful 
inhibit trials. Thus, the findings of this study globally confirmed the suggestion of our prior 
studies that N2/P3 components to the stop signals reflect endogenous aspects of stop signal 
processing such as effective inhibition on successful inhibit trials and error processing on 
failed inhibit trials. 

 
 

6.4 Chapter 5: Probability effects in the stop-signal paradigm: an fMRI study. 
 
The ERP study described in chapter 3 showed that the scalp topography and dipole 
generators of P3 elicited on successful inhibit trials were subtly shifted towards more 
anterior brain locations when stop signals were less frequent. With respect to P3 elicited on 
unsuccessful inhibit trials it was found that when stop signals were less frequent, the center 
of gravity of the neural generators had shifted to more ventral posterior areas. This latter 
finding was taken to reflect differences between the low- and high-frequency stop-signal 
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tasks in the significance of the stop signal signaling that an error was committed or in the 
detection of a relatively rare event. 

In the study described in chapter 5, an attempt was made to extend these ERP findings 
using the high spatial resolution of the fMRI technique to examine which brain areas were 
differentially involved in successful and unsuccessful inhibitory control. To this end, 
demands on inhibitory control processes were again manipulated by parametrically varying 
stop-signal frequency (i.e., 20 or 50%). In addition, three different stop-signal delays (i.e., 
250, 300, and 350 ms) were selected and presented in random order, which ensured an 
effective time pressure on inhibitory processes and prevented active anticipation of the stop 
signals. Stop-signal trials and no stop-signal trials were again presented in random order. 

A rapid event-related fMRI design was utilized. Image processing and statistical 
analyses were performed using the general linear model in SPM99. To increase the 
statistical power of the image analyses, stop-signal trials were collapsed across the three 
different stop-signal delays. For each participant, brain areas underlying successful and 
unsuccessful stopping were identified at the voxel-wise level by comparing brain responses 
on successful and unsuccessful inhibit trials with no stop-signal trials. Next, in order to 
investigate effects of stop-signal frequency on brain activity related to successful and 
unsuccessful stopping, an unbiased region of interest (ROI) analysis approach was used. 

Performance results confirmed our prediction that presenting stop signals at lower 
probabilities would result in a stronger bias to the go stimuli: subjects were faster in 
responding to go stimuli and made more commission errors when stop signals occurred less 
frequently. We also found a stronger activation of several brain areas when stop signals 
occurred less frequently, on trials that only contained go signals. The latter finding was also 
taken as an indication of stronger set to produce fast responses (i.e. motor set) in the 
primary task. 

The overall pattern in the analyses of brain activations obtained on stop-signal trials 
suggested that presenting stop signals less frequently resulted in stronger activations in 
widespread areas in the brain (including the motor areas) in comparison with the high-
frequency stop task. Since similar activation patterns were also observed on trials that did 
not contain stop signals, they probably reflected a stronger involvement in primary-task (i.e. 
go signal) processing when stop signals occurred less frequently. In support of this 
conclusion, subtracting the BOLD signals on no stop-signal trials from the stop-signal trials 
eliminated most of the effects that became apparent on stop-signal trials. 
 
Successful stopping  
Brain responses estimated for successful stop trials minus no stop-signal trials in the low-
frequency condition were compared to brain responses estimated for successful stop trials 
minus no stop-signal trials in the high-frequency condition. These tests revealed that several 
of the clusters of activation (ROIs) were more strongly activated in the low-frequency 
compared to the high-frequency stop-signal condition. However, in contrast to our 
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hypothesis that decreasing the frequency of stop trials would increase demands on 
inhibitory control mechanisms, allegedly subserved by frontal brain areas, the significant 
effects were confined to the occipital cortex, in particular middle occipital areas. These 
results thus suggested a stronger contribution of areas involved in visual processing of the 
stop signal to successful response inhibition when stop signals were relatively infrequent.  
Unsuccessful stopping 
Unsuccessful stopping (as reflected in the contrast between unsuccessful stop trials versus 
no stop-signal trials) was manifested in large clusters of activation overlaying parts of 
frontal, parietal, insular, and occipital cortex. Effects of stop-signal frequency were, 
however, significant only for the insula, suggesting that this region may in particular have 
been affected by the stronger bias to the go stimuli. However, given that stop signals were 
relatively rare in the low-frequency stop task, they may have activated brain areas involved 
in detecting rare or unexpected events. Indeed, insular activity has been reported in oddball 
studies. Interestingly, in the ERP study reported in chapter 3 a substantial amplitude 
enhancement of a posterior P3 was found on unsuccessful inhibit trials in the low frequency 
stop task. Since the amplitude of P3 amplitude (in particular the classical P3b) has also 
been shown to depend on the oddball effect, it is therefore possible that ERP and fMRI 
results obtained in the low-frequency stop-signal tasks reflect the same insular mechanism.  
Post hoc analyses  
The previous analyses used one overall category of no stop-signal trials as a reference 
condition for evaluation of effects of stopping. An additional analysis was also carried out 
in which two subcategories of slow en fast RT trials of the primary task (denoted NSTfast 
and NSTslow) were used as a reference condition for evaluation effects of stop-signal 
frequency on stopping (notice that this analysis resembled the analyses of ERP difference 
waves described in chapter 3). In general, these analyses implicated a similar network of 
brain areas in inhibitory control and in the analyses described earlier. However, in contrast 
to the results from the overall no stop-signal analysis, the NSTslow analysis revealed 
effects of stop-signal frequency in several frontal brain areas, including (among other areas) 
foci in the middle and superior frontal gyri.  
It is unclear what factors produced the differential results as a function of the contrast 
condition (overall no stop-signal trials or NSTslow). One possibility is that by subtracting 
slow no stop-signal trials from successful stop-signal trials, successful stopping became less 
contaminated by differences in speed of processing of the go signals. This could have 
resulted in a more effective isolation of brain areas that were critically involved in 
successful inhibition. On the other hand, the subtle but complicated artifacts described in 
footnotes 2 and 3 of chapter 3 may have slightly distorted the picture of the NSTslow 
analyses. 
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6.5 Overall conclusions 
 
6.5.1 Performance data 
 
The results in this thesis provided more insight into the nature of the processes that are 
involved in inhibitory control elicited in various forms of stop-signal paradigms. Stop tasks 
that used auditory stop signals and low-frequency stop signals produced faster primary-task 
reaction times and increased the number of commission errors, relative to stop tasks that 
used visual stop signals and high-frequency stop signals.  Auditory stop signals might have 
caused facilitatory sensory effects or reduced competition between primary- and secondary-
task resources in comparison with visual stop signals. Moreover, the blocked presentation 
of auditory stop signals could also have produced a stronger set to produce fast responses to 
visual (go) stimuli.  
 
6.5.2. Neural manifestations of stopping: separating primary-task (go) from 
secondary-task (stop) processes. 
 
The horse-race model, which consists of two independent processes, provides the 
theoretical framework of stop performance. This model basically asserts that the go process 
competes with the stop process to finish first. If the go process is faster than the stop 
process a reaction is executed while in the opposite case, a reaction is inhibited. The central 
aim of the present study was however not to reveal the precise nature and/or mechanisms of 
response inhibition. Our primary purpose was to identify which neural systems, as reflected 
in ERP and fMRI measures, were associated with the internal response to the stop signals, 
and to examine to what extent these measures allowed to differentiate between successful 
and unsuccessful inhibition. Thus, the stop task was used primarily as an effective tool to 
manipulate response inhibition and validate the interpretation of N2 and P3 components 
and specific brain activations (BOLD responses) in terms of response inhibition. The most 
important findings of our studies are summarized below. 
1)  A first implication of the present studies was that ERP components that are elicited in 

the primary (go) task may shed light on the nature of stopping as well. On no stop-
signal trials visual go signals elicited larger P2 and P3 responses on fast than on slow 
RT trials. We speculated that these augmented components were due to a phasic 
increase in preparatory set (go P2) and alertness (go P3) that accompanied fast go 
responses, which increased the probability of responding (and thus the probability of 
unsuccessful inhibit responses) on stop-signal trials. The fMRI results further 
corroborated the suggestion from ERP studies that brain activations that underlie 
stopping depended to a large extent on brain activations in the primary task, which also 
seemed to reflect a stronger bias or set to produce fast responses to the go signals.  
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2)  A second important implication of the studies reported above was that the amplitude 
and scalp topography of N2/P3 components to the stop signals appeared to be little 
affected by the modality of stop signals, but more strongly affected by the relative 
frequency of stop signals. This confirmed our hypothesis that these components indeed 
reflected the operation of top-down control processes that are active in the stop task.  

3)  A third finding was that ERPs elicited on successful and unsuccessful inhibit trials 
were topographically and functionally separable. The scalp topography and dipole 
location of successful stop P3 is in accordance with earlier studies that found a fronto-
centrally distributed P3 on NoGo-trials in visual Go/NoGo tasks (Kiefer et al., 1998; 
Kok, 1986, 1988; Pfefferbaum et al., 1985; Roberts et al., 1994). This suggests that 
similar to NoGo-P3 the selective enhancement of successful stop P3 could be related to 
aspects of central inhibitory processes (see also De Jong et al., 1990). However, it 
cannot be completely ruled out that the fronto-central distribution of NoGo (and stop) 
P3 reflects the same process as the Go P3 (or P3b) but uncontaminated by overlap of 
negative motor potentials at the central scalp sites (cf. Kok, 1986).  

 P3 on unsuccessful inhibit trials showed a more posterior scalp distribution and 
probably represented a mix of generators associated with attempts to inhibit the 
response, as well as aspects of monitoring of responses that the subject was not able to 
suppress. Its location was also not very different from the generators identified for the 
classical P3b in visual oddball tasks. Since our fMRI study showed that on 
unsuccessful inhibit trials the insula was more strongly activated in the low - than high 
- frequency stop task, it is possible that this structure was also critically involved in the 
generation of P3 on unsuccessful inhibit trials.  

 N2 was always more pronounced on unsuccessful than successful inhibit trials, 
indicating that the stop N2 cannot be simply equated with the NoGo-N2, and its 
interpretation in terms of response inhibition. The present findings suggested that the 
stop N2 was particularly sensitive to the feedback provided by stop signals forewarning 
a failed inhibition.  

4)   Finally, our fMRI findings a provided picture of the processes that are active in the 
stoptask, thus complementing the ERP findings in interesting ways. Successful 
inhibition of responses was accompanied by greater activation in ventral stream areas, 
presumably reflecting enhanced visual attention to the stop signal, and (depending on 
the type of contrast) in frontal areas involved in inhibitory control. When response 
inhibition failed, stop signals elicited greater activity in several brain areas, most 
notably the anterior cingulate and bilateral insula. These brain areas may be involved in 
processing of the erroneous response and/or the detection of an unexpected stop signal. 
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7  
Nederlandse Samenvatting 

 
In het dagelijkse leven worden we dagelijks geconfronteerd met nieuwe en onverwachte 
situaties die flexibele aanpassingen van gedrag vereisen. Een van deze aanpassingen is de 
onmiddellijke inhouding van reacties als gevolg van eisen die zowel intern (bijvoorbeeld de 
beslissing om te stoppen met roken) als extern (een rood stoplicht) van aard kunnen zijn. 
Dit proces staat bekend als inhibitoire controle. Om dit proces experimenteel te 
onderzoeken wordt gebruik gemaakt van het stopsignaal paradigma, ook wel stoptaak 
genoemd (Logan & Cowan, 1984). De stoptaak bestaat uit twee subtaken: een primaire taak 
en een secundaire taak. Bij de primaire taak moeten de proefpersonen een keuzereactietijd 
taak (meestal een visuele taak) zo snel mogelijk uitvoeren. Terwijl proefpersonen de 
primaire taak uitvoeren, worden ze onverwacht geconfronteerd met een tweede stimulus 
ofwel stopsignaal dat aangeeft dat de reactie op de primaire taak ingehouden moet worden. 
Met dit taakje is het mogelijk om specifieke condities te onderzoeken waarin gegeven het 
stopsignaal, de respons succesvol wordt gestopt (geïnhibeerd) dan wel niet succesvol wordt 
gestopt (de respons wordt toch uitgevoerd).  

Om stopgedrag te interpreteren, wordt gebruik gemaakt van het ‘horse-race model’. Dit 
model stelt dat er twee processen zijn die onafhankelijk van elkaar verlopen maar wel in 
strijd zijn met elkaar om als eerste te eindigen. Wanneer het primaire of go proces sneller is 
dan het secundaire of stop proces, dan wordt een response gegeven en wanneer het 
secundaire proces sneller is dan het primaire proces dan wordt de respons geïnhibeerd. Het 
horse-race model maakt het ook mogelijk om een beschrijvende maat voor het stopgedrag 
te schatten. Deze maat, de stopsignaal reactietijd (SSRT) geeft aan hoe lang het duurt om 
een response te stoppen. Alhoewel het horse-race model een goede beschrijving geeft van 
stopgedrag en bewijzen zijn geleverd voor de ecologische validiteit van dit model, is de 
aard van de processen die ten grondslag liggen aan succesvol en niet succesvol stopgedrag 
voor een groot gedeelte onbekend en is nader onderzoek vereist. 

In dit proefschrift wordt onderzoek beschreven naar de mechanismen en processen die 
ten grondslag liggen aan inhibitoire controle opgewekt in verschillende versies van het 
stopsignaal paradigma. In het bijzonder was onze bedoeling om de succesvolle en niet 
succesvolle inhibitie op neuraal niveau te onderzoeken waarbij aangenomen werd dat de 
stoptaak een adequate experimentele omgeving zou zijn om dit fenomeen te onderzoeken. 
Naast het vastleggen van gedragsmaten hebben we twee meetmethoden toegepast om de 
hersenactiviteit in kaart te brengen die gepaard ging met het uitvoeren van de stoptaken: 
Event-Related Potentials (ERP) en functionele Magnetische Resonantie Imaging (fMRI). 
Deze technieken geven complementaire informatie over het functioneren van de hersenen 
tijdens het uitvoeren van de verschillende stoptaken. Het voornaamste doel in hoofdstuk 2 
was om een techniek te ontwikkelen die de stopgerelateerde ERP componenten effectief 
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scheidt van de go gerelateerde processen die voorafgaan aan het stopsignaal. In de 
daaropvolgende hoofdstukken zijn de stopsignalen gemanipuleerd met betrekking tot 
sensorische modaliteit (hoofdstuk 4) en de frequentie van aanbieding (hoofdstuk 3 en 5). 
Aangenomen werd dat de frequentie van aanbieding van stopsignalen effect zou hebben op 
stopgedrag gebaseerd op top-down of strategische mechanismen, terwijl modaliteit de 
bottom-up factoren zou aanspreken. Het effect van top-down factoren zou tevens invloed 
hebben op de endogene (cognitieve) ERP componenten zoals de visuele en auditieve N2, 
P3 componenten (voornamelijk geobserveerd in verschilgolven) terwijl verwacht werd dat 
bottom-up factoren meer de exogene (sensorische) ERP componenten als de N1 en P2 
zouden aanspreken. De voornaamste bevindingen en conclusies worden hieronder 
uiteengezet. 
  
 
7.1 Het isoleren van stop en go processen 
 
Hoofdstuk 2 beschrijft een ERP onderzoek waarin een visuele stoptaak met gelijke 
proporties stop- en go stimuli is toegepast om respons inhibitie te onderzoeken. Omdat in 
dit experiment go en stopsignalen in dichte nabijheid aangeboden werden, was het eerste 
doel om een techniek te creëren waarmee ERP componenten gerelateerd aan het 
stopsignaal, op een juiste manier geïsoleerd konden worden van overlappende ERP 
componenten die gerelateerd zijn aan go stimuli. Door een aantal stop signalen op 
verschillende intervallen na verschijning van de go stimulus aan te bieden, werd een 
verschuiving (jitter) in de timing van het stop signaal geïntroduceerd. ERP componenten 
gerelateerd aan de go stimuli werden onderverdeeld in ERP componenten gerelateerd aan 
snelle reactietijden en ERP componenten gerelateerd aan langzame reactietijden. De ERP 
signalen van de snelle go responsen werden afgetrokken van de ERP signalen van de niet 
succesvolle (mislukte) responsen terwijl de ERP signalen van de langzame go responsen 
afgetrokken werden van de succesvolle stop responsen. Op deze manier werden de 
overlappende ERP componenten opgewekt door de go stimuli effectief verwijderd. De ERP 
signalen van de snelle en langzame go responsen werden op dezelfde manier als de 
succesvolle en succesvolle stop signalen gemiddeld om dezelfde hoeveelheid jitter te 
creëren. 

In de verschilgolven genereerden de stop signalen N2/P3 componenten. Als het de 
proefpersoon lukte zijn respons te inhiberen, trad het N2/P3 complex eerder op dan als de 
proefpersoon reageerde. Topografische (schedel)distributies en bronlokalisatie analyses 
duidden verder op een verschil in corticale bronnen die betrokken waren bij P3 
componenten in succesvolle en niet-succesvolle responses. De P3 component in de 
succesvol geïnhibeerde responsen bleek een frontocentrale distributie te hebben die 
overeenkwam met de ‘NoGo P3’, een component die gevonden wordt in Go/NoGo taken. 
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De P3 als gevolg van de niet succesvolle stop responsen bleek daarentegen een meer 
posterieure distributie te tonen.  

Samenvattend wijzen de resultaten erop dat verschillende processen ten grondslag 
liggen aan succesvol dan wel niet-succesvol stoppen. De P3 bij succesvol stoppen zou 
processen kunnen reflecteren die voorafgaan aan succesvolle inhibitie of inhibitie 
veroorzaken, terwijl de N2/P3 componenten opgewekt in de mislukte stop signalen 
hoogstwaarschijnlijk aspecten van monitoring-processen reflecteren die aangaven dat de 
proefpersoon niet in staat was de respons te onderdrukken. Verder bleken er geen evidente 
bewijzen te zijn die aangaven dat een ‘NoGo N2’ opgewekt werd in de mislukte stop 
responsen. Dit geeft aan dat de Stop N2 en de NoGo N2 gedeeltelijk functioneel 
verschillen. 
 
 
7.2 Probabiliteitseffecten in de stoptaak 
 
Hoofdstuk 3 beschrijft een onderzoek waarin de effecten van verschillende percentages stop 
signalen op stopgedrag werd onderzocht. Gekeken werd naar gedragsmaten en ERP 
componenten in zowel de (primaire) go als de (secundaire) stop processen. Eerdere stop 
studies hebben aangetoond dat een hoger percentage stop signalen leidt tot 1) een groter 
percentage succesvolle inhibitie en 2) tragere reactietijden op de go stimuli (Logan, 1990). 
Verder bleek dat een lager percentage stop signalen (bijv 20%) tot gevolg had: a) een 
kleiner percentage succesvolle inhibitie en b) snellere reactietijden op go stimuli. Hieruit 
wordt geconcludeerd dat proefpersonen een grotere nadruk leggen op de secundaire (stop) 
taak wanneer het stopsignaal vaak wordt aangeboden. Met andere woorden, het percentage 
stop signalen is een sterke en effectieve variabele om de balans tussen go processen en stop 
processen te manipuleren. 

In dit hoofdstuk werd een vergelijking gemaakt tussen de ERP componenten opgewekt 
in taken met een hoog en laag percentage stop signalen. Analoog aan de vorige studie 
werden gedragsmaten en ERP componenten gebruikt om de dynamische processen van de 
primaire en de secundaire processen te onderzoeken. Echter, in deze studie werd een andere 
methode toegepast om de go en stop ERP stimuli te isoleren. Er werden namelijk a) vijf 
opeenvolgende intervallen gebruikt (ook wel stop-signaal delays genoemd), b) ERP 
componenten per interval berekend, en c) verschilgolven per interval berekend. De 
verschilgolven hielden in dat ERP signalen van de snelle go responsen werden afgetrokken 
van de ERP signalen van de niet succesvolle stop responsen , terwijl ERP signalen van de 
langzame ERP go responsen van de succesvolle stop responsen werden afgetrokken.  

Naast deze subtractie werd er ook aandacht besteed aan  ERP componenten in de snelle 
en langzame go responsen. Dit had als doel om betere inzichten te verkrijgen in de aard van 
de primaire processen. Tenslotte werden ERP signalen van snelle go responsen en niet 
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succesvolle geïnhibeerde stop signalen gerelateerd aan de respons om te achterhalen of de 
N2/P3 complex gerelateerd kon worden aan het stopsignaal of aan de respons.  

Hoge (50%) en lage (20%) percentages stop signalen werden toegepast waarbij de 
hypothese getoetst werd dat lage percentage stop signalen een sterkere neiging tot reageren 
opwekten. Verder zouden lage percentage stop signalen tot een hogere inhibitoire druk 
leiden om de sterkere neiging om te reageren te overwinnen. De verwachting was verder 
dat deze hogere inhibitoire druk zou leiden tot een sterkere betrokkenheid van de 
prefrontale structuren in het brein. Dit zou vervolgens moeten leiden tot een meer 
anterieure schedeldistributie van de ERP componenten in de succesvolle geïnhibeerde stop 
responsen. 

De resultaten van de hoge percentage stop signalen bleken de resultaten van het 
experiment uit het vorige hoofdstuk te repliceren. Lage percentage stop signalen 
veroorzaakten snellere reactietijden op de go stimuli. Verder nam het percentage mislukte 
stop responsen toe. De go stimuli bleken tevens een P3 component op te wekken die groter 
in amplitude was in de snelle vergeleken met de langzame go responsen. In de taak met 
lage percentage stop signalen bleek deze ‘go’ P3 eerder op te treden dan in de taak met de 
hoge percentage stop signalen. De resultaten wijzen uit dat lage percentage stop signalen tot 
een sterkere neiging tot reageren leiden.                   

In stop signalen bleek de N2/P3 complex voor een groot deel de N2/P3 resultaten uit het 
vorige onderzoek te repliceren. Een P3 met een frontocentrale distributie verscheen 
wanneer de respons succesvol was gestopt terwijl een P3 met een posterieure (parietale) 
distributie opgewekt werd wanneer de response niet succesvol gestopt werd. Deze N2/P3 
componenten bleken ook systematisch per delay te verschuiven. Dit geeft aan dat de 
componenten daadwerkelijk gepaard zijn aan het stopsignaal. Een extra bevinding was dat 
de P3 in de niet succesvolle stop responsen later optrad dan in de succesvolle stop 
responsen. Dit suggereert dat de verwerking van de stop signalen voor een gedeelte 
vertraagd wordt wanneer proefpersonen niet in staat zijn de response te inhiberen. De N2 
component liet een soortgelijk effect zien. 

Het grootste effect van lage percentage stop signalen bleek de toename in P3 amplitude 
die sterker tot uitdrukking kwam op de pariëtale electrode en duidelijker te zien was in de 
niet succesvolle vergeleken met de succesvolle stop responsen. Deze toename in P3 
amplitude was duidelijk aanwezig in het stop signaal als wel in het response gerelateerde 
signaal. Deze bevindingen suggereren dat de proefpersonen een grote betekenis toekennen 
aan het stopsignaal of aan mislukte inhibitie. Een alternatieve verklaring zou kunnen zijn 
dat proefpersonen deze reactie opmerkten als een zeldzame gebeurtenis ook wel bekend als 
als het klassieke P3b of ‘oddball’ effect. 

Zoals verwacht, bleken lage percentage stop signalen te resulteren in een subtiele 
verschuiving van P3 bronnen in de succesvolle stop responsen. De P3 bronnen verschoven 
van de precentrale naar de frontale structuren in het brein. Dit suggereert een sterkere 
betrokkenheid van controle mechanismen in de frontale gebieden.  
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7.3 Modaliteitseffecten in de stoptaak 
 
In hoofdstuk 4 wordt de resultaten weergegeven van een onderzoek waarin de effecten van 
modaliteit op stopgedrag werden onderzocht. Stoptaken worden doorgaans uitgevoerd met 
auditieve stop signalen om het onderscheid tussen go en stop signalen zo duidelijk mogelijk 
te maken en om de opvallendheid van het stopsignaal zo goed mogelijk te benadrukken. 
Deze studie beschrijft de resultaten van een stoptaak waarin de go en de stopstimuli visueel 
van aard waren en vergeleken werden met een stoptaak waarin de go stimulus visueel en de 
stop stimulus auditief van aard waren. Het voornaamste doel in deze studie was om de 
effecten van modaliteit op de snelheid en efficiency van stoppen te onderzoeken. Go en 
stop ERP componenten werden onderzocht op dezelfde manier als in hoofdstuk 3. Zowel 
ERP componenten in absolute signalen (met betrekking tot de go signalen) als de ERP 
(N2/P3) componenten in de verschilgolven (met betrekking tot stop signalen) werden in vijf 
stop intervallen wederom onderzocht. Tevens werden de N2/P3 componenten weer 
gerelateerd aan de respons. 

De verwachting in dit onderzoek was dat auditieve vergeleken met visuele stop signalen 
sneller verwerkt zouden worden. Dit zou voornamelijk tot uitdrukking komen in de 
gedragsmaten en in de latentietijden van ERP componenten. Er werd echter niet verwacht 
dat effecten van stopsignaal modaliteit gevonden zouden worden op amplitude en 
schedelverdelingen van de N2/P3 complex in de verschilgolven. De reden hiervoor is dat in 
de vorige twee studies aanwijzingen werden gevonden dat deze componenten voornamelijk 
top-down gegenereerde processen als inhibitie en response monitoring reflecteerden. De 
verwachting was dat deze endogene processen niet beïnvloed zouden worden door de 
sensorische kwaliteiten van het stopsignaal.  
 De resultaten van de visuele stoptaak repliceerden de stoptaak met hoge percentage stop 
signalen uit hoofdstukken 2 en 3. Wederom bleken de stop stimuli een N2/P3 complex op 
te wekken die systematisch in tijd verschoof als functie van interval. 
 Zoals verwacht, bleken de auditieve stop stimuli kortere stopsignaal reactie tijden en 
steilere inhibitie functies te genereren (de relatie tussen het percentage succesvol 
geïnhibeerde stop responsen en stopsignaal delay). Verder bleek dat proefpersonen sneller 
en minder accuraat reageerden op de visuele go stimuli in de auditieve stoptaak vergeleken 
met de visuele stoptaak. Dit suggereert dat de auditieve stoptaken die bloksgewijs werden 
aangeboden een sterkere neiging tot reageren opriepen die tevens zorgde voor minder 
accurate go responsen. Ook bleken de go stimuli een P2/P3 complex op te wekken die in 
amplitude toenam en eerder optrad in de snelle vergeleken met de langzame go responsen. 
 In tegenstelling tot de N2/P3, bleek de auditieve N1/P2 componenten (die verondersteld 
worden typische exogene processen te reflecteren) niet te verschillen tussen succesvolle en 
niet succesvolle stop responsen. Zoals verwacht bleek dat effecten van succesvolle en niet 
succesvolle inhibitie op amplitude en schedeldistributie van de N2/P3 grotendeels 
onafhankelijk waren van stopsignaal modaliteit. In overeenstemming met de bevindingen 
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uit de vorige studies, wekten de stopsignalen een frontocentrale N2 op die wederom groter 
was in de niet succesvolle vergeleken met de succesvolle stop responsen. Verder werden 
geen bewijzen gevonden die erop duidden dat een NoGo N2 opgewekt werd in de 
succesvolle stop signalen. De N2 component werd wederom gevolgd door een P3 
component met een frontocentrale schedeldistributie in de succesvolle stop responsen 
terwijl een P3 met een posterieure-parietale distributie werd gevonden in de niet 
succesvolle stop responsen. De posterieure topografie van de P3 in de niet succesvolle stop 
responsen bleek ook beter tot uitdrukking te komen wanneer het ERP signaal gerelateerd 
werd aan het response signaal dan aan het stop signaal. Dit duidt erop dat de P3 meer 
gerelateerd is aan de verwerking van de foutieve respons dan aan het stopsignaal. 
Bronlokalisaties bevestigden de topografische verschillen van de P3. Dit betekent dat de 
bevindingen in deze studie globaal het beeld uit de vorige studies bevestigen dat de stop 
N2/P3 componenten de endogene aspecten van stopsignaal verwerking in de succesvolle 
stop responsen reflecteren en processen inzake fouten verwerking in de niet succesvolle 
stop signalen weergeven. 
 
 
7.4 Probabiliteitseffecten in de stoptaak, een fMRI studie 
 
De ERP studie uit hoofdstuk 3 toonde aan dat de schedeldistributie en de bronlokalisatie 
van de P3 in de succesvolle stop responsen lichtelijk verschoven waren naar het anterieure 
gedeelte van het brein wanneer lage percentage stop signalen werden aangeboden. Met 
betrekking tot de P3 in de niet succesvolle stop responsen bleek verder dat in dezelfde 
stoptaak, het zwaartepunt van de neurale bronnen naar de (ventrale) posterieure gedeelten 
van het brein verschoven waren. Dit wees erop dat verschillen tussen het lage en hoge 
percentage stop signalen met betrekking tot de significantie van het stopsignaal aangaven 
dat 1) een foutieve response was gegeven of 2) de detectie van een relatieve zeldzame 
gebeurtenis had plaatsgevonden.                   
 In het onderzoek van hoofdstuk 5 werd getracht om de ERP bevindingen uit te breiden 
en hersengedeelten te onderzoeken die betrokken zijn in succesvolle en niet succesvolle 
stop responsen met behulp van de hoge spatiële resolutie van fMRI technieken. Om dit doel 
te bereiken werd de druk op inhibitie controle processen opnieuw gemanipuleerd door de 
stop signalen parametrisch (wederom 20% versus 50%) te variëren. In tegenstelling tot de 
ERP studies, werden drie stopsignaal intervallen toegepast waardoor stoptaken korter 
duurden dan de ERP stoptaken.  
Een ‘rapid event-related fMRI’ design werd toegepast. Ter verhoging van de statistische 
power werden uiteindelijk voor de go conditie en beide stop condities (succesvolle en niet 
succesvolle stop responsen) de drie intervallen bij elkaar genomen en gemiddeld. Wederom 
werd gekeken naar de resultaten van subtracties waarbij de go responsen in dit geval niet 
opgedeeld werden in snelle en langzame responsen. Vervolgens werd met behulp van ROI 
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(regions of interest) analyses nagegaan of probabiliteits effecten in beide stopconditities 
gevonden werden.             
 Gedragsmaten bleken grotendeels overeen te komen met de stop studies uit hoofdstuk 3. 
Verder bleken go stimuli in de lage percentage stoptaak sterkere activaties op te roepen in 
bepaalde gedeelten van het brein. Dit duidde weer op een sterkere neiging om te reageren 
op de primaire taak 
Een globale inspectie van de analyses gaf aan dat lage percentage stop signalen tot sterkere 
activaties in het gehele brein leidden. Na de subtracties bleken de ROI analyses clusters van 
gebieden op te leveren die sterker actief waren in de stoptaak met lage percentage stop 
signalen. In tegenstelling tot de verwachting dat de frontale structuren sterker aangesproken 
werden in de taak met lage percentage stop signalen, bleken de occipitale en het bijzonder, 
de ‘middle’ occipitale gebieden sterker actief te zijn. Deze bevinding wees erop dat het 
stopsignaal sterker visueel verwerkt werd in de stoptaak met lage percentage stop signalen. 
Niet succesvolle stop responsen daarentegen bleken gebieden in de frontale, pariëtale, 
occipitale en insula gedeelten van het brein te activeren. De insula in beide hersenhelften 
liet een sterkere activatie zien in de stoptaak met het lage percentage stop signalen. Dit 
duidt erop dat deze gebieden sterker beïnvloed zouden zijn door de sterkere neiging tot 
reageren opgewekt door de go stimuli. Het zou echter ook kunnen zijn dat deze gebieden 
ook betrokken zijn bij het detecteren van zeldzame en onverwachte gebeurtenissen. 
Opvallend was dat in de ERP studies de posterieure P3 een toename in amplitude liet zien 
in dezelfde stopconditie met hetzelfde percentage stopsignalen. Aangezien dit effect 
gerelateerd zou kunnen worden aan het oddball effect, zou het goed mogelijk zijn dat de 
ERP en fMRI bevindingen hetzelfde insula mechanisme hebben aangesproken. 

Verdere posthoc analyses waarbij de go stimuli onderverdeeld werden in snelle en 
langzame responsen (analoog aan de ERP studies) en wederom afgetrokken werden van de 
niet succesvolle en succesvolle stopcondities bleken te resulteren in de activatie van 
soortgelijk netwerken. Echter, in tegenstelling tot de vorige analyses, activeerden de 
succesvolle stop responsen wel frontale structuren. ROI analyses gaven verder aan dat 
onder andere de middelste en superieure frontale gebieden sterker actief waren bij de 
stoptaak met het lage percentage stopsignalen. Het is echter onduidelijk welke factoren 
hebben bijgedragen aan de verschillen tussen beide analyses. Een mogelijkheid zou kunnen 
zijn dat de subtractie van de langzame go responsen van de succesvolle stop responsen, een 
mindere mate van vervuiling door verschillen in de verwerking van de snelheid van de go 
stimuli heeft veroorzaakt. Dit zou kunnen leiden tot een meer effectieve isolatie van 
hersengebieden die betrokken zijn bij succesvolle inhibitie. Echter, subtiele complexe 
artefacten die beschreven staan in voetnoten 2 en 3 in hoofdstuk 5 kunnen deze verklaring 
weerleggen. 
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7.5 Algemene conclusies 
 
De gedragsdata in deze studie hebben meer inzicht gegeven in de aard van de processen die 
betrokken zijn bij inhibitoire controle zoals opgewekt in de diverse stoptaken. Auditieve 
stop signalen en lage percentage stop signalen produceerden snellere reactietijden in de 
primaire taak en zorgden voor een hoger aantal mislukte stop responsen. Auditieve 
stoptaken hebben sensorische effecten teweeggebracht en tegelijkertijd de concurrentie 
tussen de primaire en secundaire taak bronnen met de visuele stoptaken teruggebracht. De 
bloksgewijze aanbieding van de auditieve stop signalen heeft echter ook kunnen leiden tot 
een sterkere neiging tot reageren op de go stimuli. 
 
 
7.6 Neurale manifestaties van stopgedrag. Het isoleren van de primaire (go) van de 
secundaire (stop) processen. 
 
Zoals beschreven bestaat het horse-race model uit twee onafhankelijke processen die het 
theoretische kader vormen van stopgedrag. Dit model stelt dat een strijd gaande is tussen 
het go en het stop proces om als eerste te eindigen. Het centrale doel van de huidige studies 
was om met behulp van de ERP en fMRI maten de neurale systemen te identificeren die 
geassocieerd kunnen worden met de interne response op het stopsignaal en verder te 
onderzoeken in hoeverre deze maten in staat zijn de succesvolle van de niet succesvolle 
stop signalen te onderscheiden. De stoptaak werd in dit proefschrift primair gebruikt om 
response inhibitie te manipuleren en de interpretatie van de N2 en P3 componenten en de 
specifieke hersenactivaties in termen van response inhibitie te valideren. De belangrijkste 
bevindingen worden hieronder uiteengezet. 
 
1) Een eerste implicatie van de studies is dat de ERP componenten opgewekt door de go 
stimuli heldere inzichten kunnen verschaffen in de aard van het stoppen. De visuele go 
stimuli bleken P2 en P3 componenten op te wekken in zowel de snelle als de langzame go 
responsen. We concludeerden hieruit dat deze vergrote componenten veroorzaakt werden 
door een snelle toename in de preparatoire set (go P2) en alertheid (go P3) die gepaard ging 
met snelle go responsen die tevens de kans op mislukte stop responsen vergrootte. De fMRI 
resultaten toonden verder aan, zoals gesuggereerd in de ERP studies, dat hersenactivaties 
die ten grondslag liggen aan stopgedrag in grote mate afhankelijk was van hersenactivaties 
opgewekt door de primaire taak die tevens de sterkere neiging tot reageren bleek weer te 
geven. 
2) Een tweede relevante implicatie is dat de amplitude en de schedelverdeling van de 
stopgerelateerde N2/P3 componenten nauwelijks beïnvloed worden door de modaliteit maar 
in grote mate door de relatieve frequentie van de stop signalen. Dit bevestigt onze 
hypothese dat deze componenten de werking van de top-down processen reflecteren. 
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3) Een derde relevante bevinding is dat de ERP componenten in de succesvolle en niet 
succesvolle stop responsen op topografisch en functioneel niveau te onderscheiden zijn. De 
schedelverdeling en bronlokalisaties van de succesvolle stop P3 is in overeenstemming met 
eerdere inhibitie studies die een frontocentraal gesitueerde P3 in NoGo trials vonden in 
visuele Go/NoGo taken (Kiefer et al., 1998; Kok, 1986; 1988; Pfefferbaum et al., 1985; 
Roberts, et al., 1994). Dit wijst erop dat naast de NoGo P3 de selectieve vergroting van de 
succesvolle stop P3 in grote mate gerelateerd is aan aspecten van het centrale inhibitie 
proces (De Jong et al., 1990). Het kan echter niet volkomen uitgesloten worden dat de 
fronto-centrale distributie van de NoGo en stop P3 dezelfde processen reflecteren als de Go 
P3 (of P3b) zonder invloed van overlappende factoren opgewekt door negatieve motor 
potentialen op de centrale electroden (Kok, 1986). 
De niet succesvolle stop P3 toonde een meer posterieure schedeldistributie en reflecteerde 
hoogstwaarschijnlijk een variatie aan processen die geassocieerd kunnen worden met 
pogingen om de respons te inhiberen, maar ook met aspecten die gepaard gaan met het 
monitoren van responsen (wanneer de proefpersoon niet in staat was de response te 
onderdrukken). De locatie bleek tevens weinig te verschillen van de locaties die gevonden 
zijn voor de klassieke P3b in visuele oddball taken. Aangezien onze fMRI studies 
aantoonden dat de niet succesvolle stop responsen in de  stoptaak met lage percentage stop 
signalen voornamelijk de insula gebieden activeerden is het mogelijk dat deze structuren 
betrokken zijn in de productie van de P3 in deze conditie.  
De N2 daarentegen bleek duidelijker tot uitdrukking te komen wanneer de response niet 
succesvol gestopt werd, hetgeen aangaf dat de stop N2 niet gelijk mag worden gesteld aan 
de NoGo N2 en de bijbehorende interpretatie van response inhibitie. De resultaten uit dit 
proefschrift suggereerden tevens dat de stop N2 in het bijzonder gevoelig was voor de 
feedback door de stop signalen die een mislukte stop response in het vooruitzicht stelde. 
4) Ten slotte, bleken de fMRI resultaten een goed beeld te verschaffen van de processen die 
geactiveerd werden in de stoptaak. Additioneel vormden deze resultaten een interessant en 
complementair beeld voor de ERP resultaten. Succesvol inhiberen bleek vergezeld te gaan 
met grotere activiteit in de ventrale gebieden die hoogstwaarschijnlijk de verhoogde visuele 
aandacht weergaf als gevolg van het stopsignaal. Afhankelijk van het type contrast, werden 
de frontale gebieden geactiveerd die betrokken zijn bij inhibitoire controle. Wanneer 
inhibitie mislukt was, bleken stop signalen hersengebieden als de anterior cingulate en de 
bilaterale insula te activeren, Deze gebieden zouden betrokken kunnen zijn in de 
verwerking van een foutieve response en/of bij de detectie van een onverwachte 
gebeurtenis in dit geval het stopsignaal.    
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