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We present a study of the inclusive ~/ production based on 300000 hadronic Z ° decays. The measured inclusive 
momentum distribution can be reproduced by parton shower Monte Carlo programs and also by an analytical QCD 
calculation. Comparing our results with low energy e+e - data, we find that QCD describes both the shape and the 
energy evolution of the r/ spectrum. The comparison of q production rates in quark- and gluon-enriched jet  samples 
does not show statistically significant evidence for more abundant production of q mesons in gluon fragmentation. 
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I. Introduction 

W e  repor t  here  on  a m e a s u r e m e n t  o f  inc lus ive  ~/ 

p r o d u c t i o n  at the  Z ° r e s o n a n c e  us ing  the  L3 de t ec to r  

at  LEP. T h e  r/ m e s o n s  are  iden t i f i ed  t h r o u g h  the i r  
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two-photon decays, measured by the electromagnetic 
calorimeter. 

Hadron production in Z ° decays proceeds through 
two main steps: patton shower development from the 
primary qq pair produced from the Z °, followed by 
fragmentation of  the coloured partons into colourless 
hadrons. Measurement of  inclusive t/ production is 
particularly suited for studies of  e+e - hadroproduc- 
tion, since most of  the r/mesons are direct fragmen- 
tation products rather than stemming from decays of  
other particles. 

The measured inclusive ~/meson momentum spec- 
trum is compared with the predictions of  the Monte 
Carlo generators JETSET 7.3 [ 1 ] and HERWIG 5.4 
[2 ]. Both programs implement a parton cascade based 
on perturbative QCD calculations, whereas the non- 
perturbative hadronization phase is described by a 
specific phenomenological model - the string and the 
cluster fragmentation models, respectively. 

We also compare the measured spectrum with the 
analytical calculations performed in the framework of  
the "modified leading log approximation" (MLLA) 
of  QCD [3], in which single and double leading log 
contributions are taken into account and coherence 
effects are included. Complemented with the "local 
parton hadron duality" assumption [3,4], where the 
non-perturbative effects are reduced to normalizing 
constants relating hadronic characteristics to partonic 
ones, the calculated MLLA inclusive parton spectrum 
can be directly compared with the measured hadron 
spectrum. 

Finally, the study of t /product ion  provides a means 
to test the theoretical expectations for enhanced pro- 
duction of  isoscalar mesons in gluon jets [5 ]. To this 
end, we present a comparison of  the t/ production 
rates in quark- and gluon-enriched jet samples. 

2. The L3 detector 

The L3 detector has previously been described in 
detail in ref. [6]. It consists of  a central tracking 
chamber, a high resolution electromagnetic calorim- 
eter composed of  bismuth germanium oxide crystals, 
a ring of  scintillation counters, a uranium and brass 
hadron calorimeter with proportional wire chamber 
readout, and an accurate muon chamber system. These 
detectors are installed in a 12 m diameter magnet 

which provides a uniform field of  0.5 T along the 
beam direction. 

The central tracking chamber (TEC) is a time ex- 
pansion chamber which consists of  two cylindrical lay- 
ers of  12 and 24 sectors, with 62 sense wires measuring 
the R - ~  coordinate. The single wire resolution is 58 
Ftm averaged over the entire cell. 

The material preceding the barrel part of  the elec- 
tromagnetic detector amounts to less than 10% of a 
radiation length. In that region the energy resolution 
is 5% for photons and electrons of  energy around 100 
MeV, and is less than 2% for energies above 1.5 GeV. 
The angular resolution of  electromagnetic clusters is 
better than 0.5 ° for energies above 1 GeV. 

For the present analysis, we use the data collected 
in the following ranges of  polar angles: 
- for the central tracking chamber, 40 ° < 0 < 140 °, 
- for the electromagnetic calorimeter, 11 ° < 0 < 
169 ° , 
- for the hadron calorimeter, 5 ° < 0 < 175 °. 

3. Event selection 

Events collected at center of  mass energies around 
x/~ = 91.2 GeV (88.4 ~< v~ ~< 93.7 GeV) from the 
1991 LEP running period are used for this analysis. 

The selection of  events of  the type e + e -  ~ hadrons 
is based on the energy measured in the electromag- 
netic detector and in the hadron calorimeter. Events 
are accepted if: 
-- Ncluste r ) 15, 

- 0.5 < Evis /v/S < 1.5, 

- IEII I /Evis  < 0.5, E ± / E v i s  < 0.5, 

w h e r e  Evis is the total energy observed in the calorime- 
ters, Eli is the energy imbalance along the beam direc- 
tion, E± is the energy imbalance in the plane perpen- 
dicular to the beam direction, and Scluster is the num- 
ber of  calorimetric clusters with energy greater than 
100 MeV. After excluding the runs with bad beam 
background conditions, 297 300 events passed the se- 
lection cuts. 

We used two sets of  500 000 and 300 000 Monte 
Carlo events generated by the parton shower programs 
JETSET 7.3 [1] and HERWIG 5.4 [2], respectively. 
The values for the QCD scale and the fragmentation 
parameters were determined from fits to our data [ 7 ]. 
The generated events were passed through the L3 de- 
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tector simulation [8], which implements  a detailed 
description of  the L3 detector and takes into account 
the effects of  energy loss, multiple scattering, inter- 
actions and decays in the detector materials  and the 
beam pipe. These events were processed with the same 
reconstruction and analysis programs as the experi- 
mental  data. 

Applying the same selection of  hadronic Z ° decays 
to the simulated events as for the data, we find that 
98% of  the hadronic decays from the Z ° are accepted. 
The contaminat ion from final states e + e - ,  r + z -  and 
hadronic product ion via two-photon processes is es- 
t imated to be less than 0.2% and is neglected. 

By imposing cut (2) photons are accepted only if  
they are detected in the barrel part  of  the electromag- 
netic calorimeter.  The isolation cuts (3) and (4) reject 
background from hadrons. Addit ional  suppression of  
hadron-shower debris faking electromagnetic clusters 
is achieved by requiring the lateral energy deposit ion 
pattern to be consistent with that of  an electromag- 
netic shower, as determined from test beam data. 

The finite granularity of  the electromagnetic calo- 
r imeter  sets a lower bound of  ,-~ 6 ° on the opening 
angle of  detected pairs of photons, which effectively 
limits the energy of  the observed q mesons decaying 
into non-overlapping photons to below about 10 GeV. 

4. Photon selection 

The q mesons are detected through their two-photon 
decay mode as a narrow peak in the Y7 invariant  mass 
distr ibution.  

Photons are recognized as isolated and confined 
clusters in the electromagnetic calorimeter,  a cluster 
being a matrix of  3 x 3 crystals centered on the most 
energetic crystal. An electromagnetic cluster is con- 
sidered as a photon candidate if  it is not matched 
within a momentum-dependent  angular window of 
20-35 mrad with any extrapolated charged track tra- 
jectory, measured in the central tracking chamber. 

The photon energy is calculated from the energy 
of  the cluster by applying a posi t ion-dependent  leak- 
age correction. Assuming that the photon originates at 
the e+e - interaction point,  its direction is determined 
from the geometrical posit ions of  the constituent crys- 
tals, weighted by the corresponding energy deposits. 
The photons used in the q analysis are required to 
satisfy the following cuts: 

(1) E~ > 500 MeV, 
(2) 44.5 ° < 0~, < 135.5 °, 

(3) E,//E25 > 0.90, 
(4) Ehad/E~ < 0.10, 

where E~ denotes the energy and 0y the polar  angle 
of  the photon. E25 is the leakage corrected energy de- 
posited in the 5 x 5 symmetric extension of  the 3 x 3 
crystal array. Ehad stands for the energy deposi ted in 
the six innermost  hadron calorimeter  layers inside a 
cone with half  opening angle of  100 mrad  around the 
photon direction. 

5. Inclusive q production spectrum 

The ~ invariant  mass spectrum is measured using 
photon pairs in which both photons are in the same 
hemisphere defined by a plane perpendicular  to the 
event thrust axis. Most of the photons observed in a 
hadronic Z ° decay originate from n o mesons decaying 
into two photons, the average n o multiplicity being 
close to 10 [9]. To reduce the combinatorial  back- 
ground related to n o decays, we apply the n o selection 
procedure as described in ref. [9], and exclude from 
the q analysis all photons entering into a two-photon 
combinat ion with invariant mass compatible with the 
n o mass within 3a, the observed n o signal having a 
width of  a = 7 MeV. 

Fig. 1 shows the resulting ~y invariant  mass distri- 
but ion in the kinematic region 0.035 < xp < 0.225, 
where xp = P / fbeam denotes the ratio of  the q mo- 
mentum to the beam energy. The fit to the mass distri- 
bution, indicated by a solid line, is a sum o f a  gaussian 
function and a third order polynomial.  The r /peak  is 
centered at 548.3 + 0.6 MeV, has a width of  a = 
16.1 + 0.6 MeV and contains 1848 i 80 q mesons. 
The observed resolution is consistent with the Monte 
Carlo expectation. 

To determine the xp distr ibution of  reconstructed q 
mesons, the measurement  of the invariant  mass dis- 
tr ibution and the fit were repeated for different xp 
intervals. The r/ yield as a function of  the variable 
Cp = In ( 1/xp ) was obtained in a similar way. 

To calculate the differential cross sections, the ob- 
served yields of  q mesons in the data  have been cor- 
rected, bin by bin, for detector effects (acceptance, ef- 
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Fig. 1. Measured two-photon invariant mass distribution. 
The solid line represents the result of a fit to the data using a 
sum of a gaussian distribution and a third order polynomial. 
The dotted line indicates the background. The q signal has 
a width o fa  = 16.1 4- 0.6 MeV. 

suppression procedure. The order of the polynomial 
used to describe the background in the invariant  mass 

fit was varied, as well as the mass range of the fits. 
In addition, in order to study the effect of fragmenta- 
tion uncertainties, we have calculated the q differen- 
tial cross sections with the acceptance derived from 
the HERWIG Monte Carlo event sample. The differ- 
ent contributions to the systematic errors, of which 
the fragmentation uncertainty is the dominant  one, 

were added in quadrature. The resulting systematic 
errors are in the range (12-18 )% and are of the same 

order as the statistical ones. 
The differential cross sections for inclusive q pro- 

duction at the Z ° resonance, normalized to the total 
hadronic cross section ah, are given in table 1 and 
shown in figs. 2 and 3 as a function of the variables 
xp and ~p, respectively. 

6. Comparison to QCD predictions 

ficiency and resolution). The detector correction fac- 
tors were calculated using the JETSET Monte Carlo 

events that were passed through the detector simu- 
lation and reconstruction programs. The t /detect ion 
efficiencies, including the 3 8.9% branching ratio of the 
q meson into two photons, were found to be of the 
order of 1%. The JETSET program was also used to 
compute the correction factors for initial state photon 
radiation, which on average are equal to unity within 
1%. 

Systematic uncertainties in the calculated q differ- 
ential cross sections were estimated by varying the 
r/selection cuts, varying the selection of TEC tracks 
used for veto, and switching off the t~ ° background 

In fig. 2 the measured differential cross section 

(1/~h) da / dxp 

for t /mesons is compared to the predictions of the par- 
ton shower Monte Carlo programs JETSET and HER- 
WIG. The QCD scale and fragmentation parameters 
used in the Monte Carlo programs are determined 
from a comparison to the hadronic event shape dis- 
tributions calculated from L3 data [7]. Within the 
errors, the measured ~/meson production is in agree- 

ment with both Monte Carlo models. 
We also compare the measured inclusive t/spectrum 

with the MLLA QCD calculations, following the same 
method we have applied in the analysis of our n o and 

Table 1 
Differential cross sections for inclusive q production, normalized to the total hadronic cross section. The first errors are 
statistical, the second are the systematic ones. 

xp ( 1/ah ) de/dxp ~p ( 1/ah) da/ d4p 

0.035-0.045 9.19 + 1.38 4- 1.10 1.4-1.8 0.262 + 0.045 4- 0.047 
0.045-0.065 6.48 4- 0.77 4- 0.97 1.8-2.1 0.406 -t- 0.055 4- 0.069 
0.065-0.095 5.20 4- 0.58 + 0.83 2.1-2.4 0.378 4- 0.047 4- 0.060 
0.095-0.135 3.30 =t: 0.42 4- 0.53 2.4-2.7 0.408 4- 0.052 + 0.065 
0.135-0.175 2.61 4- 0.38 4- 0.42 2.7-3.0 0.361 4- 0.047 4- 0.054 
0.175-0.225 1.26 + 0.23 ± 0.23 3.0-3.2 0.384 4- 0.061 + 0.050 

3.2-3.4 0.310 4- 0.060 4- 0.040 
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Fig. 2. The xp spectrum for inclusive r/ production at the 
Z ° resonance normalized to the total hadronic cross section 
in comparison with the predictions of Monte Carlo parton 
shower generators. The errors (vertical bars) include statis- 
tical and systematic uncertainties added in quadrature. The 
horizontal bars indicate the bin size. 
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Fig. 3. Inclusive ~p spectrum normalized to the total 
hadronic cross section in comparison with the analytical 
QCD calculations. Besides the L3 spectrum, results from 
the CELLO and JADE Collaborations are also shown. The 
errors are only statistical. The value of Aeff used in the QCD 
calculation is determined from a fit to the L3 data. 

charged particle spectra in ref. [ 9 ]. We use the MLLA 
expression for the so-called limiting spectrum, which 
is convenient  for numerical  integration and can be 
written in the form 

1 d a  

gh d~p 
- N ( x / ~ ) f ( x / S ,  Aeff;~p). (1) 

There are only two free parameters  in eq. (1): an 
overall normalizat ion factor N, which describes the 
hadronizat ion and depends on the center of  mass en- 
ergy x/~ and on the particle type, and an effective scale 
parameter  A~ff (not directly related to A~--g). Formula  
(1) is valid in the range 1 < ~p < ln(0.5v/s/A~ff). 

Expression ( 1 ) for the limiting inclusive spectrum 
embodies two distinct features: the existence of  a max- 
imum in the ~p distr ibution and a predict ion of  the en- 
ergy evolution of  the posit ion of  the maximum. These 
features, already observed in the analysis of  our n o and 
charged particle data samples [9], are also present in 
the r/data. This is illustrated in fig. 3, which shows our 
measured q differential cross section ( 1/ah) da/d~p, 
as well as spectra measured at a lower center of  mass 
energy [ 1 O, 11 ]. We fit expression ( 1 ) to our data and 
obtain 

N =  0 . 1 3 8 ± 0 . 0 1 1 ± 0 . 0 3 1 ,  

Aeff = 1310 ± 175 + 200MeV,  

~p = 2 . 6 0 ± 0 . 1 0 + 0 . 1 1 ,  

where ~ denotes the posit ion of  the maximum corre- 
sponding to the measured Ae~. The first error on each 
parameter  is statistical and the second one is system- 
atic. The systematic errors have been determined from 
the differences of the fits to the cross section sets used 
to evaluate the systematic uncertainties of  the mea- 
sured inclusive q spectrum. The QCD predict ion for 
v~  = 91 GeV based on the fitted parameters  is shown 
in fig. 3 as a solid line. 

The limiting spectrum (1), evaluated at a center 
of  mass energy of  35 GeV using our measured value 
for Aeff, is valid in the region of  ~p < 2.6. The QCD 
predict ion for the data taken at x/~ = 35 GeV is ob- 
tained from a combined fit to the data sets from refs. 
[ 10,11 ], using the same value of Aerf as determined 
from our data  at v/S = 91 GeV, and with the nor- 
malization factor N as the only free parameter.  The 
MLLA calculation, shown in fig. 3 as a dot ted line, 
reproduces well these measurements.  

We also fit the MLLA function ( 1 ) to each 35 GeV 
data set separately in the region around their max- 
ima, leaving the parameters  Ae~r and N free. The cor- 
responding peak posit ions ~; for the ,7 spectra are 
shown in fig. 4, together with the peak posit ions for 
the n o spectra, as determined in ref. [9] where lower 
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Fig. 4. Energy dependence of the position of the maximum, 
~ ,  in the ~p distributions for neutral pions and r/ mesons. 
The lines represent the QCD predictions. Different points 
at the same center of mass energy are shifted horizontally. 
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Fig. 5. Position of the maximum, ~ ,  in the measured ~p 
distributions for identified particles at v~ = 91 GeV, versus 
particle mass. 

energy n o data from refs. [ 10,12,13 ] have also been 
included. The energy evolution of  the peak posit ions 
is consistent with the QCD formula ( 1 ). The observed 
shift of  the peak posi t ion towards lower ~p values with 
increasing particle mass is also expected by MLLA, al- 
though no specific predict ion exists for it. In fig. 5 we 
plot the posit ion of  the max imum ~ versus particle 
mass for identif ied particle spectra measured at LEP 
[9,14]. The peak posit ion of  the K ° spectrum is close 
to that of  the ~/, both particles having similar masses. 

7. P r o d u c t i o n  ra tes  o f  q m e s o n s  in mul t i - j e t  e v e n t s  

We have studied ~/production in quark- and gluon- 
induced jets  by comparing the product ion rates ob- 
served in the data with the corresponding rates in 
the Monte Carlo event samples. Neither  the JETSET 
nor H E R W I G  Monte Carlo generators implement  any 
mechanism for enhanced isoscalar meson product ion 
in gluon fragmentation. 

In the present analysis, jets in an event are identif ied 
with the LUCLUS jet  finding algorithm [15 ], which 
is based on an unscaled resolution parameter  djoin, 
measured in GeV. The LUCLUS jet  f inder combines 
two panicles  into a cluster if  the transverse momen-  
tum of  either particle with respect to the vector sum 
of  their momenta  does not exceed the djoin value. To 
reject spurious jets, we require the energy Ejet and the 
number  of  the consti tuent calorimetric clusters Neon 
of  the reconstructed jets to satisfy the following cuts:  

- Ejet > 5 GeV, 
- Nco, ~> 4. 

In order to calculate the product ion yields of  t/ 
mesons in quark- and gluon-enriched je t  samples, we 
select events with three or more jets. For  a cutoff  pa- 
rameter  value djoin = 4 GeV, 52% of  the hadronic 
events have a jet  mult ipl ici ty greater than two. Such 
events are used to calculate two yy invariant  mass 
distributions:  one using photon pairs for which the 
nearest jet  to the pair  is the most energetic or the sec- 
ond most energetic jet  in the event, and another in- 
variant mass spectrum calculated with photon pairs 
for which the nearest je t  has an energy lower than 
the second most energetic jet.  From a Monte Carlo 
study of  the nearest jets to photon pairs having in- 
variant  mass close to the t /mass,  we estimate that for 
djoin = 4 GeV the jet  sample comprising the most 
energetic and the second most energetic jets has 75% 
quark jet  purity, and the lower energy jet  sample has 
78% gluon jet  purity. In the Monte Carlo study we 
have considered a jet,  reconstructed at the detector 
level, as a gluon jet,  if  the nearest jet,  reconstructed at 
the parton level, did not contain a pr imary quark or 
ant iquark from the Z ° decay ~1. By fitting the yy in- 
variant mass distributions,  we evaluate the numbers 
of  t? mesons from the quark-enriched jet  sample and 

~J At the parton level, no cut on the energy and on the 
number of the jet constituents was imposed. 
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Fig. 6. Ratio of ~/ yields in gluon- and quark-enriched jet 
samples observed in the data in comparison with Monte 
Carlo expectations (a) as a function of the djoin parame- 
ter and (b) as a function of xp for d j o i n  ~ 4 GeV. The 
errors (vertical bars) include statistical and systematic un- 
certainties added in quadrature. The horizontal bars of the 
data points in (b) indicate the bin size for the two groups 
of points. The Monte Carlo points are shifted horizontally 
with respect to the data points. 

from the gluon-enriched jet sample respectively, and 
calculate the uncorrected ratio of  the observed yields: 

# of t /mesons in lower energy jet sample 
R =  

:~ of t /mesons in higher energy jet sample " 

The ratio R constructed in this way is sensitive to dif- 
ferences in production rates of  r/mesons in quark- and 
gluon-induced jets. We calculate this ratio for both 
data and Monte Carlo events and compare the results 
in fig. 6a, in which R is presented as a function of the 
jet resolution parameter djoin. The points shown in 
this plot are based on overlapping event samples and 
therefore are correlated. The statistical errors on the 
measured values of  R are in the range of  (10-12)% 
( (7-9)%)  for the data (JETSET Monte Carlo) and 
the systematic uncertainties are of  the order of  (5-  
10)% ( (4-9)%)  for the data (Monte Carlo). With 

decreasing the djoi, value the data show higher t/pro- 
duction rates in the gluon-enriched jet sample than 
the Monte Carlo expectations. The observed devia- 
tions do not exceed 2a and originate from differences 
in the rates in the low xp region. This is illustrated by 
fig. 6b, which shows the ratio R calculated for djoin = 
4 GeV in two x~ intervals. 

At x/~ = 35 GeV, the JADE Collaboration has 
looked for differences of  t /production in gluon and 
quark fragmentation by comparing the yield o f  t /me- 
sons in planar and spherical events with the corre- 
sponding yield in two-jet events. The initial indica- 
tion of higher ~/ production rates in events with pla- 
nar or spherical structure [ 16 ] was not supported by 
a later study based on increased statistics [13]. At 
lower center of  mass energies, the ARGUS and Crys- 
tal Ball Collaborations have compared the t /produc- 
tion rates measured in the direct decays of  the Y ( 1 S) 
resonance with the rates in events from the nearby 
continuum [ 12 ]. No significant differences of  t /pro- 
duction rates in three gluon systems, resulting from 
the Y(1S) decays, with respect to the t/ production 
rates in qq events from the continuum, have been 
observed. 

The present analysis also does not provide statisti- 
cally significant evidence for the enhanced production 
of t /mesons in gluon fragmentation, predicted by the 
model in ref. [5 ]. 

8. Summary and conclusions 

We have measured the production of  t/mesons from 
300 000 hadronic Z ° decays. The measured inclusive 
momentum distribution can be reproduced by both 
the parton shower Monte Carlo programs JETSET 
and HERWIG. We also observe that QCD analytical 
calculations provide a consistent way to describe the 
shape and the energy evolution of  the t/spectrum, and 
we measure an effective scale parameter value Ae~r = 
1310 ± 175 + 200 MeV. The results of  the study of  
t/ production rates in quark- and gluon-enriched jet 
samples do not show statistically significant evidence 
for more abundant production of ~/mesons in gluon 
fragmentation. 
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