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9.5.9.3 Received 16 January 1969 

Perceptual and Physical Space of Vowel Sounds 

L. C. W. I'OLS. L. J. Th. x'A• DER KAMP,* AND R. PLOMP 

lnstilute.tbr Pcrcepllon RI'O-T.VO, Soeslcrber•, The .Vetberlands 

Experiments were carried out to investigate the correlation between the perceptual and physical space of 
11 vowel sounds. The signals were single periods out of the constant vowel part of normally spoken words 
of the t313e h(vowel)t, generated continuously by computer. Pitch, loudness, onset, and duration were 
equalized. These signals were presented to 15 subjects in a triadic-cmnparison procedure, resulting in a 
cumulative similarity matrkx. Multidimensional scaling (Kruskal! of this matrix resulted in a three-dimen- 
sional perceptual space with 1.6• stress. The signals were also analyzed physically with -•-oct band filters. 
Principal-components analysis of the decibcl values per frequency band indicated that three dimensions 
accounted for 81.7% of the total variance. Matching the perceptual and the physical configurations to 
maximal congruence yielded an excellent result with correlation coefficients of 0.992, 0.971, and 0.742 along 
the corresponding dimensions. The formant frequencies and levels were correlated also with both 
configurations. 

INTRODUCTION 

The relation between the perceptual differences in 
vowel sounds and the differences in their articulatorv 

and physical properties has received more and more 
attention in recent years. 

Our inability to order the varions vowel sounds along 
a single perceptual scale means that a complex attri- 
bute is involved. The complexity of the attribute can 
be met by a psychological (perceptual) space in which 
each stimulus is represented bv a point. The dimen- 
sionality of the space and the positions of the points can 
be determined by multidimensional scaling. 

An articulatory description of the vowel sounds can 
be given in terms of tongue-h ump position (front-back), 
and degree of constriction (high low)2 Apart from 
some references, this approach is left out of considera- 
tion in this paper. 

The muhidimensional character of vowels is also 

apparent from a physical analysis of the sounds by 
means of narrow- or wide-band filtering. From the re- 
suiting frequency spectra, specific data can be extracted, 
for example, the frequencies (F•) and sound-pressure 
levels (Li) of the formants. In this respect, the work of 
Peterson and Barn%'-' is of prime imporb\nee. They 
fried to relate vowel qualilies with forman\ patterns. 

* Psychological Institute. University' or l.eyden. 
• J. L. Flanagan, Speech Analysis. Synthesis and Percept\ira 

(Springer Verlag, Berlin. 1965), p. 16. 
• G. E. Peterson and H. I,. Barney. "Control Methods used in 

a Study of the Vmvels," J. Acoust. Soc. Amer. 24, 175-184 (1952L 
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Plotting 10 vowels, spoken by 76 persons, in the F•-F._, 
plane showed an overlap for some vowel areas, even 
when consideration was limited to those vowels which 

were tmanimouslv correctly classified by a group of 
listeners. The addition of the frequency of the third 
forman\ as an extra dimension did not greatly- reduce 
this overlapping. Axis transformations applied to the 
three-dimensional representation of the data of Peterson 
and Barney simplified the boundaries, which is of valne 
for developing a computer recognition logic, but did 
not reduce the overlapping (Foulkesa). Welch and 
Win\press • used the saine data to show that it may be 
possible, by app13ing multivariate statistical tech- 
niques, to subdivide the space in an optimal way with 
respect to recognition. An econonfical decision tree can 
then be extracted. About 1.'1% errors remained when 
only the F•-F._, information was used. '0,'it h Fa added, the 
error rate reduced to 9,076, and if the fundamental fre- 
quency and two forman\ levels are taken into account, 
still, an error rate of about 6•o was present. 

The spread of the vowel areas in the forman\ space is 
I)artly due to interindividmd difi-crenccs. When the 
vowels are spoken a number of times by the same person, 
then the corresponding vowel points in the two-forman\ 
plane res\fit in strictIx- bournted areas with no overlap 

a j. D. l'oulkes, "Computer Identification of Vowel T.q•es," 
J. Acoust. Soc. Amer. 33, 7-11 (1961). 

4 p. 1). Welch and R. S. Wirepress, '"Fx•o Multivariate Statis- 
tical Co•nputer Programs and their .kpplicat!on to the Vowel 
Rec.gnition Problem," J. Acoust. Soc. Amer. 33. 426-434 f1961). 
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(Potter and Steinberg:'; l"antS). In this respect, it 
would bc of great interest if a speakcr-dcpendcnt cor- 
rection could be found. Particular experiments suggest 
that a specific "reference space" is built up in the coursc 
of speech perception, a space which depends on the in- 
cnming speaker-dependent information (l.adcfoged 
and Broadbents). Getstmon, s adopting the data of 
Peterson and Barncy', z introduced a speaker normaliza- 
tion based on only three vowels, resulting in :L two- 
dimensional representation in which nearly all vowels 
were distinguishable (97.5%). Actually, hc used at 
third dimension to distinguish !he vowel [:r] from the 
rest of the vowels. This had bccn suggested previously 
by Potter and Steinberg.:' 

Another approach to studying the characterislics of 
vowel spectra was introduced by lqomp, I'ols and 
,,'an de GccrY A dimensinnal analysis was carried out on 
frequency spectra, determined with •-oct band fihcrs, 
of 15 Dutch vowds spoken by 10 subjects. Of the totiLl 
variance, 84.1% could be "explained" by four factors. 
Using the shortest distance between the indMdual 
points and the mean vowel positions in this four 
dimensional space as a criterion, 90% correct identifi- 
cations resulted. This value reduced to 85% when three 
instead of four dimensions were used. Comparable data 
reduction techniques, involviug the use of dimensional 
analysis, h•a'c recentIx' been described by Bochm and 
Wright TM amt Liet al. u 

From these and other measurements (e.g., Font';), 
we may conchide that at least three dixnensions are 
necessary to describe the vowel sounds physically. It 
may be expected that the perceptual space is related to 
the physical space, since at least some of the physical 
dimensions must correspond to the way in which 
subjects discrimimtte between stimuli (Wilson and 
Sapnrta"-'). The minimal number of physical dimensions 
required to describe the differences between x'nwel 
soumls can be considered as an indication of the munber 

of perceptual dimensions required. Thus, one can also 

ø R. K. Potter and J. 12. Steinberg, '"It)ward the Specification 
of Speech," J. Acoust. Sac. Amer. 22, 807-820 (19501 

a C. G. M. Font, "Acoustical Analysis and Sy-nthesis oI Speech 
with Applicatiou to Swedish," Ericsson Tech. 1, 1-108 (1959). 

• P. Laderaged anti D. E. Broadbent, "Information Conveyed 
by Vowels," J. Acoust. Sac. Amer. 29, 98 104 (1957). 

a L. J. Gerstman, "121ossification of SelLXormalized Vm•els," 
IEEE 'Frans. on Audio 16, 78-80 (1968). 

• R. Plomp, L C. W. Pals, and J.P. van de Gecr, "Dimensiomd 
Analysis of Vowel Spectra," J. Acoust. Sac. Amcr. -11, 707-712 
(1961). 

•0j. F. Boehm and R. D. Wright, "i)imensional Analysis and 
Display of Speech Spectra," J. Acoust. Sac. Amcr. $•, 386(A) 
(1968•. 

"K. P. Li, A. S. 1touse, and P. W. I lughes, "Vowel Classilica- 
lion using a Dispersion Analysis Method," J. Acoust. Sac. Amer. 
44, 390(A) (1968). 

•aK. Wilson and S. Sapnrta, "l,inguistic Organization." in 
Psycholinguisli½s. ,1 Survey of lite Theory und Re•ear• It l'roblents, 
C. E. Osgood and T. A. Seboek, Eds. ([ndiana University Press, 
Blnomington, Ind., 19651, pp. 77 83. 

expect that il perceptual specification of vowel souuds 
must comprise about three dimensions. 

in specifying vowel souuds in terms of distinctive 
featu,'es, one needs four to describe them well: 
acute'grave, fiat plain, compact daft'use, and tense. lax 
(tlcmdal aud Hughes':'). Cohen el al. '4 found that, apart 
from specific formant bandwidths, ,tt least the three 
factors F•, F._,, and duration had to be combined in an 
optimal way for maxinud recognition of synthetic 
vowels. From a confusion experiment with low-pass- 
filtered vowels, Miller':' concluded that the slm•e three 
features a,'e •wcessarv to specify every sound on at 
himtry scale. lie studying perceptual confusions among 
12 vowels mas•'ed with noise, Pickett •a found the same 
three features In be the most important ones, and to a 
lesser degree, rckttivc intensity. Hanson • found, in 
scaling experiments with Swedish vowels, three per- 
ceptual dimensions. Two of these dimensions were 
related tn Ft and F..,, its well its to the distinctive features 
acule grave and diffuse campool. The meaning of Ihc 
third dimension was less clear; he called it the per- 
ceptual contrast factor. Mohr and Wang •s determined 
similarity matrices for vowels by aid of a paired- 
comparison proccdnrc aml coupled the rank order of 
the simihtritv indices with physiological features (high, 
mid, labial, pali, tal, nasal). Sonic of Ihcse features had 
significant effccls on Ihe similarity scores. 

From this brief survey o the literature we fan con- 

elude that vowel sounds have a nmllidimcnsional 

character. At least three factors can be derived which 

must be related Io acoustical, articulatory, and linguistic 
features. In most of the articles mentioned, this rela- 

lion is indicated in an orblira D' way, such as by cant- 
paring the rank order of the stimuli along a perceptual 
dimension wilh one or analher feature. By optimal rota- 
tion of the conliguration and mathematical inatching 
techniques the relation between perceptual and physical 
dimensions can be examined more thoroughly. We 
decided to study this relation by applying the most 
adwtnced (in our opinion) techniques for perceptual 
and physical analyses and data processing. 

•a j. F. Hemdal and G. W. Hughes, "A Feature-Based Computer 
Recognition Progntm for the Modelling of Vowel Perception." 
in Proceedings of the S3,,posittm on Madds for the Perceplion 
.ffpeech and I'isual Form IMIT Press, Caml•ridge, -Mass., 1967). 
I'P- 440-452. 

n A. Cohen, I. IL Slis and J. 't 1Iart, "On Tolerance aud In- 
/alerance in Vowel Perception," l'honetica 16, 65-70 (19671. 

•a G. A. Miller, "The Perccl,tion of Speech," in For R. Jakob.x½, 
Essays on the Occasion o_f his Sixtieth Birlbday, M. Halle el al., 
Eds. (Mouton and Company. 's-C-ravenhage, The Netherlands 
1956), pp. 353-359. 

•r j. 3,1. Pickett, "Perception of Vowels Heard in Xoisc, Various Spectra," J..\coust. Sac. Amer. 29, 61.t 620 (1957). 

•: G. Hanson, "Dimensions in Speech Sound Perception. 
I';xperimental Study of Vowel Percel•tion." Ericsson Tech. 23. 
t 175 (1967). 

•a B. Mohr and W. S. I[. Wang, "l'crceptual Distances aml the 
Specification of I'honological I"eaturcs," Phonetica 18. 31 45 
I 1968). 

The Journal at the Acoustical Society of America 4.59 
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I. PERCEPTUAL ANALYSIS 

A. Introduction 

The aim of a perceptual analysis is to determine a 
psychological stimulus space on the base of observa- 
tions concerning the rdative similarity of the stimuli. 
Some of the methods used in the field of psycho- 
acoustics are: 

(1) Short-term recall. •9 This is an interesting tech- 
nique in which the subjects are asked to repeat, suc- 
cessively, a number of presented stimuli, followed by a 
recall of the total set. On the basis of the errors made, 
an error matrix can be determined, which provides in- 
formation about the coding mechanism. This coding 
mechanism includes, however, the memory function, 
in which we are not presently interested. A further dis- 
advantage of this technique is that it is unsuitable for 
stimuli that cannot be easily denominated. 

(2) Scaling based on perceptual confusion2 a.ø'ø V/ith 
tindistorted signals, perceptual confusions will be rare. 
Therefore, some sort of distortion has to be introduced 
to prevent too many empty cells in the error matrix. 
This can be a serions disadvantage. The mathematical 
techniques required to deduce a percepthal space from a 
confusion matrix are still in development. Special dif- 
ficulties are related to asymmetry and response bias in 
such matrices. Usually the information in an error 
matrix is partly used by looking only to the trend of the 
confusions (e.g., Picket0•). •Ve, in fact, also nsed the 
method of perceptual confusion to determine a per- 
ceptual space. Because of the variety of possible tech- 
niques for handling the confnsion data, these results 
will not be inclnded in this paper but will be published 
separately? In that article, attention will also be given 
to methodological issues. 

(3) Semantic scaling? '-"• In this procedore. the 
subject has to associate presented stimuli with a 
set of bipolar adjectival scales (semantic differential; 
Osgood•). The subject's task is to iudicate for each 
stimnlus on, for instance, a seven-point scale, which of 
the polar terms, and to what extent, applies to the 
stinmlus. The main drawback of this technique is that 
the subjects are forced to judge the stinmli in terms of 
prescribed bipolar scales or verbal categories. Such 
categories may well be different from his auditory im- 

'• w. A. Wickelgren, "Distinctive Features and Errors in Short 
Term Memory for English Vowels," J. Acoust. Sac. Amer. 38, 
583 588 (1965). 

•o W. E. Castle, "The Effect of Narrow Band Filtering on the 
Perception of Certain English Vowels," Janua Linguarum, Series 
Practica 13 fMouton and Company, 's•Gravenhage, The Nether• 
lands, 1964). 

n L. J. Th. van der Kamp and L. C. W. Pals. "Perceptual 
Analysis from Confusions among Vowels" (to be published). 

'• L. N. Solomon, "Semantic Approach to the Perception of 
Complex Sounds," J. Acoust. Sac. Amer. 30, 421-427 (1958). 

aaj. p. van de Geer, W. J. hi. Levelt, and R. Pinrap, "The Con- 
notation of Musical Intervals," Acta Psychnl. 20, 308-319 (1962). 

• C. E. Osgood, "The Nature and Measurement of Meaning," 
Psychol. Bull. 47, 197-237 (1952). 

pression. Furthermore, the preselection of component 
scales restricts the final solution of the analysis. 

(4) Direct scaling by ratio estimation27 In direct 
scaling, the magnitude of similarity or dissimilarity 
between pairs of stinmli is judged on a numerical or 
graphical scale, whether or not the pair is in relation to 
a standard stimulus pair. Our e.vperience is that un- 
trained subjects often find it difficult to make consistent 
judgments, resulting in a large spread in their responses. 
Hanson, • using both direct (ratio estimation) and 
indirect (triadic comparison) scaling techniques for 
different numbers of vowels in the stimulus sets, found 
no essentially different results. The published individual 
results of the direct ratio estimations, however, suggest 
large interindividual differences. He made no attempt to 
study the specific interindividnal differences by using, 
for example, a technique proposed by Tucker and 
M essick? • Besides the fact that human observers con- 

sider it easier to provide information at an ordinal level 
than at a ratio level, an objection of quite another type 
can be made against the direct use of ratio-judgment 
results in multidimensional scaling techniques (i.e., 
transforming the observed (dis)similarities into scalar 
products and then factor analyzing these products). 
The objection concerns the strong assumptions to be 
made to justify the application of factor-analytic 
techniques. 

(5) Scaling based on triadic comparison? • In this 
method, an extended form of paired comparison, one 
has to decide, for each possible subset of three stimuli, 
which pair is most similar and which pair is least similar, 
without further indicating the degree of similarity. 
Moreover, the subjects are not obliged to make their 
judgments in relation to specific categories. Subjects 
consider this decision task to be rather simple, and 
hardh' any instructions need be given. This technique 
thus has some essential advantages over other scaling 
methods. 

B. Method 

()n the basis of the foregoing consideratious, we 
decided to collect our similarity data by the method of 
triadic comparison. Front the single decisions of the 
subject, a similarity matrix is built up in the following 
wax-. The subject, presented with a given triad, has 
to select the pairs of stimuli that are, in his opinion, 
most similar and most dissimilar. Now the three pairs 
of triads can be ordered with respect to similarity. 
The most similar pair receives two points; the inter- 
mediate pair, one point; and the least sinfilar pair, no 
point. These scores, cumulated for all triads, restlit in a 
similarity matrix in which every cell contains the 

•s L. R. Tucker anti S. Messick, "An Individual Difference 
Model for Multidimensional Scaling," Psychometrika 28, 333-368 
(1963L 

za W. J. hi. Levelt, J.P. van de Geer, and R. Pinrap. "Triadic 
('omparison of Musical Intervals," Brit. J. Math. Star. Psychol. 
19, 163-179 (1966). 
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I-[,._ I. ];I,•ck diagram of Ihc cxpcrimenlal 
.srlup. 

•ESPONSE T•PE 

number of times a pair is judged more similar than the 
other pairs. A large wtluc, therefore, means a very 
similar pair; in other words, a perccptually short dis- 
tancc, and a small value means a highly dissimilar pair. 

The similarity judgments of the subjects have to be 
transformed into distances in ;t perceptual space. The 
nature of the relation between similarity indices and 

interpoint distances is more or less artfitrary. Torgcrson -'* 
used the law of comparative judgment tn relate the 
proportion of times that Stimulus k is judged closer to 
Stinnfius i than to j, to the corresponding tliffcrcnccs in 
distances between k-j and i-k. The only assumption 
made by Kruskal, TM who worked out the ideas of 
Shepard, a• is that of a monotonic inverse relationship 
between intcrFoint distances and similarity indices. 
The character of this relation is not further restricted. 

This assumption means only that, if the similarity index 
of one pair is smaller than that of another one, the 
interpoint distance of the first pair in the multidimen- 
sional representation must be larger than the distance 
of the latter pair. Therefore, the absolute values arc not 
ilnportant, only the rank order. Other possibilities of 
analyzing our data would have been those prol;oscd by 
Guttrash and Lingoes. The programs required for such 
analysis, however, were not yet available; furthermore, 
there are indications that in regard to the final con- 
figurations the different methods give similar restilts 
(e.g., Lingoes'•ø). 

The multidimensional-scaling computer program, 
originally described by KruskaP • and adapted by us for 
our computer, starts with an arbitrary configuration 
in a number of diracnsions chosen beforehand, calculates 

z• W. S. Torgerson, Theory and Meltrods of Scaling (John Wiley 
& Sons, Inc., New York, 1958). 

as j. B. Kruskal, "Multidimensional Scaling by Optimizing 
Goodness of Fit to a Nonmetric H•l•othesis," Psychometrika 29, 
1-27 (1964). 

a R. \% Shepard, "The Analysis of Proximities: Multidimen- 
gional Scaling with an Unknown Distance Function," Psycho- 
metrika 27, 125-140, 219-246 (1962). 

aaj. C. Lingoes, "Recent Computational Advances in Xon- 
metric Methodology for the Behavioral Sciences," in Proceedings 
of lhe International Symposiu•n: Mathematical and Computational 
Mrelhods in the Social Sciences (International Computation Centre, 
Rome, 1961). 

a•j. B. Kruskal, "Nonmetric Multidimensional Scaling: A 
Numerical Method," Psychometrika 29, 115-129 (1964). 

the distances between the points in this configuration, 
,end makes a scatter diagram with the similarity 
indices along one axis and the calculated distances 
along tile other. Then, a monotonic regression of dis- 
tancos upon silnihtritv indices is performed, and the 
residual variance, after suitable normalization, is used 
as a quantitative measure of "goodness of fit," called 
siress. In fact, the stress is the sqnarc root of a residnal 
Stem of .',elLlares, ¾. hich can he expressed as a percentage. 
II 3' changint[ tile conliguration in an iterative way by 
the method of sleepest tiescent, a configuration with 
a minimal value for the stress can be obtained. The 

conliguration with minimal stress gives those coordi- 
nates of the points, in the desired number of dimensions, 
whose rank order of distances fits best with the rank 

order of the similarities. An interpretation of the 
amount of stress is a matter of intuition and experience 
(l{oskanla-ø), and tin objective criterion for evaluating 
the stress cannot be given. it depends on the kind of 
data and the number of dimensions. A comparison with 
the distribution of stress percentages found by analysis 
of random data can be an indication for decidingwhether 
a stress value for a given coufiguratiou is significant or 
not (Wagenaar and Padmosaa). Neither is there an 
objective way of determining tile number of dimensions 
concealed in a given similarity matrix. The usual 
criteria in the Kruskal technique are: (1) looking for 
"elbows" in the curve that represents minimal stress 
as a function of the number of dimensions and (2) 
the interpretability of the coordinates. According to 
Kruskal, •-s "it is reasonable to choose a value of the 
dimensionalley which •nakes the stress acceptably small, 
and for which further increase in dimensionalit3- does 
not significantly reduce stress." 

C. Experimental Setup 

As stimuli, 11 vowel-like sounds were used. These 
signals were derived by taking one period out of the 

a• E. E. Ch. I. Roskam, ".Metric Analysis of Ordinal Data in 
Psychology," thesis, University of Leyden (1968). 

aa W. A. Wagenaar and P. Padmos, "The Significance of a 
Stress Percentage Obtained with Kruskal's Multidimensional 
Scaling Technique," Rep. No. IZF 1968-22, Institute for Percep- 
tion RVO-TNO, Soeslerberg, The Netherlands (1968). 

The Journal of the Acoustical Society of America 461 
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TAIU,E I. Cumulative similarits' matrix of I 1 vowel-like snunds 
(15 subjects). 

[,•] D] [o] In] [y] [i] [4 [•'] [o] [•] [e] 

[m] --- 168 140 115 145 100 108 250 180 145 201 
[a] --. 162 152 116 51 09 144 230 158 130 
[(•] -.- 99 87 78 205 144 195 209 130 
[u] ..- 208 78 66 94 144 141 85 
[3'3 ... 155 68 134 106 118 83 , 
[i] -.- 70 •5 57 9• to4 
[a] --- 122 141 187 127 
[•] .-. 156 150 225 
[o] ... •63 
Ec] ... 16o 

constant vowel parts of 11 CVC words of the type 
h(vowel)t, spoken by one of the anthots. The vowels 
used were [ce], [a], In], [u], [y], [i], [a], [4•3, [o], 
[e], and [e] (IPAa4), which are in written language the 
Dutch vowels u, o, a, oe, ut bie, aa, eu, oo, e, and ee, 
respectively. In order to make it possible to cut one 
period out of the spoken words, each word was sampled 
(eight bit) via an analog-to-digital converter (ADC) 
with a rate of 20 000 samples per second, and all 
samples were stored in the memory of a digital com- 
puter (DEC PDP-7). By means of a simple machine- 
langnage program it was possible to generate every 
wanted part of the stored word via a digital-to-analog 
converter (DAC). A low-pass illtel- with a cutoff' fre- 
qnency of 10.7 kHz and a slope of --42 dB per oct 
filtered out the 20-kHz s,•nple h'equency. In this way, 
one specific period, of about 8 reset, taken front the 
spoken word, could be repeated continuously. 

Since we wanted to reduce the number of physical 
parameters of the sounds as much as possible, the signals 
were modified in such a way that only the information 
present in the freqnency spectrum was varied. The 
fnndamental frequency' of the signals was equalized by 
resampling each signal in such a way that we got the 
same number of samples (162) for all vowel periods. 
This resulted in a fnndamental freqnency of 123.5 Hz 
for the vowels. The first sample of the vowel periods was 
on, or in the neighborhood of, the zero line, thus 
minimizing the onset transients as far as possible. By 
repetition of one period a fixed nulnber of times, the 
duration of all signals was made exactly the same 
(405 msec). Five subjects matched the loudness of all 
stimulus pairs in order to determine the mean loudness 
deviations. By correction of the amplitudes, the Iond- 
ness levels of all 11 stimuli were made equal. Applying 
the above described procedure, we obtained stimuli that 
sonnded like sustained vowels. The essential informa- 

lion necessary to generate these stimuli now only con- 
sists of one-period samples. Eleven of these sampled 

•'• International Phonetic Association, The Principle of the 
International Plwnetlc Association (Department of Phonetics. 
University College, London, W. C. 1, 1967). 

80 

I 

-40 0 40 80 -I•0 -/.0 4O 80 

Fro. 2. Projections of the I1 stimulus points on two perpen- 
dicular planes of the three-dimensional perceptual space. 

periods constituted the whole listening material; this 
material could easily be stored in the memory of the 
computer and generated at request by asking for the 
number of the signal. The stimuli were presented hi- 
mrurally (Beyer headphones DT-48) at a sensation level 
of 50 dB, in a quiet room. 

Application of the computer as a stimulus generator 
has the great advantage that the stimuli are momen- 
tarily available in any wanted order. The use of tape 
recorders, as done by others (Hanson, • Knopsaa), 
involves the restriction that the stimuli per triad have 
to be presented after each other in a fixed order. 

In our setup, the whole triadic experiment is con- 
trolled by the computer (see Fig. 1). A paper tape is 
read in, on which the numbers of the signals for all 
triadic combinations are available in a random order, 
with the constraint that no two successive triads have 

any pair of stimuli in conunon. If the triad with the 
stimuli i, j, and k has to be compared, each of these 
stimuli is generated by request of the listener. For that 
purpose the subject pushes one of three stimulus buttons 
located at the vertices of an equihtteral triangle. By 
operating the three buttons, he can listen in any order 
to the three different stimuli (maximal duration, 405 
msec; the subject can, however, switch to another 
stinmlus within this 405 reset). When he has decided 
which pair is, in his opinion, most similar, he pushes the 
response button positioned between the two stimulus 
buttons corresponding to the two stimuli. He does the 
same for the most dissimilar pair. His responses are 
automatically recorded with a teletypewriter and 
punched out on a response paper tape. Immediately 
thereafter, the code for the next triad is read in and the 
subject can compare the stimuli of that triad. In this 
way, one needs about 1 h to judge all 165 triads that are 
possible with 11 signals (11.10.9/3.2.1). During the 
experiment, the presence of an experimenter is not 
necessary. The similarity judgments of the subjects are 
gathered in a similarity matrix. This matrix is the input 

a• L. Knops (personal communication), Catholic Univ., Dep. 
Psychol., Leuven, Belgium. 
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TABLE If..Minimal stress percentages of 15 subjects in thrcc 
and four dimensions. 

Suhject Minimal stress in 
dim. 3 dim. 

I 3.2 4.0 
2 3.4 4.1 
3 2.4 4.2 
4 1.8 4.4 
5 1.3 4.1 
6 0.9 2.9 
7 4.2 5.4 
8 3.0 3.4 
9 4.3 7.4 

10 1.6 3.9 
11 6.6 7.0 
12 5.5 8.8 
13 5.0 8.3 
14 5.7 10.5 
15 5.4 6.9 

Cumulative 0.5 !.6 

' I ! 

I ' 

-20 W 

-30 -20 -10 

--y•r I 'Y 
I 

0 I0 20 30 -20 -10 0 10 20 

FIG. 4. Posilions of the 11 signals in the physical 1 If and 
I-Ill planes. 

for the Kruskal multidimensional-scaling program which 
determines the spatial configuration with interpoint 
distances that best fit the similarity indices. 

D. Results 

Fifteen subjects (four fentale), all with nornml hear- 
ing and between 20 and 30 years old, participated in the 
triadic comparison. Each subject judged 165 triads 
presented in a random sequence, yielding as data 15 
similarity matrices. By summation, one tunrelative 
matrix was determined, which is presentffl in Table I. 
With the Kruskal multidimensional-scaling program, a 
three-dimensional configuration with a minimal stress 
value of 1.6% was fouud. With a four-dimensional con- 
figuration, the minimal stress value was 0.5% and in 
two dimensions, 8.2%. On the basis of the criteria 
mentioned in Sec. I-B, the three-dimensional configura- 
tion was chosen for further analysis. In Fig. 2, the 
positions of the points in this configuration are given 
as projections on two perpendicular planes. The orienht- 
tion of the coordinate axes is not mathemalicallv 

t00, 

80 •- ß • • • -• 

c- 60 I-- /* 
v • 

of, , ß , 
I I1 I• lit • llI vn vrn 11 

Fro. 3. Percentages of the total variance explained by lhe com- 
puted new dimensions. 

unique; therefore, suitable rotation of this configuration 
is permitted. 

Also, the individual similarity matrices were analyzed. 
The minimal stress values in three and four dimensions 

are gathered in 'Fable I'[. We were interested in the 
question of whether iuterindividual differences in the 
perceptual slructure would merge, after suitable rota- 
tion, iu some cronpromise position. Such an analysis. 
however, would destroy individual differences 
(Mc(;eea"). {lternative approaches that would preserve 
interindividual differences are suggested by Tucker and 
Messick -"• and by llc(;ee. '•r Research in this line is still 

in progress. To get an estimate of the homogenei U of 
the similarity ratings of the subjects, the (15X55) 
matrix, with the similarity indices per subject on the 
rows, wits analyzed according to a theorem by Eckart 
and Young (see Ref. 2,5). As a result, it was concluded 
tentatively that one factor accounted for the differences 

in similarity' ralings, i.e. lhat the similarity judgmenls 
of the subjecis were honmgencous. 

II. PHYSICAL ANALYSIS 

In order to determine the physical space of the used 
signals, the continuonslv generated sinrods were 
analyzed with l-oct band filters (Briiel & Kjaer spec- 
trometer 2112); below, we also discuss some other 
analysis technklues. As pointed out in an earlier article 
(Piomp el a/.ø), this baudwidth was chosen because it 
agrees rather well over a large frequency range with the 
critical bandwidth of the cat's analyzing mechanism 
(Plomp and Mimpena*). The sound-pressure levels in 
decibels in the 18 frequency bands constitute an 
(11X 18) data matrix. In terms of a geometrical model, 
we can say that the sound spectra of the I 1 vowels result 
in a set of 11 points in an 18-dimensional space. These 

a•V. E. McGee, "Multidimensinnal Scaling on N Sets of 
Similarity Measures: A Nonmetric Individual Difference Ap- 
proach," *lultivariate Behavioural Res. 4, 233-248 (1968). 

•* R. Plomp and A.M. Mimpen, "The Ear as a Frequency 
Analyzer. II," J. Acoust. Soc. Amer. 43, 764-767 (1968). 
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'l'x•:[E 1II. Formant frequencies in hertz, and levels in decibels, 
for the 11 used vowel-like signals. 

bh b'• 1', L• L• L:, 

l-eel 500 1450 2150 37.5 22 15 
[o] 500 750 2750 33.5 29.5 9 
i-a] 720 950 2850 34 31 9.5 
[u] 250 620 2050 35 33 5.5 
[.x-• 250 1600 2720 37.5 26 14 
[i] 250 2100 3100 35.5 23 21 
is] 990 1450 2550 34 26 4.5 
I-4;] 495 1520 2220 35.5 20 18.5 
[oJ 550 920 2595 33 26 2.5 
I-e-I 740 1800 2600 35 22 10.5 
[e-] 495 210t) 3300 36 19.5 4 

points can always be described in a 10-dimensioual 
space. 

I t is of interest to determine the minimal number of 
dimensions required to describe the data without loss 
of too much information. The maximal variance in any 
of the original dimensions was only 15%. Principal- 
components analysis (Horst '•s; I Iar•nan TM) was performed 
with the following results. The first factor (new dimen- 
sion 1)explained 46.6% of the total variance; the second 
one, 21.4%; and the third one, 13.6%. This means that, 
in three dimensions, 81.7% of the total variance could 
be exphtined. With four dimensions, the figure rose to 
89.6•o, and with five dimensions, to 94.1)% (see Fig. 3). 
It is clear that the increase in variance accounted for 

by taking a more than three-dimensional solution is 
relatively small. So, for fnrther analysis and for com- 
parison with psychological and other t)hysical struc- 
tures, mainIv the three-dimensional solution was chosen. 

A representation of the points in the I-I1 and I-I11 
plane of the physical space is given in Fig. 4, with the 
center of gravity of the set of points at the origin. 
This configuration is somewhat different from the one 
found in earlier experiments (Plomp et al?). Partly, the 
ditterence can be explained by an interchange of 
Dimensions I and II. Moreover, the signals used do not 
necessarily represent the average Dutch vowel sounds 
by which name the 3' are described in this article, owing 
Io the use of only one period out of vowels spoken by 
only one person. This does not mean, however, that the 
signals were not recognizable as the appropriate vowels. 
Despite the modifications that were carried otlt on the 
sounds, and despite their isolated presentation, 10 of 
the 11 signals were practically unanimously denom- 
inated by 15 subjects as the vowels which were origi- 
nally pronounced. The opinions about the 11th signal, 
i-el, differed. 

TABLE IV. Correlation coefficients between formant frequencies 
and levels for the ll vowel-like sounds. 

l:t L• F._, L._, Fa L.: 

1"• .... 0.4677 --0.0282 --0.0605 --0.4088 0.0055 
Lt --- 0.5338 --0.4545 --0.0907 0.5287 
œt .... 0.8353 0.4271 0.5124 
L• .... 0.2229 --0.3702 
F• .... 0.0545 

The line spectra of the signals were also computed, 
with a method described by Ralston and Will2 ø From 

the structure of these spectra, we determined the for- 
mant frequencies and levels. The formant levels were 
defined as the decibel values of the formant peaks rela- 
tive to an arbitrary zero level. This information is snm- 
marized in Table III. The linear r•ression between 
these variables was determined in order to get an idea 
about the interdependency' of these variables. The cor- 
relation coefficients are given in Table IV. Frmn these 
coefficients, we may conclude that, for this group of 
signals, F• and /%_ are independent, and F,_ and L._, are 
highly correlated. We can demonstrate the dependency 
between the different factors by a principal-components 
analysis of an (11X6) data matrix, consisting of the 
numbers given in Table III, but then normalized per 
dimension (equal variance along the axes). Three new 
factors already explain 86.3% of the total variance. 

It is, of course, most interesting to find out whether 
the physical dimensions extracted from the results of 
the -•-oct analysis can be related with the formant fre- 
quencies and ]evels. For that, we used the canonical- 
matching procedure • that is originally described bx 
Cliff 4• under the name "orthogonal rotation to con- 
gruence (Case 1)." This procedure makes it possible to 
determine an optimal relationship between two sets of 
variables, e.g., the physical versus the formant con- 
fignration. In order to derive a maximal congruenc% 
both configurations are transformed orthogonally in 
such a way that the cowtriance between projections of 
the points of both configurations on corresponding axes 
is maximal. This means also that the sum of the squares 
of the distances between corresponding points is mini- 
mized. One way to express the degree of correspondence 
is in terms of correlation coefficients computed for 
corresponding orthogonal axes. As far as we know, no 
significance tests for such correlations exist. The coeffi- 
cients resulting out of a matching of the F•-Fo. plane 
with the three-dknensional physical configuration 
(81.7% explained variance) are 0.974 and 0.816. 
Matching with the six-dimensional physical space 
(96.6% variance) raises these coefficients to 0.985 and 
0.981. Projections of the points on the superimposed 

• P. Horst, Factor Analysis of Data Matrices (Holt, Rinehart 
and Winston, Inc., New York, 1965). 

a• H. H. Harman, Modern Factor .lnalysis (The University of 
Chicago Press, Chicago, 1967). 

•0 A. Ralston and H. S. Wilf, Mathematical Methods far Digital 
Computers (John Wiley & Sons, Inc., New York, 1958). 

n X. Cliff, "Orthogonal Rotation to Congruence," Psycho- 
metrika 31, 33-42 (1966). 
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I:1c. 5. Positions o[ the points when the Fr F; configoralion 
el i.• malched maximall)' wilh Ihc six dimensional physical con- 

tiguralion la). The original oricnlation of the I;• and 1"• axes 
art' alqn •Jven. 

planes are given in l:ig. 5. It is apparcnl that there is ;t 
ktrgc correspondence between holh conligurations, 
which brings us to lhc conclusion that the F• and F• 
information is abnost complctd3 present in onr muhi- 
dimcnsiomtl physical representation, despite the facl 
•hat that one is derived from a broad-band (•-oct) 
analysis. The correspondence with the two dimensional 
l)hysical space (68.0• xrariancc) al)pcars tO be less good, 
thus indicating that if one wanis to describe the spectral 
information of vowel sounds as positions of points in a 
plane, the F]- F• plane is not the most proper one. 

in order toprovide the relation between all formanl 
frequencies and levels and the physical space, we ascii 
the muhiplc-corrclation technique. 4• 4:• This implies that, 
in a nmltklimensional space (e.g., physical), direc- 
tion is (totermined which correlates n]aximallv with a 

reference vector, being one of the outsi(tc variables 
fe.g., F]). The muhiple correlation coc•cicnt dclines 
the measure of correlation. This procedure is carrie(I 
out for all formant frequencies and levels individualIx. 
The concerning multiple correlation coefficients are 
•iven in the last column of Table V for the three 
dimensional physical space, and in Table VI for the 
six-dimensional physical space. The p values indicatin• 
the level of statistical significance of these correlations 4• 
are also given. The resttits show that it is possible to 
find, in the three-dimensional physical space, directions 
which are highly correlated to F=, F•, and La. For F] 
and Fa, we already knew this from the canonical 
matching. The correlations and the significance levels 
were still improved in the six-dimensiomd physical 

a T. W. Anderson, An lnlroduclion lo Multivariate Stutlsticd 
Analysis {John Wiley & Sons, Inc., New York, 1958). 

•J. P. van de Geer, Inleiding in de thdtivariale Analyse 
(Van Loghum Slatems..•nhem. The Netherlands. 19671. 

"Rcf. 42, p. 92. 

T.•.IILI-; V. Corrclatinn cocfiicicnts between the projections of 
the points on the vectors corresponding maximalh- to l:i and L; 
in lhe three-dimensional physical space. The muh[ple correlation 
coelfic/cnts are given in the last cnlumn (significance: ++ 
p-0.01, +p:0.05, n.s.-n.t .gnificantL 

I.• F• L• L l.a coofl. 

0.1781 --0.1656 11.5!72 0.0042 --0.5,386 0.938 -t-• 
- - ß 0.½,•736 0.gll/ 0.8353 0.9251 0.860 + 

ß .- 0.8432 --0.6o02 0.8050 0.344 n.s. 

.... 11.8208 0.9950 0.•40 ILs. 

.... 0.1440 0.839 + 

space. No directions wcrc found which correlated 
significantly with Fa, Lt, and L:i. The next question 
is if thtsc "images" of Ihe onlside variables are inde- 
penalertl, or perhaps more or less associated. An 
appropriate mc:tsure for lhat is the correlation between 
the projections of the points on the vectors correspond- 
ing maximally to the outside variables. These correla- 
tion coefficients are given in Tables V and V[. It is quite 
clear that there are, at least for this group of stimuli, 
only two independent factors, hcing F• and F._,. L._, is 
negatively correlated to F._,. These relations already 
existed in the original formant frequency and level 
(lata (Table IV). It is, however, interesting that they 
can he found hack in Ihe same way in our muhidimen- 

sionai physical representation. 

IlL RELATION BETWEEN PHYSICAL AND 
PERCEPTUAL SPACE 

:'is airca(Ix mentioned in the Introduction, our main 
interest was in the rclalion herween physical and per 
ceptual space. 

A1)plying the carlief-described canonical-matching 
l•roccdnrc, the three-dimensional perceptual configura- 
tion 11.6% stress), contputed frolit the cumulative 
results of the triadic experiincnt, was matched with the 
three-dinmnsional physical configuration 181.7% 
platned variance). The correlation coefficients for the 
three optimal dimensions were 0.992, 0.97I, and 0.742, 
which means an excellent matching, at least in two 
dimensions. The lower value for the third dimension is 

mainly due to the position of only one vowel [y-] (see 
i:ig. 6). i t seems reasonable to suppose that this sound is 

'l'^nL•: VI Correlation cnelhcients between the projections of 
Ihe points on the vectors corresponding maximally to F• and Lg 
in the six-dimensional physical space. The multiple correlation 
coefficients are given in the last column with the significance 
levels. 

\[uh. corr. 
I' l' ß I-. I.t I.•_ La cot. if. 

--0.0310 0.0901 0.52111 --0.0538 0.5134 0.983 ++ 

.... 11.1290 --0.4487 0.5513 0.679 n.-. 

.... 0.5478 0.6135 0.9>0 

.... 0.4577 0.qs74 + 
- - - 0.821 n.s. 
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Fro. 6. Positions of the points in the optimal I-II and I-III 
planes when the three-dimensional physical configuration 
is matched with the three dimensional perceptual contiguration 
(a). 

specific and that a specific dimension is needed to de- 
scribe this vowel adequately. Supporting this explana- 
tion is the fact that matching the perceptual space with 
the six-dimensional physical space indeed gives better 
results 10.009, 0.087 and 0.074), (see Fig. 7.) 

From this remarkable correspondence, it can be con- 
cluded that the subjects used for their perceplual 
judgments infm'mation comparable with that present 
in the physical representation of these signals. The 
perceptual differences between the stimuli, to be con- 
sidered as timbre differences, appear to be qnalified by 
their differences in frequency spectra. Since these 
signals were analyzed with }-oct filters, comparable in 
bandwidth to the critical bands of the hearing organ, 
we may suppose that also in vowel detection the critical 
bandwidth plays an important r61e. The results show 
that it is not necessary to determine the spectra with 
narrow-band filters, but that L-oct filtering is sufficient. 
This Brakes it possible also for all kinds of other periodic 
signals, for instance those of musical instruments, to 
relate the multidimensional perceptual-attribute timbre 
of these sounds to the fi'equency spectra determined by 
«-oct analysis. This approach is worked out further in 
our institute (Plomp and Steeneken4•). 

In order to evaluate the merits of the «-oct filtering, 
the signals used were also analyzed with other filter 
systems, both with constant Af and constant Af/f. 
In no case could a better correlation with the results of 

the perceptual analysis be achieved than was obtained 
with the «-oct filters. 

The data give us, also, the possibility of relating the 
found perceptual dimensions with the formant fre- 
quencies and levels of the sounds. The results of these 
multiple correlations are presented in the last column 
of Table VII. The correlation coefficients for F1, F.,, 
and La are high, but only the factors related to F• and 
Fa are independent, as can be seen from the correla- 
tions between the projections on the vectors corre- 
sponding maximally to the outside variables (see 
Table VII). We repeated this analysis for the perceptual 

• R. Plomp and H. J. M. Steeneken, "Effect of Phase on the 
Timbre of Complex Tones," J. Acousl. Soc. Amer. 46, 409--421 
11969). 

TABLE VII. Correlation coefficients between the projections of 
the stimulus points on the vectors corresponding maximally to F; 
and Ls in the three~dimensional perceptual space. The multiple 
correlation coefficients are given in the last column with the 
significance levels. 

Mult. corr. 
F• l;• F• Lt Lz La coeff. 

F• - - - •.0566 0.3600 --0.7'475 --0.0148 --0.6479 0.972 + 
F.• - - - 0.8957 0.6268 --0.8492 0.7922 0.88.1 q--i- 
Fa --. 0.2176 --0.7128 0.4674 0.411 n.•. 

Lt .... 0.5663 0.9441 0.742' 

L•_ .... 0.5805 0.8:19 + 

La --- 0.718 n.•. 

space of each individual. These results showed a great 
resemblance to those given in Table VII, indicating 
that the subjects agreed closely in their way of judging 
the signals. 

In general, the results support the idea that the first 
and second formant frequencies are the most important 
factors in vowel perception. A description of the third 
dimension is hard to give. 

IV. DISCUSSION 

The mnst remarkable result of the above-described 

experiments is the fact that such an excellent corre- 
spondence could be achieved between the physical data 
and the perceptual data derived from the judgments 
of the subjects. Since most of the subjects did not even 
realize that the stinmli were taken from speech sounds, 
we may assume that they did not use linguistic informa- 
tion in their judgments. In their opinion, they were pre- 
sented with complex synthetic signals, and they based 
their decisions on physical cues present in the signals. 
The effect of familiarity with the Dutch vowels 1nay be 

considered as negligible, as judged from the resnits 
obtained by using as subjects two foreign visitors who 
were so kind as to participate in the experiment. One 
of them, a Welshman, obtained a three-dimensional 
perceptual space with 5.1)% stress, which could be 
matched very well with the three-dimensional physical 
space (correlation coefficients 0.975, 0.946, and 0.785, 
respectively-). The other, a native Japanese, obtained 
a three-dimensional perceptual space with 6.3% stress, 
and correlation coefficients of 0.972, 0.826, and 0.173, 
respectively. These results are comparable with the 
individual results of our 15 Dutch subjects. 

Our proposed dimensional analysis of spectra, based 
on a «-oct frequency analysis, delivers three or four 
well-defined factors. These factors are sufficient 

infortnation to come to a fairly high recognition rate of 
vowel sounds? The factors are not only obtained in a 
correct statistical way, but the3- are also in good agree- 
ment with the results of a perceptual evaluation of the 
sounds by observers. Moreover, they are in accordance 
with parameters such as formant frequencies and dis- 
tinctive features. 
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FIe.. 7. Positions of the points in the optimal [-II 
and I III planes when the six-dimensional physical 
o•nfiguration (OI is matched with lhc three-dimen- 
sional perceplual configuration (/xl. 
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So. in a speech-recognition device, the information 
necessary to recognize vowel sounds might be based on 
three or four parameters, these being weighted sums of 
the outputs of a set of •-oct filters, after logarithmic 
detection. By defining specific regions per vowel sound, 
or by determining the shortest distance to the mean 
vowel positions (Plomp el al?), a vowel-recognition 
procedure can be carried out. Preliminary measure- 
mcnts already point out thai the nasals and 1he liquids 
c';m also be described fairIv well in the "vowel space." 

For the plosives and fricatives, a new set of factors must 
be introduced. Further stu(Iv along this line is in 
progress. 
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