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0. Introduction

Interrogative-answer pairs are of special interest to any

theory which aims to model natural language interpretation.

There are abundantly many reasons for this, most of which

rather have the looks of a cliché, we are afraid. (But then,

isn't a cliché a cliche because of its very truth?) Few

would like to challenge that natural language is first and

foremost a system of human communication. And hardly more

controversial is the claim that language is a pretty success-

ful means to exchange information. Even those who never get

tired to stress the multitude of functions linguistic utter-

ances can fulfill, will have to admit that the informative

use is prominent among them.

The informative use of language is intimately linked to

question answering. One might even go as far as to say that

it is all there is to it. One might argue that there really

is no separable assertoric use of language, that there is

no way to get even close to understanding the way in which

indicatives function if they are viewed in isolation. When-

ever one tries to describe how something functions, one

finds oneself looking for its goal or purpose. In this case

we don't have to look very far. The main purpose of the

assertoric use of sentences is to convey information. If an

assertion succeeds in this, it answers a question. And this

no matter whether or not such a question was actually posed,

for example (for there might be other ways to do so) by the

utterance of an interrogative sentence by the one to whom

the assertion was addressed.

As a matter of fact, this perspective is what drove us to

the study of questions. Our original interest was what we

called 'epistemic pragmatics', an analysis of the role of
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information in language use. The analysis aimed at was a

logical one, and maybe for that reason tended to focus on

ihe assertoric use of sentences.

Part of that project was the formulation of conditions

for the correct use of indicatives, conditions pertaining

to the information of the speaker,not only his information

about the world, but also, and equally important, his inform-

ation about the information of the addressee. This task

comes down to trying to arrive at a precise formulation of the

Gricean Maxims of Relation, Quality, Quantity, and, more

peripherally. Manner. To shortcut a long history, it proved

inevitable to refer to questions in the formulation of,

first and foremost, the Maxim of Relation. And it turned out

that the Maxim of Quantity has to seek a delicate balance be-

tween on the one hand requiring an utterance to be maximally

informative, and on the other hand requiring it not to be

unnecessarily overinformative, a balance which is almost im-

possible to find if we don't assume an assertion to take

place against the background of a certain implicit or expli-

cit question.

This being so, a pragmatic analysis of assertions calls

for an analysis of questions. And if the analysis aimed at

is to be a logical one, we need a logic of questions, or,

turning the medal, a semantics of interrogative sentences.

To those dedicated to logical semantics, interrogatives

and answers are an outstanding challenge. It has often been:

put forward, not only by notorious adversaries of a logical

approach to language, but also by such eminences grises in

the field as Frege and the author of the Tractatus, that the

variety of uses to which language can be put in principle

lies outside the realm of logic. Logic is preoccupied with

the notions of truth and truth conditions of sentences so

deeply, so the argument seems to go, that it is hardly to be

expected that it will have anything of interest to say about

non-descriptive sentences, or the non-descriptive use of

sentences.

This puts a heavy burden on the logical semanticists

approach to natural language. To be sure, logical semantics
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is bound to have its explanatory limits, that is nothing to

get worried or excited about. There is more in between

natural language and its interpretation than semantics will

ever be able to reveal. But then, there isn't only semantics,

there is syntax, pragmatics, and lexical semantics as well.

(And you might go on adding your own favourites.) But it can

not be denied that if logical semantics is to be a viable

enterprise at all, it should be able to ascribe wellbehaved

semantic objects not only to indicative sentences, but, for

a start, to interrogatives as well. It just will not do to

ignore questions. Semantics is to be a semantics of both

interrogatives and indicatives, or else it is not to be.

For this and maybe other reasons as well, there has been

a lively interest in the logic of questions throughout the

years. But, if we may say so, with marginal success as far

as natural language semantics is concerned. Perhaps under the

influence of the success of modal logic and other intensio-

nal logics, most modern approaches try to deal with inter-

rogatives by adding special operators, or by using imperati-

ve and/or epistemic operators that already have been added,

to standard logical languages.

This is not the place to describe the history of so-called

'erotetic logic'. It has certainly left us a load of inter-

esting problems and results, but it never succeeded in arri-

ving at a proposal for the analysis of interrogatives in

natural language that could enjoy acceptance by a larger

part of the logical semanticists communion. As we see it,

this misfortune is largely due to the failure to come up

with a single and simple type of semantic object that can

serve to be associated with the syntactic category of inter-

rogative sentences. Preferably, such an object should not

be something completely new and never heard of, but should

stay within the limits of the by now familiar, and success-

ful, intensional type theory. And further, and equally im-

portant, it should be such that it opens our eyes to new

meta-notions which are of logical interest. A new step in

semantics should offer a new outlook on the field of logic

if it is really worthwhile. For the semantics of interroga-
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tives this seems to require that it give rise to simple and

logically wellbehaved notions of entailment between questions,

and of answerhood as a relation between questions and assert-

ions. And the stronger these notions cling to the trust-

worthy notion of logical consequence, the better it is.

Tichy may be honoured as the one who perhaps has propa-

gated this view in its most pure form. Tichy's message is

that the ordinary logical apparatus provides all the tools

we need to deal with the logic and the semantics of inter-

rogatives. To be sure, he doesn't mean standard predicate

logic, but (his version of) intensional logic. More speci-

fically, he argues that we need nothing besides our good old

basic semantic objects: entities, truthvalues and indices;

and no new ways of constructing more complex objects from

these basic ones than the ones we are already familiar with.

In our opinion, all this is very true. However, we feel

that Tichy pushes things too far in this direction. In the

end, he gives interrogatives no privacy at all. In Tichy's

view, every interrogative shares its logical analysis with

an 'indicative expression', yes/no-interrogatives with indic-

ative sentences, constituent interrogatives with predicative

expressions. This deprives them of the right to form a homo-

geneous category, to which intuitively they are entitled.

And, equally important, it bereaves them of their own iden-

tity. It makes no sense to turn interrogative sentences into

truth value expressions, as Tichy does with yes/no-interro-

gatives. One has heard it say too many times that interrog-

atives don't have truth values, to embrace a theory that

tells us that after all they do. Maybe therefore the seman-

ticists community is hesitant to accept Tichy's proposal,

interesting though it may be, as its standard theory of the

semantics of interrogatives and answers.

Tichy's analysis can also be used to illustrate a tradi-

tional feature of the logical approaches to questions we

mentioned above. Not having made a semantic distinction

between interrogatives and indicatives, there is no other

way open to him than to keep them apart by seeking refuge

in pragmatics (or, as in the old days, psychology). There is
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no semantic difference between an indicative and the corres-

ponding yes/no-interrogative. They both express a proposition

and denote a truth value (they both contain a 'Gedanke',

Frege said). The difference lies only in the concern or at-

titude the speaker has towards this proposition. These atti-

tudes are of no concern to the logican or semanticist (they

may be to the pragmaticist or psychologist), only their ob-

jects, propositions, are.

A conservative mind may find this view on the matter at-

tractive, it declares logic to be quite allright the way it

is. To us it seems to rob logic and semantics of a subject

to which it might have some interesting contributions to

make. It is also quite likely to confirm the critics of

logical semantics in their prejudice that logic will fall

short to pay its debt to the study of non-assertoric uses of

language.

Still, these are mainly objections of a more or less ideo-

logical nature. Fortunately, there is more to it. As an addi-

tional argument for his position, Tichy remarks that the dif-

ference between indicatives and interrogatives vanishes if

they occur as complements embedded in sentences. Indeed, this

were to be expected if the difference were merely one of

psychological attitude. But the argument can easily be seen

to be based upon a false premiss. If we are to take Tichy's

word for it, to know whether something is the case is to be

just the same as to know that it is the case. Well, if it

actually is the case, yes, but if it is actually not the

case, no. Then to know whether something is the case is to

,know that it is not the case.

It is precisely when we look at wh-complements, indirect

questions, that the semantic differences between indicatives

and interrogatives come out in the open, at least, if we

assume interrogatives and their accompanying complements to

be intimates. Theories of interrogatives sharing Tichy's

basic point of view (Hausser's work is a case in point) in-

variably lead to poor analyses of wh-complements.

We have tried to do better by working in the opposite

direction. In G&S 1982 we investigated the semantics of



258

wh-complements. We hoped that starting out from questions

as they occur embedded in indicatives, familiar ground for

a semanticist, would lead us indirectly to a single uniform

semantic object all kinds of interrogatives can be associa-
1 2

ted with. What we ended up with are propositional concepts.
Not any old propositional concept will do as a semantic

object that can be expressed by an interrogative. Those that

do can be shown to have special properties, and these we

call questions. These properties assure that a question can

be viewed as a partition of the set of indices.

In G&S 1984a we made ample use of this insight in defining

notions of semantic and pragmatic answerhood. Being somewhat

pretentious, that paper might be seen to typify the potent-

ial possibilities of a logical theory based on the notions

of interrogative entailment and answerhood. Both kinds of

notions can be seen to be intimately related to the standard

logical notion of entailment between indicatives.

The main objective of this paper is to apply this semantic

and pragmatic theory of questions and answerhood to natural

language interrogatives and linguistic answers. The latter

will be seen to have their own peculiarities. For the larger

part, these reflect that answers essentially occur in the

context of an interrogative. Characteristic answers, and

among them we refuse to discriminate against either so-called

'short' or so-called 'long' answers, can be interpreted

intelligibly only by relating them to the interpretation of

the interrogative in the context of which they occur.

The present paper is organized as follows. In section 1

we give a quick sketch of how interrogatives can be derived

and interpreted as expressing propositional concepts. The

details of their analysis is left unargued for here. For the

larger part this would have meant repeating what was already

said in G&S 1982. Up to the point where wh-complements are

treated as a kind of terms, what we have said there about

the semantics of wh-complements applies to interrogatives

in much the same way.

In section 2 we turn to the main topic. There we present

a preliminary informal discussion of the nature of linguistic
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answers. In section 3 we set ourselves to a more formal im-

plementation of the outcome of this discussion. We first con-

centrate on answers to single constituent interrogatives,

interrogatives with a single occurrence of a wh-term. Next

we show that the treatment of multiple interrogatives and

sentential (yes/no-) interrogatives is nothing but a straight-

forward generalization of the simple case. The notion of

exhaustiveness, which also plays a predominant role in our

analysis of wh-complements, and hence in that of interrog-

atives, will be seen to be of central importance in the

analysis of linguistic answers just as well.

In section 4, we link our analysis of interrogative-

answer pairs to the notions of semantic and pragmatic answer-

hood defined in G&S 1984a. It will be seen that there is a

rather direct correspondence between these notions and seman-

tic and pragmatic properties of linguistic answers.

In the final section 5, we deal with exhaustiveness again.

The possibility is discussed of a pragmatic alternative for

the semantic treatment of exhaustiveness of answers that is

offered in section 3.

Two appendices have been added. Appendix 1 uses some notions

defined in section 4 to give a pragmatic characterization of

the distinction between specific and non-specific use of terms.

Appendix 2 is also related to section 4, and deals with the

topic of how to compare answers in quantitative respects.
It will be clear that this paper is closely linked to

G&S 1982 and G&S 1984a. Though we tried to avoid repeating

in great detail what was said there, we feel that the present

paper can be read independently of those two others.

It was our strategy in writing this paper just to tell

our own story in the main text and to use the notes to indi-

cate where we follow or leave the steps of our predecessors.

This has no other than stilistic reasons, and certainly is

not to be taken to implicate that we underestimate their

influence. On the contrary, we are well aware of how much

we owe to the work of Hausser, Scha and Szabolcsi, to mention

our main sources.



1. Questions and interrogatives

We use the term question to refer to modeltheoretic semantic

objects. Syntactic objects that express questions are call-

ed lyvteAAog&tivi iente.nc.eA . This much in the same way as the

term phopoiition is used to refer to the kind of semantic

objects that are expressed by JundLojoJÜMe. 6ewte.nceJ>. Questions

are a special kind of propositional concepts. A proposition

is an object of type <s,t>, it is the characteristic funct-

ion of a set of indices, a subset of the total set of indi-

ces I. A propositional concept is an object of type

<s,<s,t», a function from indices to propositions, or

equivalently, a relation between indices. As we shall see,

it lies in the nature of questions that they always corres-

pond to equivalence relations on I.

Since questions and propositions are different kinds of

semantic objects, and since the former are expressed by

interrogatives and the latter by indicatives, interrogative

and indicative sentences belong to different syntactic cat-

egories. An indicative is an expression of category S, the

corresponding semantic type ƒ(S) = t, the type of truth

values. Indicatives denote a truth value and express a

proposition. An interrogative is an expression of category

S, the corresponding semantic type f (S) =<s,t>, the type

of propositions. Interrogatives denote a proposition and

express a propositional concept, a question.

The proposition denoted by an interrogative at an index

is the proposition an indicative should express in order

to be the true and complete semantic answer at that index

to the question expressed by the interrogative. This is

how interrogatives and indicatives, questions and proposit-

ions, are semantically related to each other. The sense or

260



261

meaning of an interrogative is the function which tells us

for each index which proposition is the true and complete

semantic answer at that index. Its answerhood conditions

constitute the meaning of an interrogative.

There are different kinds of interrogatives. There are

sentential (yes/no-) interrogatives such as (1) and there

are constituent interrogatives. Among the latter we distin-

guish between single constituent interrogatives such as (2),

and multiple constituent interrogatives such as (3).

(1) Does John love Mary?

(2) Whom does John love?

(3) Which man loves which woman?

We can speak more generally of n-constituent interrogatives,

singles being 1-constituent interrogatives and mult iples

being n-constituent interrogatives for n > 1 . In fact, it wi l l

prove to be quite handy to view sentential interrogatives as

0-constituent ones.

Though these are dif ferent kinds of interrogatives, they

all belong to the same syntactic category S^ since they all

express quest ions. Their syntactic der ivat ion, however,

differs in that they are derived from expressions belonging

to dif ferent syntactic categor ies. A sentential interrogative

such as (1) is derived from a sentence, an S-expression. A

single consti tuent interrogative such as (2) is derived from

an expression expressing a property, in this case the proper-

ty of being loved by John. A mult iple such as (3) is derived

from an expression expressing a relat ion, in this case the

relat ion of loving restricted to men for its first and to

women for its second argument. In general , an n-constituent

interrogative is derived from an expression expressing an

n-place relat ion, since proposit ions can be viewed as 0-place
14

relations between individuals.

The syntactic categories of the expressions from which

interrogatives are derived, we call the categories of

abiiAacXi, A B ' s . Abstracts form a family of categories. The

members of the family are identif ied by their number of
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places. There are n-place abstracts, A B n ' s , for n > 0 , their

categorial definit ion runs as fol lows:

(AB) AB° = S

A B n + 1 = A B n / e , for n > 0

So, given the usual category-type assignment, an expression

ry .
16

of category AB wi l l express an n-place relation between in-

dividuals .J

Interrogatives are derived from abstracts, and these in

their turn are derived stepwise. An n-place abstract is de-

rived from an (n-1)-place abstract, where the latter is to

contain a syntactic variable PRO. . The syntactic process is

one of replacing the variable by a 'wh-term'. The correspond-

ing semantic operat ion is that of binding a variable by

X-abstraction. (And this is precisely why abstracts are cal l-

ed abstracts.) So-called wh-terms are not really terms. They

are best viewed as syncategorematic expressions, just as

their logical counterparts, abstraction signs Xx, are.

From this general picture of the way in which interrog-

atives are derived, we can conclude that there are basically

two rules involved. The first is an abstract formation ru le,

forming AB 's from A B n ' s . The second is an interrogative

formation ru le, forming s"'s from A B n ' s . Of course, each rule

wi l l consist of a syntactic and a semantic par t . Since syntax

is not our concern here, we wi l l not take the trouble to

specify syntactic operat ions. Our semantic theory is intend-

ed to be a general one. Where w e use English phrases, one

should be able to replace them by corresponding phrases from

different languages without affecting what we say about
1 ft

semantics. The semantic rules are formulated as translation
rules from the object language to the language of two-sorted

19type theory Ty2.
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The first rule, the rule of abstract formation, reads as

follows:

(S:AB) If 3 is an ABn , n:>0, and 0 contains one or more

occurrences of PRO, ; and if a is a wh-term who or

which 6, where 6 is a CN, then F ^ k<a,3) is an

A B n + 1 .

(T:AB) If g translates as 6', and a as a', then

F»T5 v<a'B) translates as Xx.B' if a is who, and
At), K K.

translates as AXjJS'lB' if a is which 6 and 6

translates as 6'.

The task that the syntactic function F . is to perform is

to replace one of the occurrences of the syntactic variable

PROk by a wh-term, and to anaphorize other occurrences. The

syntactic operation of abstract formation need not be a uni-

form syntactic process in all cases, for all n ̂  0, in all

languages. In G&S 1982 the rule was divided into four seper-

ate rules. In section 4 of that paper, we stated in some

detail the content of the syntax of abstract formation in

English. In that language, but not in all, there is a signi-

ficant syntactic difference between the formation of AB 's

and AB's with more than one place. One of the wh-terms that is

introduced is not simply substituted for an occurrence of

the syntactic variable, but it is also preposed. By repeated

application of (S:AB) to form abstracts with two or more

places, other wh-terms that are introduced are simply substi-

tuted for one of the occurrences of a syntactic variable.

Besides this, there are all sorts of other syntactic

phenomena that have to be taken care of, many of them being

language specific. The motivation behind presenting abstract

formation as a single rule here is that it corresponds to a

single semantic operation in all cases. As the translation

rule reveals, this semantic operation is that of binding a

variable by A-abstraction, where if the wh-term contains a
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common noun phrase, abstraction is restricted to the set of

individuals denoted by the noun. The semantic interpretation

of restricted X-abstracts \x[ct]g is defined in section 3.7

of G&S 1982.

Let us i l lustrate the rule of abstract formation by giving

two examples. The AB ( 5 ) , underlying the single constituent

interrogative ( 2 ) , is derived from the open sentence (4 ) ,

which is an AB , since according to definit ion (AB) AB = S .

(4) John loves PRO,

(4' ) love(a) ( j ^ )

(5) whom John loves

(5') Ax1 [love(a) ( j ^ ) ]

The result of applying F to (4) and the wh-term who is
Ati f i. ' " '

that PRO. is replaced by the wh-term, inheriting its case,

and is put in front position. The translation (51) of (5)

expresses the property of being loved by John. It is obtain-

ed from the translation (41) of (4) by binding the free

variable x. in (41) by A-abstraction.
2

The AB underlying the two-consti tuent interrogative (3)

is derived in two steps from the open sentence ( 6 ) , transla-

ting as (61) :

(6) P R O 1 loves P R O 2

(61) love(a)(x,,x_)

First w e form the AB (7) from (6) and the wh-term which woman,

translating as the restricted X-abstract ( 7 1 ) , which is equi -

valent to the more famil iar looking ( 7 " ) :

(7) PRO- loves which woman

(7') Ax _[ woman (a) 1 [love (a) (x.] , x ) ]

(7") Ax_ twoman(a) (x_) * love(a) ( x ^ x , ) ]

According to its translat ion, the AB (7) expresses the

property of being a woman and being loved by the individual
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assigned to the variable x-.

By a second application of the rule of abstract formation,

form the AB2 (8) from the AB1 ('

which is again equivalent to (8"):

we form the AB (8) from the AB1 (7), translating as (81) ,

(8) which man loves which woman

(81) Ax1 [man(a) ] [Ax2[woman(a) (x2) A love (a) (x.. ,x.) ] ]

(8') Xx1Xx2[man (a) (x1) A woman (a) (x2) A love(a)(x ,x ) ]

From its translation, we can see that the two-place abstract

(8) denotes the set of pairs of individuals <x,y> such that

x is a man, y is a woman and x loves y. I.e. it expresses

the relation of loving restricted to men for its first and

to women for its second argument.

The second and last rule we need is the rule of interrog-

ative formation, which reads as follows:

(S:I) If B is an ABn , n=^0, then F (3) is an S

(T:I) If 5 translates as 8', then F (B) translates as

AitB1 = (Aag1) (i)]

in this case too, the syntactic function f may have to

perform different syntactic operations for different cases

in different languages. In particular, this may hold for

n = 0 on the one hand, in which case F produces sentential

interrogatives from AB 's, i.e. S's, and for n > l on the

other hand, in which case F produces constituent interrog-

atives. For English, the main thing Fj should accomplish is

to give abstracts the characteristic word order of interrog-

ative sentences. For other languages, other syntactic aspects

may need to be taken care of.

The semantic operation that corresponds to the syntactic

function F_ can be characterized as follows. When applied

to an n-place relation, it yields a proposition, i.e. the

characteristic function of a set of indices. This set cont-

ains all and only those indices at which the denotation of

the input relation is the same as at the actual index, the



266

index assigned to the index variable a. In other words, such

a proposition will give a rigid and exhaustive specification

of the actual denotation of the relation, a specification

that counts as the true and complete semantic answer to the

question expressed by the output interrogative. Such a prop-

osition is what an interrogative denotes at a certain index.

Its sense or meaning determines such a proposition for each

index. This kind of propositional concept is what an inter-

rogative expresses. It is a relation between indices which

holds between two indices iff the denotation of the input

n-place relation between individuals is the same set of

n-tuples of individuals at both of them. In case n = 0 , i.e.

if we are dealing with sentential interrogatives, the input

is a proposition. The interpretation then boils down to the

following: the proposition denoted by a sentential interrog-

ative is that set of indices where the truth value of the

input sentence is the same as at the actual index. It is the

proposition expressed by the input sentence if that sentence

is actually true, it is the proposition expressed by its

negation if it is actually false.

Let us illustrate the rule of interrogative formation by

considering the examples (1) - (3) given above. The sentent-

ial interrogative (1) is formed from the indicative (9).. The

translation rule turns the translation (9') of the indicative

into the translation (I1) of the interrogative:

(9) John loves Mary.

(9M love(a)(j,m)

(1) Does John love Mary?

(1') Xillove(a)(j,m) = love(i)(j,m)]

The translation (I1) is an expression of type <s,t>. It

denotes a proposition, the characteristic function of the set

of indices at which John loves Mary iff he loves her at the

actual index assigned to a. I.e. it is the proposition that

John loves Mary in case he actually does love her, and it is

the proposition that John doesn't love Mary in case he
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actually does not love her. The intension or meaning of (1)

is represented by (10) :

(10)XaXi[love(a)(j,m) = love( i ) ( j ,m)]

The expression (10) is of type < s , < s , t » , it denotes a prop-

osit ional concept. It is that function from indices to prop-

osit ions which when applied to an index at which John loves

Mary yields the proposit ion that he loves M a r y , and when

applied to an index at which he does not love Mary yields

the proposit ion that he doesn't love her. So , indeed, the

intension or meaning of (1) is the function which tells us

for each index which proposit ion counts as a complete true

answer to the question expressed by the interrogative.

The single consti tuent interrogative (2) is formed from

the A B 1 ( 5 ) , and is translated as ( 2 1 ) :

(2) Whom does John love?

(21) Xi[Xx1 [love(a) (j jx^l = Xx1 [love (i) (j ,x1) ] ]

According to its translat ion, the interrogative (2) denotes

the characterist ic function of the set of indices at which

John loves the same individuals as at the actual index. I.e.

it denotes the proposit ion that gives an exhaustive speci-

f ication of the individuals that John loves. Such a propos-

ition would indeed have to be expressed by a complete true

answer to the quest ion expressed by (1 ) . The question is the

function from indices to such specif ications of the individ-

uals John loves.. I .e. it presents the answerhood condit ions

for the interrogative. It gives us for each index the prop-

osit ion that is to be expressed by a complete true answer

at that index.

The two-consti tuent interrogative (3) is formed from the

A B 2 (8 ) , and it translates as ( 3 1 ) .

(3) Which man loves which woman?

(3' ) X i [Xx1Xx2 [man(a) ( x ^ A woman (a) (x2) A love (a) (x1 ,x2) ] =

Xx 1Xx 2 [man( i ) ( x ^ A woinan(i) (x2) A love(i) (x1 ,x2) ]
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According to its translation, the interrogative (3) denotes

the proposition that gives an exhaustive specification of

the pairs of individuals <x,y> such that x is a man and y is

a woman and x loves y. Its meaning, the question it expresses,

determines such a proposition for each index.

From the general description of what interrogatives ex-

press according to our rules, it will be clear that they do

indeed express a special kind of propositional concepts. An

interrogative derived from an abstract expresses that relat-

ion between indices which holds between two of them iff the

denotation of the abstract is the same at each of them. Such

a relation is reflexive, symmetric and transitive, i.e. it is

anequivalence relation on the set of indices. An equivalence

relation on a set corresponds to a partition of that set. So,

a question can also be viewed as a partition of the set of

indices. This view of questions was extensively used in

G&S 1984a in defining semantic and pragmatic notions of

answerhood. It will be put to that same use again in section

4 of the present paper.

This much will have to do for an explanation of our

analysis of interrogatives. There are many points at which

it is in need of further discussion and elaboration. To

mention only two, we have hardly paid any attention here to

syntax at all, and we have restricted ourselves to a very

limited class of interrogative sentences, containing only

one particular kind of wh-words. (The kind of interrogatives

dealt with here are quite as restricted in scope as the kind

of indicatives that are dealt with in standard predicate

logic.) We feel that in the context of the present paper,

these limitations are justified. Here, our interest lies in

semantics, and our main topic is to show how our analysis

of interrogatives fits in with an analysis of linguistic

answers. Further elaboration of our theory of interrogatives

will only be worth its while once it has been established

for relatively simple cases that it can be dovetailed with

a theory of linguistic answers in an interesting way.



2. Linguistics answers

2.0. Introduction

Questions are modeltheoretic, semantic objects that can

serve as the interpretation of interrogative sentences. The

notion of answerhood is of a different nature. Unlike quest-

ions, answers cannot be isolated as just a special kind of

semantic objects. Answerhood is essentially a relation.

Semantically speaking, it is a relation betweeen a question

and a proposition. If we view propositions and questions as

first order objects, answerhood is a second order notion,

so to speak. It is a relation that may, or may not, hold

between a particular proposition and a particular question.

A proposition may be, or may fail to be, an answer to a

particular question.

In the previous section we have seen that the notion of

a question itself already characterizes a notion of answer-

hood: a proposition P is a semantic answer to a question Q

iff for some index i, P is the extension of Q at i. This
22

notion is a highly restrictive one. For every question,

there is at an index only one proposition that counts as

the true answer to that question at that index. This may

seem to be at odds with the obvious fact that in actual

speech situations there may be many different ways of pro-

viding the information a. questioner asks for by uttering

an interrogative. This might even be taken to expose a

serious flaw in our treatment of the semantics of interroga-

tives.

Fortunately, this is not so. On the contrary, in G&S 1984a

we have shown how pragmatic notions of answerhood can be

defined that explain why in actual speech situations there
2fi9
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are, in principle, far more possibilities of answering a

question than semantics suggests, if only one takes into

account that question-answering relates to the information

of the questioner. But no pragmatics without semantics!

These pragmatic notions are strongly rooted in the semantic

notion of answerhood that our interpretation of interroga-

tives inherently gives rise to. What will be said in section

4 of this paper about the relation between types of linguis-

tic answers and the gamut of semantic and pragmatic notions

of answerhood will highlight this important point.

In G&S 1984a we were concerned with defining notions of

answerhood as relations between questions, propositions and

information. There we dealt with questions and propositions

only as modeltheoretic, semantic objects. Of course, these

objects were intended to serve as the interpretation of

linguistic, syntactic objects: interrogative sentences and

linguistic answers. The process of interpretation itself

was not focussed upon in G&S 1984a, but it is the main topic

of this paper. What we are interested in here is finding an

interpretation procedure that relates a pair consisting of

an interrogative and a linguistic answer to a pair consist-

ing of a question and a proposition. We intend the output of

such a process of interpretation to serve as the input for

our theory of semantic and pragmatic answerhood.

The interpretation of the first element of interrogative-

answer pairs was already presented in the previous section.

The interpretation of the second element of such pairs is a

complicated matter. For a start, linguistic answers come

in two kinds. There are so-called 'short' answers, which we

propose to call constituent answers, and there are 'long'

answers, which we will call sentential answers.

2.1. Constituent answers

For interrogative-constituent answer pairs such as (1)-(3),

there is the immediate problem that, taken in isolation,

the constituents surfacing in constituent answers do not
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express propositions:

(1) Who walk in the garden? John and Mary.

(2) Whom did John kiss? A girl and two boys.

(3) Which boy kissed which girl? The tall boy, Mary; and

the small boy the two redheads.

We take it that one thing is beyond doubt: semantically

speaking, and maybe even more clearly pragmatically speaking,

a potential answer is to be something that has a propositio-

nal nature. It is rather a truism to state that for anything

to be a possible answer to a question, be it a linguistic

utterance, a gesture, or any other kind of act, it should

convey information. And information is essentially of a
23propositional nature.

Taking this into account, it is clear that all linguistic

answers, including constituent answers, should be taken to

express propositions. Assuming syntactic categories of

expressions to correspond uniformly- with the type of seman-

tic objects they are interpreted as , this implies that con-

stituent answers should be taken to belong to the category

S, the same syntactic category as is assigned to ordinary

indicative sentences. A constituent surfacing in a constitu-

ent answer, not being an S-expression, cannot as such, in

isolation, serve as an answer.

Any theory of questions and answers that we know of, in-

cluding those that strongly favour constituent answers as

the basic kind of answers, implicitly or explicitly agrees

with this. All theories that deal with constituent answers

transform them into propositions in one way or other during

the process of interpretation. And, as is to be expected,

such a transformation is usually carried out by relating the

interpretation of the constituent surfacing in the answer
24to the interpretation of the interrogative. In principle,

there is quite a variety of ways in which this process may

be executed. We concentrate on the one which from a seman-

ticists point of view is the most pure and direct one. It is

schematically indicated in figure 1.



272

:interrogative , constituent answer >

<question , proposition>

interrogative constituent

(fig-D

According to the schema in figure 1, an interrogative-

constituent answer pair is to be derived from an interroga-

tive and a constituent. Its interpretation is a question-

proposition pair. The question is the interpretation of the

interrogative, the proposition expressed by the constituent

answer is obtained by relating the interpretation of the

input interrogative and the input constituent. What this

brings to light is that the interpretation of a constituent

answer is essentially context-dependent, it expresses a pro-

position in the context of a certain interrogative.

To distinguish constituent answers from the constituents

surfacing in them, we write the former as a constituent with

a full stop. This is to indicate that they are considered

to belong to the same syntactic category as indicative sen-

tences. Whereas the constituent John and Mary, a term con-

junction, is of category T, the constituent answer John and

Mary, is of category S, the category of syntactic objects

expressing a proposition.

It need not be quite clear at the outset how the schema

in figure 1 applies to multiple constituent interrogatives

and their answers, such as example (3) above. On the face

of it, it seems to say that the tall boy, Mary; and the small

boy, the two redheads is the constituent on which the corres-

ponding constituent answer is based. We will see that things

can indeed be taken to be quite this way. The analysis of

multiple constituent interrogatives and their answers will

turn out to be a straightforward generalization of the

simple case of single constituent interrogatives and answers.
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2.2. Sentential answers and exhaustiveness

It might be believed -as those who take sentential answers

to be the basic kind of answers tend to do- that things are

much easier for constituent interrogative-sentential answer

pairs. Sentential answers are full sentences, so they do

express a proposition when taken in isolation. This being

so, the interpretation schema presented in figure 2 would

seem quite sufficient for sentential answers.

< interrogative , sentential answer >

< question , proposition >

interrogative sentence

(fig.2)

We believe this simple picture to be an illusion, and in this

we side with the constituent answer fans, without however

wanting to join either of these two competing sides in their

preference of one particular kind of answer to the other.

Even in interpreting sentential answers we need, in many

cases, the context provided by i-he Interrogative to be able

to arrive at a proper interpretation. This is true, not only

in the quite general sense in which almost any sentence in

any discourse depends on the context for (part of) its inter-

pretation, but also in a sense which is more or less speci-

fic for characteristic interrogative-sentential answer pairs.

In some cases the simple schema of figure 2 may suffice, but

for the most characteristic cases it does not.

To get to the point, the interpretation strategy of

figure 2 will suffice if the sentential answer is explicit-

ly exhaustive, as those in (4)-(6) are.

(4) Who walk in the garden? Only John and Mary walk in

the garden.

(5) Whom did John kiss? John kissed a girl and two boys

and no-one else.
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(6) Which boy kissed which girl? The tall boy kissed

just Mary, and the small boy kissed only the two

redheads, and no other boy kissed a girl.

It will not suffice, however, if the sentential answer is

not explicitly exhaustive, as those in (7)-(9) are.

(7) Who walk in the garden? John and Mary walk in the

garden.

(8) Whom did John kiss? John kissed a girl and two boys.

(9) Which boy kissed which girl? The tall boy kissed

Mary, and the small boy the two redheads.

However, we really can't prevent ourselves from believing

that, though the answers in (4)-(6) are perfectly in order,

the corresponding ones in (7)-(9) are much more character-

istic.And, what may be more significant, in the context of

the respective interrogatives the latter characteristically

express the same proposition as the former. But, of course,

interpreted in isolation the corresponding pairs of senten-

ces are not equivalent at all. Those in (4)-(6) do imply

those in (7)-(9) respectively, but not the other way around.

Taken in isolation the interpretation of the indicative

sentence in (7) is such that its truth is compatible with

other people than John and Mary walking in the garden as

well. But if someone who has to answer the question express-

ed by the interrogative in (7), wants to express that, as

far as his information goes, there may be others that walk

in the garden besides John and Mary, he cannot do so by

using the indicative sentence in (7) as a linguistic answer.

(Neither, by the way, can he use the constituent answer in

(1).) He has to indicate explicitly the non-exhaustiveness

of his answer. This he can do e.g. by using (10), (11),

or (12).

(10) John and Mary, for example, walk in the garden.

(11) (I don't know, but) at least John and Mary walk

in the garden.
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(12) John and Mary are among the ones that walk in the

garden.

And, confusingly enough, (10)-(12) are logically equivalent

to the indicative in (7) when the latter is interpreted in

isolation. But in the context of the interrogative they are

not. In that context the indicative in (7) is equivalent

with the indicative in (4), or with the equivalent sentence

(13).

(13) John and Mary are the ones that walk in the garden.

The same point can be illustrated further by the fact that

sentence (14) will receive a different interpretation if it

is interpreted as a sentential answer to each of the quest-

ions expressed by the interrogatives (15)-(18).26 '27

(14) John kissed Mary.

(15) Who kissed Mary?

(16) Whom did John kiss?

(17) Who kissed whom?

(18) What did John do?

The implicit exhaustiveness of (14) as an answer to each of

(15)-(18) concerns different items in each case. More expli-

cit paraphrases of the propositions expressed by (14) as

an answer to (15)-(18) are (19)-(20) respectively.

(19) John is the one who kissed Mary.

(20) Mary is the one that John kissed.

(21) The only one who kissed was John and the only one

he kissed was Mary.

(22) The thing that John did was kiss Mary.

No two of the sentence (19)-(22) are logically equivalent.

For example, the truth of (19) is quite compatible with

other girls being kissed by John, whereas (20) is not. And
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the truth of (20) is quite compatible with Mary being kissed

by other boys as well, but (19) contradicts this. And (21)

implies both (19) and (20), but is not implied by either one

of them. Sentence (21) illustrates clearly that the question

expressed by (17) asks for an exhaustive specification of a

certain relation. It also illustrates that explicit indica-

tion of exhaustiveness of the answer can become quite cumber-

some and unnatural.

In fact, sentence (14) as an answer to (15)-(18) will

carry a different intonation pattern in each case, that

'disambiguates' it. Using capitalization to indicate which

element receives contrastive stress, these 'readings' can be

represented as follows:

(23) JOHN kissed Mary.

(24) John kissed MARY.

(25) JOHN kissed MARY.

(26) John KISSED MARY.

The consequences of this are rather far-reaching. Up to this

point one might still try to uphold that the interpretation

schema in figure 2 is basically correct. One might try to

argue that characteristic sentential answers can be interpre-

ted in isolation if one treats focus as a semantic pheno-

menon. Sentences in isolation may carry focus on one or

more of their constituents, and focus semantically results

in an exhaustive interpretation of the focussed constituent(s)

A suitable characteristic interrogative-sentential answer

pair would be one in which the focus of the answer matches

the exhaustiveness the interrogative asks for. On this view

there would be no need after all to use the interpretation

of the interrogative in the interpretation of the sentential

answer.

First, it should be noted that viewed in this way, focus

cannot in all cases be located at individual constituents

in the sentence. Sentence (25) as an answer to the question

expressed by (17) illustrates this clearly. As an answer to

(17), (25) expresses that John and Mary are the only pair of
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individuals that stand in the kissing-relation. Sentence (25)

does not mean that John is the only individual who kissed

only Mary (where others might also have kissed others). So,

as a suitable answer to (17) it are not the individual terms

John and Mary that each carry focus, but it is the pair of

these two expressions that carries focus as a single unit.

Second, and more important, this plea cannot help all

sentential answers to escape from contextual interpretation.

Consider the following example:

(27) Which man walks in the garden?

(28) John walks in the garden.

The point of this example is that if we assume that the term

John carries focus in (28) , the proposition that results if

we follow the kind of semantic treatment of focus sketched

above, is too exhaustive for the interrogative (27). What

(27) asks for is an exhaustive listing of men that walk in
29the garden. And the proposition expressed by (28) in the

context of (27) has to be that John is the only man that

walks in the garden. But assuming the term John to carry

focus, and assuming focus to trigger exhaustiveness, would

assign (28) the interpretation that only John walks in the

garden, that John is the only person that walks there, if

we don't mind the context the interrogative (27) provides.

This example does not provide an argument against a se-

mantic treatment of focus, resulting in an exhaustive inter-

pretation of focussed constituents. But it does provide a

conclusive argument against the possibility to interpret

characteristic sentential answers without relating them

to the interrogative. One really needs the interpretation

of the interrogative in order to arrive at the proper inter-

pretation of sentential answers. And to be sure, this inter-

pretation is an exhaustive one.

Exhaustiveness of answers was brought to the fore in

discussing characteristic sentential answers. It was used

to argue that not only constituent answers, but sentential

answers as well, should receive their interpretation in the
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context of the interrogative they serve to answer.But just

as the latter fact applies to both kinds of answers, so does

exhaustiveness. The interrogative-constituent answer pairs

(1)-(3) in section 2.1 are fully equivalent to the corres-

ponding interrogative-sentential answer pairs (7)-(9). We

repeat one example of each:

(1) Who walk in the garden? John and Mary.

(7) Who walk in the garden? John and Mary walk in the

garden.

Both in (1) and in (7) the answer expresses that John and

Mary are the ones that walk in the garden. Both answers

are implicitly exhaustive. All answers are taken to be ex-

haustive, unless they are explicitly marked as being non-

exhaustive, or, and that is another possibility, if the non-

linguistic context makes it perfectly obvious that the quest-

ion itself is meant to be interpreted non-exhaustively. To

repeat an example from G&S 1982, if you're walking down

the road in your home-town and an Italian tourist addresses

you, asking:

(29) Where can I buy an Italian newspaper?

you won't bore her citing a complete list of bookstalls and

other places where Italian newspapers are sold. You just

mention some plaee where she is likely to find one. And if

you are a nice person you mention one that is not too far

away and easy to find, and you won't try to be funny and

answer "In Rome.".

2.3. Answers, questions and abstracts

In section 2.1 we stated that constituent answers express

propositions. And which propositions they express, depends

on the interrogative in the context of which they appear.

Further we saw in the previous section that something
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similar holds for sentential answers, and we observed that

both kinds of answers are in general implicitly exhaustive.

Concentrating on constituent answers, and forgetting about

exhaustiveness for the moment, the proposition they express

should be obtained by relating the interpretation of the

constituent surfacing in them, and the interpretation of

the interrogative.

In this section we will show that in order to get this

to work, it will not do to relate the interpretation of

constituents to the final stage of development of interrog-

atives as expressing questions. We can't use the butterfly,

we need the caterpillar, the intermediary stage of inter-

rogatives as abstracts. As such they were seen, in section

1, to express properties or relations.

Suppose our domain of discourse consists of the five indi-

viduals John, Peter, Bill, Mary and Suzy. Suppose further

that at the actual index John and Mary walk, whereas the

other three do not. If the actual index is assigned to the

index variable a by the assignment function g, this would

mean that (30), the interpretation of the translation of

the abstract (31), would be the characteristic function of

the set {John,Mary}:

(30) [Xx[walk(a) (x)]IMjig

(31) who walks

Analogously, (32) , the interpretation of the translation of

the abstract (33) , would be the characteristic function of

the set {Peter,Bill,Suzy}:

( 3 2 ) [ U x H w a l M a ) (x ) ] I M

(33) who doesn't walk

At the S-level the two interrogatives (34) and (35) trans-

late as the expressions (36) and (37) respectively.

(34) Who walks?

(35) Who doesn't walk?
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(36) Xi[Xx[walk(a) (x) ] = Xxtwalk (i) (x) ] ]

(37) Xi[Xx["lwalk(a) (x) ] = XxHwalk (i) (x) ] ]

The interpretation of (36) is (the characteristic function

of) the set of indices where the same individuals walk as at

the actual index, i.e. in our example the indices where John

and Mary are the ones that walk. The interpretation of (37)

is (the characteristic function of) the set of indices

where the same individuals do not walk as do not walk at

the actual index, in our example the indices where Peter,

Bill and Suzy are the ones that do not walk. If our domain

remains constant at different indices, these two sets of

indices, these two propositions, coincide. This means that

the positive interrogative (34) and the negative interroga-

tive (35) have the same denotation at the actual index. In

fact, they have the same denotation no matter which index

we care to choose as the actual one. Both interrogatives

(34) and (35) will have the same denotation at each index,

i.e. they express the same question.

But then, no matter how we try to transform constituent

answers into propositions, if we do this in the context of

either one of these two interrogatives interpreted as quest-

ions, one and the same constituent answer cannot but be

transformed into one and the same proposition. But this is

certainly wrong. In the context of (34) , the constituent

answer (38) :

(38) John and Mary.

expresses the proposition that John and Mary are the ones

that walk, whereas in the context of (35) the same answer

expresses the quite different proposition that John and

Mary are the ones that do not walk.

The source of this problem is that in the transition

from abstract to interrogative, i.e. in the transition

from relation to question, information is lost. Abstracts

that express different relations, for example complementary

ones as in our example, are sometimes turned into
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interrogatives that express the same question.

Other examples that do not concern complementary rela-

tions can be used to illustrate the same point. Any two

interrogatives that are formed from abstracts which express

rigid properties or relations, express the same question,

viz. the constant function from indices to the tautology,

i.e. the tautological question. Examples are (39) and (40).

(39) What is the sum of 5 and 11

(40) What is the product of 5 and 7?

This is correct in sofar as the true answers to any two

such questions will always be logically equivalent (and

logically valid). But true constituent answers may have to

indicate different objects, in the examples the numbers

12 and 35 respectively.

And to give yet another example, suppose our set of

indices is restricted to indices where the time difference

between Amsterdam and Moscow is exactly as it is at our

actual index. Then the two interrogatxves (41) and (42)

would express the same question.

(41) What time is it now in Amsterdam?

(42) What time is it now in Moscow?

But if the constituent answer (43)

(43) 5 p.m.

is a true answer to the first, it should be false as an

answer to the second.

The conclusion must be that the correct input for the

derivation of interrogative-constituent answer pairs, should

not consist of an interrogative and a constituent, as the

schema in figure 1 has it, but should consist of an abstract

and a constituent. Only from the interpretations of these

two expressions will it be possible to obtain the proposi-

tion expressed by a constituent answer.
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At this point we want to stress that the argumentation

presented above shows only that in order to assign the

proper interpretation to answers we should relate the inter-

pretation of the constituent surfacing in the answer to the

interpretation of the abstract underlying the interrogative

and not to the interpretation of the interrogative as such.

The argumentation can not be used against interpreting

interrogatives as questions.

Taking up the last example again, it is true that, given

the assumption that the set of indices is restricted to

those where the time difference between Amsterdam and Moscow

is as it actually is, the two interrogatives (41) and (42)

express the same question. Is that not counterintuitive?

For the sentence (44) seems to answer the first of these

interrogatives, but not the second.

(44) It is now 5 p.m. in Amsterdam

It would only answer the second interrogative as well if

one knows that it is two hours later in Moscow than in

Amsterdam. A simple calculation would then show that it is

7 p.m. now in Moscow. But, of course, this is precisely what

our assumption takes care of! It implies that at every index

the time difference between the two cities is two hours.

And if this holds at every index, it holds a forteriori at

every index that is compatible with what one knows. In a

model satisfying our assumption, the sentences (44) and (45)

are equivalent.

(45) It is now 7 p.m. in Moscow

But then one cannot fail to know the one if one knows the

other. And this means that either one of these two sentences

can serve equally well to answer either one of the two inter-

rogatives.

So, rather than corrupting the interpretation of inter-

rogatives as questions, this argumentation on the contrary

supports it. If under our assumption the two answers (44)
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and (45) are equivalent, the interrogatives better be equi-

valent as well.

Of course, there remains this itchy feeling. But it is

caused by a disease possible world semantics suffers from.

Possible world semantics makes it impossible to distinguish

between there existing a necessary relation between the time

in Amsterdam and the time in Moscow on the one hand, and the

information one may have about the existence and content of

this relationship on the other hand. And this disease is

contagious. If possible world semantics has it this way, a

semantic analysis of interrogatives carried out whithin that

framework cannot fail to have it as well. Within the present

context we need not worry about it. Once possible world

semantics has been cured from this ailment, our semantics

of interrogatives will be cured as well. Many doctors have

already devoted themselves to finding a remedy for this ail-

ment, and many medicins have been prescribed. Most of them

do the patient a lot of good. But it is our feeling that

only a major operation will bring final relief. But that is

not the task we have set ourselves here.

2.4. Conclusion

A constituent answer such as (48), and the corresponding

characteristic sentential answer (49), express the same

proposition in the context of the interrogative (46) , and

they express the same proposition in the context of (4 7 ) .

(46) Who walks in the garden?

(47) Which boy walks in the garden?

(48) John.

(49) John walks in the garden.

But the proposition expressed by (48) and (49) as answers

to the question expressed by (46) is not the same as the

one they express in the context of (47). The proposition

expressed by an answer is to give an exhaustive specification
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of the denotation of the abstract from which the interrog-

ative is derived. As answers to (46), (48) and (49) say the

same as (50). And as answers to (47) , they say the same as

(51).

(50) The one who walks in the garden is John.

(51) The boy who walks in the garden is John.

We need the interpretation of the abstract underlying an

interrogative to obtain the proposition expressed by both

kinds of answers in the context of that interrogative.

In a compositional semantic framework this means that

abstracts have to take part in the derivation of answers.

And by its side, the constituent surfacing in the constitu-

ent or sentential answer will feature in it as well. Toge-

ther they can be seen to contain the syntactic material

that is required to build both kinds of answers. And their

interpretation was seen to be necessary to obtain the pro-

position these should express. Necessary, but not yet suffi-

cient, since we also have to take care of exhaustiveness

of characteristic answers. We cannot simply relate the

interpretation of the abstract and the constituent. In the

process of combining them, we have to apply a semantic

operation that 'exhaustifies' the interpretation of the
34constituent.

Returning to our example, we have to apply a semantic

operation of 'exhaustivization' to the interpretation of

the term John, minimizing it, so to speak, to only John.

If we relate the resulting exhaustive term interpretation

to the property expressed by the abstract who walks in the

garden (or which boy walks in the garden) we will indeed

obtain the proposition that gives an exhaustive specifica-

tion of the ones (or the boys) that walk in the garden.

Since the abstract also suffices to derive the interrog-

ative, the abstract and the constituent together suffice

as input for the derivation of interrogative-answer pairs.

This leads us to the general interpretation schema of

interrogative-answer pairs in figure 3.
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< interrogative , constituent/sentential answer >

< question , proposition >

interrogative formation

(exhaustive constituent interpretation!

exhaustivization

constituent

constituent interpretation

(fig.3)

The input is formed by an abstract, expressing a relation,

and a constituent. The output is an interrogative-answer

pair, where the answer is either a constituent one or a

sentential one. Its interpretation is a question-proposition

pair. The interrogative and its interpretation are obtained

from the abstract and its interpretation by the process of

interrogative formation presenLed in section 1. The answer

and the proposition it expresses, are obtained by combining

the abstract and its interpretation with the constituent,

the interpretation of which has been subjected to a semantic

process of exhaustivization.

Constituent answers and sentential answers are treated

as variants of each other. They may differ in surface form,

but they are derived and interpreted in much the same way.

As was our purpose, the outcome of this process, a quest-

ion and a proposition, are apt to serve as the input of

our theory of semantic and pragmatic answerhood.

It is important to bear in mind that what are produced

this way are a quite particular kind of interrogative-answer

pairs, which we referred to most of the time as characteris-

tic interrogative answer pairs. They certainly do not exhaust

all possibilities. In principle any sentential expression
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can serve as an answer. But it are these characteristic cases

that deserve, and need, special attention.



3. Semantics of linguistic answers

3.0. Introduction

In this section, we discuss in more detail the derivation

and interpretation of interrogative-answer pairs as it was

schematically indicated in figure 3 in the previous section.

It is our aim to implement this schema in the grammar by

transforming it into grammatical rules. We will end up with

a single pair of rules, a syntactic rule that forms

interrogative-answer pairs, and a corresponding semantic

rule which translates such pairs of natural language express-

ions into pairs of expressions of a logical language, the

latter are interpreted as a question and a proposition resp-

ectively, and thereby the former are indirectly interpreted

as such as well.

We hasten to add that as far as syntax is concerned, the

rule will be hardly less schematic than the schema we already

presented. It is, first and foremost, semantics that we are

interested in here. We will indicate to some extent what is

involved in the syntactic process, but we will not explicate

the syntactic functions we introduce for a particular natural

language. Of course, since we embrace semantic compositional-

ity as a methodological principle, our semantics will con-

strain syntax in certain ways. It imposes a certain kind of

derivational structure on interrogatives and answers, but

it also leaves open a great many syntactic details that can

be treated in several different ways. Which way to choose

may be decided upon for autonomous syntactic reasons. What

we do have to stand for as natural language semanticists is

that an intelligible syntax that meets the constraints set

up by our semantics is feasible.

287
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The single pair of rules we will propose is of a general

nature. It applies to sentential and to single and multiple

constituent interrogatives and deals with both constituent

and sentential answers. It might well be that the syntactic

functions involved differ widely for different instances,

and that it would be more elegant to split up the one syn-

tactic rule into several different (sub-) rules. But since

in all cases a single and general semantic process is in-

volved, there is no reason for such a division from a purely

semantic point of view.

For expository reasons, however, we start out in section

3.1 with single constituent interrogatives and their answers.

For the larger part, we will be concerned with giving content

to the semantic operation of exhaustivization. For single

constituent answers and their sentential comrades, this task

is much the same as that of specifying the semantics of the

term-modifier only. In section 3.1.2, we will discuss the

impact exhaustivization has on different kinds of terms. In

section 4, these will be seen to correspond nicely with

different types of notions of answerhood. Making use of the

generalized quantifier view on terms, we define a uniform

semantic process of exhaustivization that is argued to give

correct results in all cases, tor all kinds ot terms. It

will come out in section 3.1.3, however, that the general

applicability of this semantic process does require a theory

of terms that really takes the semantic plurality of certain

terms seriously, and does not neglect it, as those working

on the theory of generalized quantifiers tend to do.

After having presented our analysis of single constituent

interrogatives and their answers, we show in section 3.2 how

it can be generalized straightforwardly to cover multiple

constituent ones as well.

Although we originally developed our analysis for constit-

uent interrogatives and their answers, it will turn out in

section 3.3 that it fits short and long answers to sentent-

ial (yes/no-) interrogatives equally well. Their semantics

is neatly covered by the same rule that applies to constit-

uent interrogatives. Exhaustiveness plays a distinctive role
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in this case as well. On the side, we get a quite natural

explanation for the fact that natural language conditionals

and disjunctions in many cases tend to get interpreted as

biconditionals and exclusive disjunctions.

3.1. Single constituent interrogatives

3.1.1. The rule

Following the schema in figure 3, a single constituent

interrogative-answer pair is to be derived syntactically

from an abstract, in this case an AB (one-place abstract),

and a constituent, in this case a T (term). The derivation

is to result in a pair of expressions: an interrogative, an

S; and an answer, either a constituent or a sentential one,

but in both cases an expression of category S. This is what

can be said off-hand about the input and output categories of

the expressions involved.

One half of the derivation, that of forming an interrog-

ative from an abstract, was already presented in section 1.

Concerning the other half, it can be noticed that the

semantic types corresponding to the categories of the input

expressions are such that we could use standard functional

application as a way of combining their interpretations. The

category AB , defined as S/e, corresponds to the semantic

type <e,t>; the category T, defined as S/(S/e), corresponds

to the type «s,<e, t» , t> . If we apply a term translation

to the intension of an AB translation, the result is a

truth value expression of type t. This is indeed the type

that corresponds to the category S of indicatives, the

category assigned to answers.

In this way, it could be accounted for quite directly

that the interpretation of the answer depends on the inter-

pretation of the abstract that forms the basis of the inter-

pretation of the interrogative. But what is not yet account-

ed for is the exhaustiveness of the answer. If, again, we

follow the schema in figure 3, this should be obtained by
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first applying a semantic operation to the input term that

has the semantic effect of exhaustivization, and after that

using functional application to combine the interpretation

of the abstract and the thus modified interpretation of the

term to obtain a truth value expression.

This leads to the following pair of rules for the derivat-

ion and interpretation of single constituent interrogative-

answer pairs.

(3:IA1) If S is an AB1,- and a a T, then <F I (B) ,F C A 1 (a,- B) >

and <FI(g),FSA1(a,g)> is an <S,S>

(T:IA1) If B translates as 6', and a as a', then both

<FI(B) ,FCA1(a,8)> and <F I (g) ,F g A 1 (a,8) > translate

as <Xi[B' = UaB') (i) ] , exh(Xact') (XaB')>

From an abstract and a term, the syntactic rule (S:IA1) forms

pairs of expressions consisting of an interrogative, an S,

followed by an answer, an S. The new category <S,S> is

introduced as an ad hoc notation for the syntactic category

of such pairs. The rule forms both constituent answers and

sentential ones as second elements of such pairs. The syn-

tactic function F_,. is to take care of the former and FCB1
LAI Dnl

of the latter. The function F was already introduced in

section 1, it turns abstracts into interrogatives.

Constituent and sentential answers are treated as two syn-

tactic options that receive the same semantic interpretation.

Both FCA1(ct,0) and F
S A 1 ( a»6) are translated as exh(Xaot') (Xag1).

The translation of interrogative formation F (B) was already

explained in section I. The logical expression exh is a logic-

al constant of type « s , f (T) >, f (T) >, i.e. when applied to

the intension of a term translation, it delivers a term trans-

lation. Its interpretation is to take care of the exhausti-

vization of the term on which it operates. So, the type of

the expression exh(Xaa') is ƒ (T) , i.e. «s,<e, t», t>. Since

ftAB1) =<e,t>, the type of XaB' will be <s,<e,t». So, the

type of an answer translation exhUaot' ) (XaB') is t. Both
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kinds of answers express a proposition. Since the interrog-

ative expresses a question, as we saw in section 1, the re-

sult of the translation procedure as a whole is a pair of

logical formulas of which the first expresses a question and

the second a proposition. And this is what we are after.

These are the kinds of semantic objects that the notions of

semantic and pragmatic answerhood defined in G&S 1984a apply

to.

We will not state the workings of the syntactic functions

introduced by the rule. We keep our promise and say very

little about syntax here. What we have to say about F j , the

function forming interrogatives, we already said in section 1.

Sp, we can confine ourselves to the answer functions F C A 1 and

F„ . Both take an abstract and a term as input. For the for-

mer, the syntactic role of the abstract is a limited one.

Only the term will surface in a constituent answer. But, as

we have argued for extensively in section 2, we really do

need the abstract for its semantic interpretation as an

answer. Still, even in this case, the abstract has some syn-

tactic influence as well. E.g. the term surfacing in the

answer is to be assigned case. And its case should be the

same as that of the wh-term in the abstract. Similarly, in

some cases prepositions (or pre-, in-, and affixes in certain

languages) have to be added to the term to form the proper

constituent answer. Compare:

(1) Whom does Mary love? Him that always sends her flowers.

(2) To whom did John give the book? To Mary.

The abstract can give the required syntactic material or

information to be able to give a constituent answer its
39correct form.

But, of course, the abstract plays a far more important

role in helping to form sentential answers. And it will in-

deed be far more complicated to state the content of the

syntactic function F_A. that is to achieve this. But at

least, it seems that the term and abstract together contain

(or can be made to contain) all the required syntactic



292

material and structural information to form the sentential

answer. Largely oversimplifying matters, what F_A1 is to do

is to replace the wh-term in the abstract by the input term.

For a language such as English, where a wh-term is preposed,

this means disconnecting the wh-term and filling in the input

term in the empty position left by the preposed wh-term in

the original sentential structure. And surely, all kinds of

other details will further have to be taken care of, such as

word order, case assignment and agreement with other elements

in the resulting sentential structure,

A few global remarks about the nature of the syntactic

and semantic objects that are defined by the rules (S:IA1)and

(T:IA1).may be in order here. We described the output of the

syntactic rule as interrogative-answer pairs, and their

semantic interpretation as question-proposition pairs. In a

sense, these objects are of a highly artificial nature. They

cannot be viewed, at least not in a straightforward way, as

the kind of objects one normally takes a grammar to produce.

A sentence grammar produces sentences. Among these there

may be interrogative sentences and indicative sentences that

superficially resemble the elements of the objects produced

by our rule, but as pairs they are not produced by a sentence

grammar. The important point is that a sentence grammar may

be regarded as a model, in some sense of that word, of the

way in which speech production or speech interpretation pro-

ceeds. And it are sentences, indicative, interrogative and

otherwise, that are produced and interpreted. No-one will

utter, or interpret, interrogative-answer pairs.

Proceeding from individual sentences to larger units,

texts, does not change this in an essential way. Text-

grammars model the production or interpretation of larger

pieces of coherent discourse, such as occur in spoken or

written language. Again, these may contain interrogatives

and declaratives, but interrogative-answer pairs are not to
40be found among them.

What then are these objects, and what kind of grammar is

the one that produces them? In order to shed some light on

this question, let us review the reasons adduced above for
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going about the matter in the way we do. Our objectives in

this paper are two. First of all, we want to make clear that

the theory of answerhood developed in G&S 1984a in an ab-

stract and language independent way, can be applied to con-

crete linguistic expressions. And secondly, we want to show

how an analysis of interrogatives based on the theory of

wh-complements developed in G&S 1982, which is a proposition-

al theory and which lays a heavy stress on the phenomenon of

exhaustivity, can deal with non-sentential answers. In both

cases, we need to consider interrogatives and answers, quest-

ions and propositions, in relation to each other. For the

various notions of answerhood defined in G&S 1984a are all

relational, and as we argued in section 2, non-sentential

answers (and sentential ones too, for that matter) cannot be

interpreted properly but in the context of an interrogative.

These facts are accounted for by letting our rules prod-

uce and interpret interrogatives and answer in relation, i.e.

in pairs. The rules are satisfactory as far as the tasks we

set ourselves are concerned, as the remainder of this paper

is intended to show.

In view of these considerations, it seems that we must

interpret interrogative-answer pairs in a rather abstract

way, i.e. not as objects that may actually, as such, be

found in speech production or interpretation, but rather as

abstract objects that reflect certain properties of objects

that do occur in everyday speech. Obviously, the normal sit-

uation is one in which a question is raised by one speaker

and is answered by another. Neither of these two speech part-

icipants actually produces or interprets an interrogative-

answer pair. But each one of them does something that is re-

flected in the way in which interrogative-answer pairs are

handled by our rules. For obvious reasons, the production of

an interrogative is not influenced by the answer that is

going to be given to it, and neither is its interpretation.

This is reflected in the rules by the fact that neither in

the syntactic nor in the semantic rule the first element of

the pair produced is affected in any way by the second. The

production of an answer by another speaker, however, is



294

heavily influenced by his interpretation of the interrogative.

And, in its turn, the interpretation of this answer by the

questioner essentially depends on the meaning of his original

interrogative as well. The fact that in our rules, an answer,

be it a constituent or a sentential one, both syntactically

and semantically depends on the form and interpretation of

the interrogative reflects this.

Thus, our rules can be interpreted as embodying in one

object two aspects of what goes on in a question-answer dia-

logue in two different speech participants. The one who

answers uses the interrogative in producing his answer. And

the one who asks the question uses it in interpreting the

answer that he is offered.

In a sense, then, the rules that define interrogative-

answer pairs may be said to be 'discourse grammar1 rules, i.e.

rules that could be part of a system that accounts for the

structural syntactic and semantic properties of interactive

discourses. To be sure, our rules deal with only a few aspects

of only one elementary type of discourse. They govern more

or less standard, strictly informative, question-answer dia-

logues between two speech participants. The 'discourses' they

produce are of a highly artificial nature. Actual speech pro-

ceeds in far more intricate and delicate ways. But, nonethe-

less, we claim that they do reflect certain important prop-

erties of question answering, in particular the exhaustive-

ness of answers. Our rules permit us to investigate the con-

sequences precisely, and it is thus, we believe, that study-

ing rather abstract miniature dialogues of this kind will

prove valuable once we proceed to tackle more natural and

complicated ones.

3.1.2. Exhaustiveness

In this section, we turn to the interpretation of the seman-

tic process of exhaustivization of the interpretation of terms.

We will specify the semantic content of the logical express-

ion exh that figures in rule (T:IA1) in the translation of
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constituent and sentential answers.

To keep the exposition simple, we choose as our example

the rather artificial, but simple interrogative sentence (3) :

(3) Who walk(s)?

First of al l , it can be observed that all kinds of terms can

surface in constituent answers to the question expressed by

(3) , and the same holds, of course, for the corresponding

sentential answers. In many cases, a proper name, or a con-

junction of such names may be available that serves our pur-

poses perfectly wel l . We then get answers like the following:

(4) (a) John.

(b) John walks.

(5)(a) John and Mary.

(b) John and Mary walk.

As we have seen, in the context of the interrogative (3) ,

such answers purport to give an exhaustive specification of

the individuals that actually walk. So, if the answer that

(4)(a) and (b) provide ic true, the set of walkers consists

of exactly one individual, the individual John. And similar-

ly, if (5)(a) and (b) provide a true answer, the set of walk-

ers consists of exactly two individuals, the individuals

John and Mary. (So, although taken in isolation, the truth

of (5)(b) implies the truth of (4)(b), as answers to (3) ,

they contradict each other.) In the context of (3), (4)(a) ;

and (b) , and (5)(a) and (b) express virtually the same as

(4)(c) and (5)(c) respectively:41

(4)(c) Only John walks.

(5) (c) Only John and Mary walk.

In other words, the semantic content of exh can be verbalized

as the term-modifier only in cases like these.

Using standard predicate logic for the moment, we can re-
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present the answers in (4) and (5) in the context of (3) by

the formulas (4)(d) and (5)(d) respectively:

(4) (d) Vx[walk(x) ** x= j ]

(5)(d) Vxtwalk(x) «• [ x = j v x = m]]

But proper names do certainly not exhaust our linguistic

means to answer questions. It might be quite appropriate to

use a universally quantified term such as in (6):

(6) (a) Every boy.

(b) Every boy walks.

Such answers would convey the information that the set of

walkers consists of all and only boys, that the set of walk-

ers equals the set of boys. Again, this is not the same as

(6)(b) expresses in isolation. The predicate logical formula

representing the answers in (6) in the context of (3) is

(6)(d), which again might be verbalized by using only as in

(6)(c):42

(6)(c) Only every boy walks,

(d) Vx[walk(x) «- boy(x) ]

It should be remarked that though (4);, (5) and (6) are

equally good answers from a purely syntactic point of view,

and share the property of being characteristically interpret-

ed exhaustively, they need not be equally good from a seman-

tic or pragmatic perspective, i.e. as carriers of the inform-

ation the question asks for. If (6) is a true answer, s,o

would be a conjunction of all proper names of the boys in the
43

domain of discourse. If we consider rigidity to be a seman-

tic property of proper names, such a conjunction of names

would provide a semantically rigid answer, whereas the answers
44

in (6) would not.
Such difference in potential semantic and pragmatic value

between syntactically equally good linguistic answers is even

more clear if we compare (4) - (6) with the answers in
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the examples (7) and (8):

(7)(a) John or Mary.

(b) John or Mary walks.

(8)(a) A girl.

(b) A girl walks.

In general, if our question (3) is answered by (7) or (8) ,

our question will still not be answered completely, but in

many cases we will have come closer to an answer, our quest-

ion will then be answered at least partially. From a syntac-

tic point of view, such indefinite answers are quite in order.

And, interestingly enough, they share the property of being

characteristically interpreted exhaustively. In the context

of the interrogative (3), the answers in (7) convey the in-

formation that precisely one individual walks, and that this

individual is either John or Mary. This is what is expressed

by the formula (7)(d), and what can be verbalized explicitly

by means of (7)(c):

(7)(c) Only John or Mary walks.

(d) Vx[ [walk (x) -s* x = j ] v [walk (x) ++ x = m] ]

Notice th,at only can be distributed over the elements of a

disjunction, but not over the elements of a conjunction. Sen-

tence (7)(c) is equivalent with (9) and (10), but (5)(c) is

not equivalent with (11) :

(9) Only John or only Mary walks.

(10) Only John walks or only Mary walks.

(11) Only John walks and only Mary walks.

In fact, sentence (11) is a contradiction.

Similarly, the answers in (8) say that exactly one indivi-

dual walks and that this individual is a girl. The corres-

ponding formula is (8)(d), it also represents the meaning of

(8) (c):
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(8)(c) Only a girl walks.

(d) 3x[girl(x) A Vy[walk(y) «• x = y]]

Let is stick to these five examples for the moment, and try

to use these sufficiently different cases to arrive at a

proper interpretation of the process of exhaustivization.

Though in the end we use an intensional logical framework,

we stillcontinue to use extensional logical representations

for the moment. There is no harm in this, since intension-

ality is not essentially involved in the process of exhaust-

ivization as such.

If one takes a quick superficial look at the formulas

(4) (d) - (8)(d), it will seem hard to find a general composit-

ional way to arrive at them. Using the examples given above,

our task can be described as follows. If we apply the logical

expression exh to the extensional term translations given in

(12)(a) - (16) (a) , the interpretation of the resulting express-

ions (12) (b) - (16)(b) should warrant that they are equivalent

with (12) (c) - (16) (c) :

(12)(a) John ~ AP P(j)

(c) APVx[P(x) •<* x = j]

(13)(a) John and Mary ~ AP[P(j) A P ( m ) ]

(b) exh(AP[P(j) A P(m) ])

(c) APVx[P(x) ++ [x= j v x = m] ]

(14) (a) every boy ~ APVx[boy(x) -*P(x)]

(b) exh (APVx[boy (x) •» P (x) ])

(c) APVx[boy (x) +• P(x) ]

(15)(a) John or Mary ~ AP[P(j) v P(m)]

(b) exhUP[P( j ) vP(m)])

(c) \PVx[[P(x) -w x = j] v [P(x) -» x = m]]

(16)(a) a girl - AP3x[girl(x) AP(x ) ]

(b) exh (AP3x[girl (x) A P (x) ])

(c) AP3x[girl(x) A Vy[P(y) -w- x = y]]
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If we apply the formulas (12)(c) - (16)(c) to the abstract

Xx walk(x), the extensional translation of the abstract un-

derlying interrogative (3), we get, using ^-conversion, the

formulas (4) (d) - (8)(d). Since this is what the translation

rule tells us to do in order to arrive at the translation of

the answers (4) - (8) in the context of the interrogative (3),

we get the proper results if we can specify the content of

exh in such a way that the equivalences between (12)(b) -

(16) (b) and (12) (c) - (16) (c) hold.

In the extensional formulas in (12) - (16), the predicate

variable P will be assigned a subset of the domain of indi-

viduals D. So, all expressions in (12) - (16) denote a set of

subsets of D. The translation of John in (12)(a) denotes

those subsets of D of which the individual John is an element.

I.e. it contains the unit set {John} and all sets X c D such

that {John}ex. In view of the equivalence aimed at between

(12)(b) and (c), the expression exh(XP P(j)) is to denote

the set containing those subsets X of D such that all elem-

ents of X equal John. I.e. it should denote the set {{John}}.

This suggests that exh works as a kind of filter on the set

of sets denoted by a term. It filters out those sets X in the

denotation of the term for which there is no other set Y in

its denotation such that Y c X , So, it seems that exh can be

defined as the following semantic operation:

(17) exh= APJP[P(P) A H 3 P ' [ P ( P ' ) A P / P ' A Vx[P'(x) ->F(x) ]]]

If we use this definition to write out (12)(b), the exhaust-

ivizatlon of John, we get the following result:

(12) (d) AP[P(j) A nap' [P1 (j) APjfp' A Vx[P' (x) ->P(x)]]]

The expression (12) (d) is indeed equivalent to (12) (c), which

means that when applied to proper names, exh as defined in

(17) gives correct results.

Let us check definition (17) by considering our other

examples. Writing out (13)(b), the exhaustivization of

John and Mary, by means of definition (17), we arrive at:
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(13) (d) XP[P(j) AP(m) A

13P' [P1 (j) A P' (m) APjfp' A VxtP1 (x) ->P(x) ]]]

This is correct, (13)(d) is equivalent to (13)(c). In seman-

tic terms, the denotation of John and Mary contains those

X c D such that { {John,Mary} } 5 X. From this set

{X I {John,Mary}cX}, exh filters out the smallest sets, re-

sulting in {{John,Mary}}.

Using definition (17) to write out (14)(b), the exhaust-

ivization of every man,- we get the following result:

(14) (d) XP[Vx[man(x) -»P(x) ] A

H3P' [Vx[man(x) -• P' (x) ] A P + P1 A Vy[P' (y) -» P(y)]]]

Again, the result is correct. Formula (14)(d) is equivalent

with (14)(c).

Let us now look at example (15). The denotation of the

term John or Mary is the result of taking the union of the

denotations of the terms John and Mary:

{XI {John} cX } U {X I {Mary} c X } = {X I {John} cfX'V {MarylcX}.

This latter set of sets contains two smallest elements, the

sets {John} and {Mary}. So, the result of applying exhaust-

ivization is the set {{John},{Mary}}. And this is the denot-

ation of (15)(d), which is the result we get if we use defi-

nition (17) in writing out the expression (15)(b):

(15) (d) XP[[P(j) v P(m) ] A

H3P' [Ü?'(j) v P"(m)] A P J I P ' A Vx[P' (x) -• P(x) ]]]

In this case too, the resulting formula (15)(d) is equivalent

with the intuitive predicate logical translation (15)(c).

Using definition (17) in writing out our last example,

(16)(b), the exhaustivization of a girl, the resulting ex-

pression will again denote a set of unit sets. This is so

because the term a girl denotes a set of sets of which the

smallest elements are singletons consisting of a single girl.

Exhaustivization filters out these singletons:
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(16) (d) XP[3x[girl(x) A P(x)] A

~13P' [3x[gir l(x) A P' (X)] A P ^ P 1 A Vy[P' (y) -• P(y)]]]

In th is l as t case too, the resu l t i s sa t is fac tory , (16)(d) is
AC.

equivalent with the intuitive translation (16)(c).

To sum up, we have seen that a simple and conceptually

clear definition of the semantic operation of exhaustiviza-

tion can be given that gives correct results when applied to

proper names, simple conjunctions and disjunctions thereof,

and simple universally and existentially quantified terms.

It operates on a set of sets and filters out its smallest

elements.

Still, logical clarity is no guarantee for truth. We have

sofar only looked at few simple examples of terms. There,

our definition of exhaustivization was confirmed, and this

may give us hope, but it does not give us proof that it will

work for all cases it has to work for, i.e. that it gives

correct results when applied to any term that allows for an
47exhaustive interpretation. We will not attempt to arrive

at such a proof in this paper, though we will discuss some

apparent counterexamples in the next sub-section and will

indicate how to d^cO w-i-hh them.

3.1.3 Exhaustiveness and plurality

There are many terms besides those discussed above for which

definition (17) of exhaustivization works perfectly, such as

those in (18), but there are also others for which it prima

facie does not give correct results, such as those listed

in (19):

(18) John and Mary or Suzy; John or Mary and Suzy, every

man and Mary; a man and a woman; a man or a woman;

two men; Mary and a man; Mary or two men

(19) John or Mary or both (John and Mary); at most two

girls; at least one girl; John or every man; at most

John
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What goes wrong, and what causes it to go wrong, can be made

clear by considering the first example in (19).

The term John denotes the set {X I {Johnlcx}, Mary denotes

the set {X 1 {Mary)5X}. If we take their conjunction (both)

John and Mary to denote the intersection of these two sets ,

we get {X I {John,Mary}cX}. The latter set is clearly a sub-

set of each of the former two. This means that the union of

all three of them, which is the denotation of John or Mary or

both (John and Mary), will be the same as the union of the

first two of them, the denotation of John or Mary.

This will come as no surprise. The standard logical treat-

ment of John or Mary is such that it means John or Mary or

both of them. And this, we believe, is quite correct. But, of

course, this implies that any definition of exh, or of any

other term-modifier, will give the same result when it is

applied to John or Mary or to John or Mary or both. As we

have seen in the previous section, the result of applying

exh to the former, and then combining the resulting exhausti-

vied term with e.g. the predicate walk, is a formula that

expresses that exactly one individual walks, and that this

individual is either John or Mary. And if John or Mary and

John or Mary or both denote the same set of sets, we would

get precisely the same result if we apply exh to the latter.

And this in turn would mean that the answers (7) and (20) to

the interrogative (3) would express the same proposition:

(3) Who walk(s)?

(7) John or Mary.

(20) John or Mary or both (John and Mary).

But clearly, as answers to the question expressed by (3), (7)

and (20) have a different meaning. The answer (7) means indeed

that precisely one individual walks and that it is John or

Mary, but (20) means that either precisely one individual

walks and that it is John or Mary, or that precisely two in-

dividuals walk, both the individuals John and Mary. Whereas

in the context of (3), (7) is equivalent with (21), (20) is
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equivalent with (22) :

(21) Only John or only Mary.

(22) Only John or only Mary or only both (John and Mary).

What seems to cause the problem at hand is that semantic plu-

rality has not been taken into account the way it should be.

The third disjunct of John or Mary or both(John and Mary) is

semantically plural. The standard treatment of John and Mary

used above does not take this into account properly. It simply

takes the intersection of the denotations of John and Mary,

resulting in the set {X | {John,Mary}c X} .

This 'analysis' of plural terms is allright for many con-

texts, but is is also known to be wrong in general as an

analysis of such terms. In many contexts we have to con-

sider John and Mary not as denoting a set of properties of

individuals, those properties that both the individual John

has and the individual Mary has, but as denoting a set of

properties of 'groups', those properties that the group con-
49

sisting of John and Mary has.

There are various ways to account for this, and consequent-

ly there are various theories of semantic plurality around."~

Here, we do not want to make a particular choice among them,

since the problem we discuss here, and the way in which we

want to solve it, should not essentially depend on any parti-

cular feature of any particular theory. As long as the theory

makes a neat distinction between individuals and groups it is

allright with us. So, let us just represent the group consist-

ing of John and Mary as [John,Mary], without committing our-

selves to a particular view on the nature of the semantic ob-

ject it represents. The denotation of the semantically plural

term John and Mary will then be the set of properties of

groups and/or individuals {X | ([John,Mary]}c X} .

Once this much has been acknowledged, our difficulties

disappear. The denotation of the term (23) now becomes (24),

and applying the semantic operation of exhaustivization to

this set of sets results in (25) :
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(23) John or Mary or both (John and Mary)

(24) {X I {John} crX v {Mary} e x v {[John,Mary]} e x }

(25) {{John},{Mary},{[John,Mary]}}

This is exactly what one wants to get. For if (24) is the denot-

ation of the term (23), in the context of the interrogative

(3), the constituent answer (20) will indeed express what we

intuitively considered it to express, viz. that either John

is the one who walks, or Mary is the one who walks, or John

and Mary are the ones that walk.

So, by taking semantic plurality into account, we do get

the fully satisfactory result that the two terms John or Mary

and John or Mary or both do not have precisely the same denot-

ation, but are interpreted in such a way that, though inter-

changeable in certain contexts, they have a different mean-

ing in others, e.g. when they are interpreted exhaustively,

as they must when they are taken as answers.

It should be noted that .these results are obtained by com-

bining the intuitive and simple interpretation of exhaustive-

ness defined in (17) with the view that semantic plurality

has to be taken seriously, a view that has been motivated

also on entirely independent grounds.

Plurality is also involved in the difference between

a girl and at least one girl, or more generally, in the

difference between n girls and at least n girls. Again, the

standard logical treatment of these terms does not differ-

entiate between them, but rather treats them as equivalent.

And in this case too, though this may be correct for some

contexts, it is not so for all. It does not lead to an

appropriate interpretation of the answer (26), which clear-

ly differs from the answer (8):

(3) Who walK(s)?

(8) A girl.

(26) At least one girl.

The proposition that (8) expresses in the context of (3), we
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described as follows: exactly one individual walks, and this

individual is a girl. The proposition that (26) expresses

in the context of (3) is that at least one individual walks,

and that the individual(s) that walk(s) are girls. Or, in

'plural' terms, it says that the group of walkers is a group

of girls with at least one member. And generally, an answer

of the form At least n girls. in the context of the interrog-

ative Who walk(s)? expresses that the group of walkers is a

group of girls with at least n members.

That this is a correct paraphrase of the meaning of this

answer follows from the perfectly reasonable assumption that

a group walks iff its members do. This is a feature of the

property of walking (and many others besides) and has nothing

to do with the meaning of the term as such. This becomes

clear if one contrasts the pair (3) - (26) with the pair

(27) - (28):

(27) Who gather?

(28) At least six girls.

In the context of (27), the answer (28) expresses that one

group gathers, a group of girls having at least six members.

So, we have come to the conclusion that a term of the form

at least n girls denotes the following set of sets:

(29) { X | ( G } C X , where G is a group of girls having
at least n members}

Contrast this with n girls, wich denotes the set of sets:

(30) {X| {G};=X, where G is a group of n girls}

If we apply exhaustivization to (29), we arrive at (31), if

we apply it to (30), we get (32):

(31) {{ G} I G a group of girls having "at least n members}
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(32) {{G> I G a group of n girls}

For n = l , this gives us the results we wanted to get for the

answers (8) and (26) in the context of the interrogative (3).

In a completely similar way, one can deal with, terms such

as at most two girls. The standard non-plural treatment of

it characterizes it is monotone decreasing over the domain

of individuals D. Under such a treatment, the empty set is

the unique smallest element in the set of sets denoted by it.

Since exh selects the smallest elements from a set of sets,

this means that only at most two girls would come out equi-

valent with no-one, predicting quite falsely, that the

answers (32) and (33) express the same proposition in the

context of the interrogative (3):

(3) Who walk(s)?

(32) At most two girls.

(33) No-one.

In the context of (3), the answer (32) expresses the propos-

ition that at most two individuals walk, and that the indi-

viduals that walk (if any) are girls. In "plural1 ternss, it

says that exactly one group walks, that it is a group of

girls, and that it has at most two members. If we treat terms

of the form at most n girls as semantically plural terms,

we do get better results, at least as far as exhaustivization

is concerned. If their denotation would be something like
(34), exhaustivization would lead to ( 3 5 ) : 5 3 ' 5 4

(34) {X 1 {G}^X, where G is a group of girls having
at most n members}

(35) {{G} I G a group of girls having at most n members}

The set of sets (34) will, in general, have many smallest

elements, and hence (35) will, in general, have many elements

as well. E.g. if n = 2, it contains all unit sets having as its

sole element a group of zero, one or two girls.
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The other problematic example? listed in (19) can be handled
55

in an analogous fashion. So, we can draw the following con-

clusions. First of all, the semantic operation of exhaustivi-

zation defined in (17) is basically correct. Secondly, appar-

ent counterexamples can be countered effectively by taking

semantic plurality seriously. An overall proper treatment of

exhaustiveness really presupposes a proper treatment of plur-

ality.

Since that is an independent topic, and one which we are

not concerned with here, we feel free to neglect plurality

in the remainder, and to choose our examples in such a way

that cases where plurality essentially comes in are avoided.

We feel that for the moment it suffices to have shown that

once a proper treatment of plurality is adopted, proper re-

sults can be obtained in all cases.

3.1.4. An example

Sofar, we used an extensional formulation of the semantic

operation of exhaustivization. This is justified since it

really is an cxtcnsicnal operation. But term.?? ars gemerallv

treated intensionally, i.e. as sets of properties rather than

as sets of sets (and this for good reasons). Since exhaust-

ivization is to apply to terms on their intensional inter-

pretation, we replace definition (17) by the following one

(in which P now ranges over properties, and P over second

order properties, and not over sets and sets of sets any-
. 56more):

(36) exh = XPXP[P(a) (P) A H3P1 [P(a) (P' ) A P (a) f P' (a) A

Vx[P' (a) (x) ->P(a) (x) ] ]]

It will be clear from the discussion above that if this

definition of exh is used in connection with the translation

rule (T:IA1) stated in section 3.1.1, the rule assigns the

correct interpretation to both constituent and sentential

answers in the context of a single constituent interrogative.
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We will illustrate this by giving one further, somewhat more

complicated example. Consider the interrogative-answer pairs

(37) - (38) and (37) - (39) :

(37) Which guests does John kiss?

(38) John kisses Bill or Peter, and two girls.

(39) Bill or Peter, and two girls.

These pairs result of the syntactic rule (S:IA1) is applied

to the abstract (40), translating as (40'), and the term (41),

translating as (41'):

(40) which guests John kisses

(40') Xx[guest(a) (x) A kiss(a) (j,x)]

(41) Bill or Peter, and two girls

(41') XP[[P(a) (b) v P(a) (p) ] A 3x3y[x^yA girl (a) (x) A P(a) (x)

A girl (a) (y) A P(a) (y)]]

For both interrogative-answer pairs (37) - (38) and (37- (39),

the translation rule (T:IA1) results in the pair of formulas

<(37'),(38')>, where (37') and (38') read as follows:

(37') XitXxtguest(a) (x) Akiss(a) (j,x) ] =

Xx[guest(i) (x) Akiss(i) (j,x) ] ]

(38') exh(Xa(411)) (Xa(40'))

The expression exh(Xa(41')) occurring in (38') , can be written

out as (42):

(42) Xp[[P(a) (b) vP(a) (p) ] A

3x3y[x^y A girl (a) (x) A P(a) (x) A

girl (a) (y) A P(a) (y) ] A

'[[P1 (a) (b) v P'(a) (p) ] A

3x3y[x f y A girl (a) (x) A P' (x) A

girl(a) (y) A P' (y) ] A

P(a) / P ' (a) A Vz[P' (a) (z) -»P(a) (z) ]]]
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Formula (42) can be reduced to (42'):

(42'). AP[3x3y[x^y A girl (a) (x) A girl (a) (y) A

Vz[ [P(a) (z) •**• [z = x v z =y v z =b]] v

[P(a)(z)*+ [z = x v z = y v z-p]] ]]]

If we apply (42'), the reduced translation of the exhaustivi-

zation of the term (41) Bill or Peter, and two girls, to the

intension of (41'), the translation of the abstract (40)

which guests John kisses, we arrive at formula (38"), the

interpretation of the answers (38) and (39) in the context

of the interrogative (37):

(38") 3x3y[x^y A girl (a) (x) A girl (a) (y) A

Vz[[[guest(a)(z) A kiss(a) (j ,z) ] «•

[z = x v z = y v z = b ] ] v

[ [guest (a) (z) A kiss (a) (j,z) ] -H-

[z = x v z = y v z = p]] ]]

Formula (38") expresses that the quests that John kisses are

three, that two of them are girls, and that the third one is

either John or Bill. And this is precisely what (38) and (39)

mean as answers to the question expressed by (37).

This ends our discussion afrsingle ĉojasfettuent interrogative

answer pairs. We formulated a syntactic and semantic rule

forming and interpreting such pairs in section 3.1.1. The

remainder of section 3.1 was devoted to giving content to the

semantic operation of exhaustivization, resulting in definit-

ion (36) in section 3.1.2. The example just given shows that

the results which are obtained, are indeed the ones one wants,

even in rather complicated cases. What remains to be done is

to generalize our rules, so as to cover also multiple

constituent interrogative-answer pairs (section 3.2), and

sentential interrogative-answer pairs (section 3.3).
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3.2. Multiple constituent interrogatives

Op to now, we have only discussed single constituent interrog-

atives and their answers. We now turn to multiple constituent

ones. The syntactic and semantic rule for their derivation

and interpretation will be seen to be a straightforward

generalization of the pair of rules (S:IA1) and (T:IA1).

Interpreted at the level of abstracts, an n-constituent

interrogative expresses an n-place relation , as we saw in

section 1. In simple cases, a constituent answer to such an

interrogative surfaces as an n-place sequence of terms. E.g.

the two-constituent interrogative (43) might receive the

constituent answer (44)(a) or the corresponding sentential

answer (44) (b) :

(43) Which man loves which woman?

(44)(a) John, Suzy.

(44)(b) John loves Suzy.

The abstract underlying the interrogative (43) translates as

(43'):

(43') XxAy[man(a)(x) Awoman(aMy) A love (a) (x,y) ]

Formula ̂ 43') expresses the relation of loving restricted

to men for its first and to women for its second argument.

Its denotation corresponds to a set of pairs <a,b> such that

a is a man, b is a woman and a loves b. The answers (44)(a)

and (b) express the proposition that the pair <John,Mary> is

the only such element in the set of pairs denoted by (43')

We can obtain this result by taking the following steps:

(i) We derive both (44)(a) and (b) from the abstract under-

' lying (4 3) and the sequence of terms John, Mary,

(ii) We interpret this sequence of two terms as denoting a

set of two-place relations, i.e. as a set of relations
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between two individuals, extensionally speaking a set of sets

of pairs of individuals. Each element in this set of

relations is a relation in which the individual John

stands to the individual Suzy. I.e. the extension of

each relation in the set denoted by the sequence John,

Suzy, contains at least the pair <John,Suzy>.

We could then apply functional application of the thus

interpreted sequence John, Mary to . the interpretation

of the AB which man loves which woman. But this would

result in a proposition that says that the pair

<John,Mary> is an element of the set of pairs denoted

by the abstract. So, we need a further step that guaran-

tees the exhaustiveness of such answers.

(iii) This step consists in applying an operation of exhaust-

ivization to the set of two-place relations denoted by

the sequence John, Suzy. Extensionally speaking, this

operation filters out the smallest set of pairs in the

denotation of that sequence. In this case, it filters

the set {<John,Mary>} out of the set

{X I {<John,Mary>}c X} .

(iv) The last step is then functional application of the

exhaustified interpretation of the sequence John, S\izy

to the interpretation of the abstract which man loves

which woman.

From this informal sketch, it will already be quite clear

that the whole procedure is a simple generalization of the

case of single constituent interrogative-answer pairs. In

what follows, we will state the formal details of the steps

we have just distinguished.

3.2.1. Multiple terms

A first thing to notice is that not only simple n-place

sequences, but also conjunctions and disjunctions thereof

can be transformed into an answer. Our interrogative (43)

could also be answered by (45) or (46):
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(4 3) Which man loves which woman?

(45.) (a) John loves Suzy, and Bill, (loves) Mary.

(45)(b) John, Suzy; and Bill, Mary.

(46)(a) John loves Suzy, or Bill (loves) Mary.

(46)(b) John, Suzy; or Bill, Mary.

The answers (45)(a) and (b) should be derived from the con-

junction of the two-place sequences of terms John, Suzy and

Bill, Mary, the answers (46)(a) and (b) from their disjunct-

ion. We will call both simple sequences of n terms and con-

junctions and disjunctions thereof 'n-place terms'. Just

as n-place abstracts form a family of categories ABn for n>_0,

so do n-place terms. The latter family of categories can be

defined in terms of the first as follows:

(T) T n = S/ABn, for n > 0

Ordinary terms belong to the category T = S/AB = S/(S/e). The

corresponding type ƒ(T ) =<<s,<e,t>>,t>, i.e. they denote a

set of properties. A two-place term belongs to the category

T 2 = S/AB2= S/((S/e)/e). The corresponding type f(T2) =

«s,<e,<e,t»>,t>, i.e. they denote a set of two-place relat-

ions. In general, a T n denotes a set of n-place relations.

Definition (T) defines T 's, zero-place terms, as expressions

of category S/S, i.e. the category of sentence adverbs. We

will make use of this in section 3.3, where we discuss

sentential interrogatives and their answers.

We now state the syntactic rule that derives n-place terms

and the corresponding translation rule that serves to inter-
58

pret them:

(S:Tn) If a1,...,an are T ^ s , then F^ lo^ , . . . ,a ) is a Tn

(T:T ) If a1 translates as <*,' , ..., a as a ' , then

F .̂nfc ,̂ . . ., o ) translates as

n .-.o^1 (XaAxn[Rn(a) (Xj, ... ,xn) ])...])]
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A variable Rn is of type <s,f(ABn)>, i.e. it ranges over

n-place relations. From this it will be clear that if a T n

and an AB n are combined by means of functional application,

the result is a sentential expression. Our examples concern

T 's only. We will write R instead of R .

As a first simple example, the T John, Mary is the result

of F 2(John,Mary). Its translation is given in (47), which

can be reduced to (47'):

(47) XR[XP P(a) (j) (XaAx-^XP P(a) (m) 2 1 2

(47-j XR R(a) (j,m)

The rule does not only apply to proper names, but to all sorts

of terms. Two examples illustrating this are (48) and (49):

(48) every man, a girl

(48 •) XRVx[man (a) (x) - 3y [girl (a) (y) A R(a) (x,y) ] ]

(49) John and Bill, Mary or Suzy

(49') XR[[R(a) (j,m) A R(a) (b,m) ] v [R(a) (j,s) A R(a) (b,s) ]]

In order to be able to deal with answers such as (45) and

(46), we further need to generalize term conjunction and dis-

junction to conjunction and disjunction of Tn 's. The follow-

ing two rules accomplish this:

(S:CTn) If a and g are Tn 's, then a eind g is a T n

(T:CTn) If a translates as a' and 8 as g', then a and g

translates as XRn[o'(Rn) A g'(Rn)]

(S:DTn) If a and g are Tn 's, then a or g is a T n

(T:DTn) If a translates as a' and B as g', then q or g

translates as XRn[a'(Rn) v g'(Rn)]
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We will give three examples to illustrate these rules. The

conjunction of the two T 's John, Mary and Bill, Suzy results

in the T (50), translating as (50'), their disjunction re-

sults in the T 2 (51), translating as (51'):

(50) John Mary; and Bill Suzy

(50') XR[R(a) (j,m) A R(a) (b,s)]

(51) John, Mary; or Bill Suzy

(51') AR[R(a)(j,m) v R(a) (b,s) ]

A more complex example is the T (52), which translates as

(52') :

(52) John and Bill, Mary or Suzy; and Peter or Fred a

redhead

(52') XR[[[R(a) (j,m) A R(a) (b,m) ] v [R(a) (j,s) A R(a) (b,s)]] A

3x[readhead(a) (x) A [R(a) (p,x) v R(a) (f ,x) ] ] ]

The way in which (52) is derived is presented in the derivat-

ion tree (52"):

John and Bill, Mary or Suzy; andPeter or Fred, a redhead

„2

John and Bill, Mary or Suzy

<^2 N \

John ajpd Bill Mary or Suzyl and

/ S : C T \
ohn Bi]John B i l l Mary

(52")

S:DTv
Suzv

Peter or Fred, a redhead

,-S:T2

Peter of Fred a redhead

!:DT

Pe£er Fred

This concludes what should be said about the second step in

the analysis of multiple constituent interrogatives and their

answers that we distinguished in the preceeding section, the

construction and interpretation of n-place terms.
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3.2.2. Exhaustiveness of multiple terms

The next step we have to take consists in providing a general-

ization of the semantic operation of exhaustivization in such

a way that it not only applies to ordinary terms, T 's, but

to T 's in general. It is not so much the operation of exhaust-

ivization as such that is in need of generalization, since it

already corresponds to a quite general concent; that of taking

the smallest elements out of a set of sets. Tn's are associat-

ed with sets of sets in much the same way as T 's are. Where-

as the latter extensionally correspond to a set of sets of

individuals, the former more generally correspond to a set

of sets of n-tuples of individuals. The concept of exhaust-

ivization applies equally well to both of them.

The only thing that is in need of generalization is our

definition of the logical expression exh as it was stated in

(36). Instead of a single expression exh of type

« s , ƒ (T)>, ƒ (T)>, we need a whole family of expressions exh ,

for n:>0, of types « s , ƒ (Tn) >, ƒ (Tn) >. The general definition

that specifies their semantic content reads as follows:

(53) exhn = XRnXRn[Rn(a) (Rn) Al3R'n[Rn(a) (R'n) A

Rn(a) ̂ R'n(a) A

Vx r . .xn [R'n(a) (x1,...,xn) -*Rn(a) ( x ^ . . .xn>] ] ]

A variable Rn is of type <s,f(Tn)>, a variable Rn of type

<s,/(ABn)>. For n = 2 , we will suppress the superscripts in

our examples. Definition (36) of exh is the definition of

exh which is a special instance of (53).
2 2

If we apply exh to the simple T John, Mary, the reduced
result is (54):

( 5 4 ) XRVxVy[R(a) ( x , y ) ** [ x = j A y = m] ]
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The expression (54) denotes the set of relations which hold

between the pair of individuals <John,Mary> and no others.

This is indeed the interpretation we need, to obtain correct

results for the interpretation of the corresponding two-

constituent answer John, Mary, in the context of two-constit-

uent interrogatives.

By way of further illustration, we give the reduced re-
2 2

suits of applying exh to the examples of T 's given in the
previous section.

(50) John, Mary; and Bill, Suzy

(50e) XRVxVy[R(a) (x,y)-«- [ [x = j A y = m] v [x = b Ay = s]]]

(51) John, Mary; or Bill, Suzy

(51e) XRVxVy[[R(a) ( x , y ) ** [ x = J A y = m ] ] v

[R(a) ( x , y ) ** [x = b A y = s ] ] ]

(48) e v e r y man, a g i r l
(48e) XRVx[man(a) (x) -H- 3y [ g i r l (a) (y) A Vz [R(a) (x , z) -«- z = y ] ] ]

(49) John and Bill, Mary or Suzy

(49e) XRaz[ [z = m v z = s] A VxVy[R(a) (x,y) •*•
[[x = j v x = b] Ay = z]] ]

(52) John and Bill, Mary or Suzy; and Peter or Fred,

a redhead

(52e) XH3z 3z 3z,[[z " m v Z j ' s ] A [ z 2 = p v z 2 = f] A

redhead (a) (z,) A

VxVy[R(a) (x,y) ** [ [ [x = j v x = b] A y = z^ v

[x= z 2 A y = z3] ]]]

These examples may suffice to show that our definition of

exhaustivization gives correct results, also when applied to

more complex cases.

Of course, we have to make the same proviso concerning

terms, in this case T 's, that essentially involve plurality.

For example, if semantic plurality is not taken seriously,

exhaustivization of (55) and (57) will come out equivalent

the exhaustivization of (56) ana (56) respectively:
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(55) John, Mary; or Bill, Mary; or both John, Mary; .aöd

Bill, Mary

(56) John, Mary; or Bill, Mary

(57) John or Bill or both (John and Bil l), Mary

(58) John or Bill, Mary

In fact, all four of them come out equivalent if we don't

take plurality into account. Though (55) and (57) would

constitute equivalent short answers to a two-constituent

interrogative, and (56) and (58) as well, the latter two

give different answers than the former two.

Again, this can be remedied by taking semantic plurality

seriously. A conjunction of Tn 's, for example, should then

be taken to correspond to a set of relations between groups

of individuals, rather than to a set of relations between

individuals simpliciter. We will not discuss this matter

further here, since what could be said without going into

technical details, would be a simple variation of the theme

sung in section 3.1.3 above.

3.2.3. The general rule

Now that we have introduced simple and complex n-place terms,

and have indicated how the semantic proces of exhaustivization

applies to them, all the ingredients are available to state

the general rules that derive and interpret n-constituent

interrogative-answer pairs:

(S:IA) If 6 is an AB n , and a a T n , then <F I (B) ,FCAn(ct, B)>

and <FI(B),FgAn(a,e)> is an <S,S>

(T:IA) If 0 translates as $', and a as a', then both

<FI(g),FCAn(a,B)> and <FX(g),FgAn(a,g)> translate

as <Xi[g' = (AaB1)(i)] , exhn(Xaa')(XaB')>
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Clearly, the rules (S:IA1) and (T:IA1), presented in section

3.1.1 are simply a special instance of these general rule

schemata. The remarks we made there, e.g. about the grammatic-

al status of the rule, remain in force, and need not be re-

peated here. The syntactic rule produces pairs of expressions,

the first element of which is an interrogative, and the

second element of which is a constituent or sentential answer.

The interrogative, formed from an n-place abstract is trans-

lated into a logical expression that denotes a proposition

and expresses a question. That part of the rule was already

explained in section 1. The constituent and the corresponding

sentential answer are formed from the n-place abstract and

an n-place term. In both cases the result is a sentential

expression. Their interpretation is obtained by first apply-

ing the semantic operation of exhaustivization to the n-place

term, and next applying it to the intension of the n-place

abstract.

We will give one simple example to illustrate the rules.

Consider the interrogative-constituent answer pair <(59),(60)>:

(59) Which man loves which woman?

(60) John, Mary; and Bill Suzy.

The pair of them are derived from the abstract (61) , trans-

lating as (61'), and the two-place term (62), translating as

(62'):

(61) which man loves which woman

(61') XxXy[man(a)(x) Awoman(a)(y) A love (a) (x,y) ]

(62) John, Mary; and Bill, Suzy

(62' ) XR[R(a) (j,m) A R(a)(b,s)]

According to the rules, the pair <(59),(60)> is then trans-

lated as the pair of logical expressions <(59'),(60')>:

(59') Xi[XxXy[man(a)(x) Awoman(a)(y) A love (a) (x,y) ] =

XxXy[man(i) (x) Awoman(i)(y) A love (i) (x,y) ] ]
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(60' ) exh2UaR[R(a) (j,m) A R(a) (b,s) ]) (

AaAXAy[man(a) (x) Awoman(a) (y) A love(a) (x,y) ])

Formula (60') can be reduced to (60"):

(60") VxVy [ [man(a) (x) Awoman(a)(y) A love (a) (x,y) ] **•
[ [x = j A y = m] v [x = b A y = s]]]

The expression (59'), translating the interrogative, express-

es the question or propositonal concept, which has as its

extension at an index k the proposition that gives a rigid

and exhaustive specification of the pairs of individuals

<x,y> such that x is a man and y is a woman at k, and x

loves y at k. The formula (60") expresses the proposition

that the pairs of individuals <John,Mary> and <Bill,Suzy>

are the only pairs of individuals consisting of a

man and a woman such that the first loves the second.

So, in this case, the proposition expressed by the answer

gives the kind of specification the question expressed by

the interrogative asks for. If (60) further happens to be

true at the actual index, the index assigned to the variable

a, then (£0) is not only an answer, but also a true answer

to (59).

Further examples can easily be constructed by applying

the rules to the two-place terms discussed in the previous
59two sections.

To conclude this section, it can be observed that the

rules (S:IA) and (T:IA) give a general implementation of

the interpretation schema presented in figure 3 of section

2.4, which was the outcome of our informal discussion of

the interpretation of interrogative-answer pairs. This

means that we have accomplished one of the main tasks we set

ourselves in this paper: to define syntactic and semantic

rules which analyze interrogative sentences and linguistic

answers in such a way, that the semantic and pragmatic

theory of answerhood developed in G&S 1984 applies to them.

Section 4 is devoted to a discussion of this matter.
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But first, there is one more topic we want to address our-

selves to, a topic that was largely neglected in this paper

sofar: sentential (yes/no-) interrogatives and their answers.

3.3. Sentential interrogatives

In previous sections, we have concentrated almost exclusively

on constituent interrogatives. We have presented a uniform

analysis of sentential ('long'! and constituent ('short')

answers to single and multiple constituent interrogatives.

We argued that in order to give a correct account of the

interpretation of constituent-answer pairs, the level of

abstracts should be taken as a starting point. In this section

we discuss the generalization of this approach to sentential

interrogatives.

3.3.1. Zero-constituent interrogatives

Sentential interrogatives such as (63) can receive both

sentential answers such as (64)(a) and (65)(a), and short

answers such as those in (64) (b) and (65) (b) :

(6 3) Will John visit the party?

(64)(a) (Yes,) John will visit the party.

(64)(b) Yes.

(65)(a) (No,) John will not visit the party.

(65) (b) No.

The short answers in (64)(b) and (65)(b) have the syntactic

form of a sentence adverb. A sentence adverb is an express-

ion of category S/S, such an adverb takes a sentence to form

a new sentence. So, on the hypothesis that the derivation

of sentential interrogative-answer pairs runs parallel to

that of constituent ones, the input to the IA-rule forming
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these pairs will have to be an S and an S/S. In fact, the

IA-rule is already attuned to this. The base of the definit-

ion (AB) of the family of categories ABn (given in section 1)

is AB ='S. And the definition (T) of the family of categories

T n reads T n = S/ABn, which means that T°=S/S. Sentence

adverbs are zero-place terms, and the abstracts underlying

sentential interrogatives are full sentences.

This means that the IA-rule can be used to form sentential

interrogative-answer pairs in exactly the same way as it

forms constituent ones. A single rule of interrogative-answer

pair formation suffices in all cases. Again, it may very

well be that the syntactic operations involved are different

for the sentential interrogatives and the constituent interrog-

ative cases, which would warrant to split up the rule into

several (sub) rules. But the important fact is that on the

semantic side, a single interpretation schema suffices.

3.3.2 Yes and no

Let us illustrate these remarks by giving some examples. Let

the expressions yes and no of category S/S be translated as

indicated in (66):

(66) yes "• App(a)

If we apply the syntactic function F„,0 of rule (S:IA) to
0 0

the S (= AB ) John walks and the S/S (= T ) yes, the result-

ing pair of expressions are those in (67) . And if we apply

Fg,0 to them, the result is the pair of expressions in (68).

And, similarly, if we apply the same functions to the same

sentence and no, we end up with (69) and (70):

(6 7) Does John walk? Yes.

(68) Does John walk? Yes, John walks.
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(69) Does John walk? No.

(70) Does John walk? No, John doesn't walk.

According to the translation rule (T:IA), (71) is the trans-

lation of both (67) and (68), and (72) is the translation of

both (69) and (70):

(71) Ai[walk(a) (j) =walk(i) (j) ] ,

exh° (XaXpp(a) ) (Xawalk(a) (j))

(72) Xi[walk(a) (j) =walk(i) (j)] ,

exh° (XaXp~lp(a)) (Xawalk(a) (j))

Although this may not be quite evident at first sight, (71)

and (72) do indeed express what we want them to express

intuitively, and what is more transparantly expressed by

(71') and (72'), since the former two can be reduced to the

latter two:

(71') Xi[walk(a) (j) =walk(i) (j)] , walk(a)(j)

(72') Xi[walk(a) (j) =walk(i) (j) ] , T walk (a) (j)

The first expression in the pairs (71') and (72') express

the question whether John walks. The second expression in

(71') expresses the proposition that John walks, and that in

(72') the proposition that John doesn't walk.

The equivalence of (71) and (71') hinges ön the equival-

ence of exh (XaXp p(a) ) (Xa walk (a) (j) ) and walk(a) (j ) . Using

definition (53) of exhn, the former expression can be

written out as:

(73) walk(a) (j) A"l3p[p(a) A p(a) ̂ walk(a) (j) A I

[p(a) -walk (a) (j)] ]

That (73) is equivalent with walk(a) (j) can be seen as follows.

Suppose walk(a)(j) is true. Then the first conjunct of (73)

is true, of course, and the second conjunct is true as well :
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There is indeed no proposition that is both true and hag a

different truth value from that of walk(a) (j) , i-e is false

at the same time. And suppose that walk(a)(j) is false,

then the first conjunct of (73) is false. So, (73) is false.

In a quite similar way, it follows that the second elements

in (72) and (72') express the same proposition.

From this, we may conclude that our rules (S:IA) and

(T:IA) give the required results, not only when they are

applied to obtain single and multiple constituent interrog-

atives and their answers, but also if they are used to

derive and interpret sentential interrogatives and their

positive and negative answers. But at the same time, it can

be noticed that for the answers Yes, and No. exhaustivization,

which is built in in (T:IA), does not play a role. The final

results (71') and (72') can be obtained equally well if the

interpretation of the T 's yes and no_ is immediately applied

to the intension of the AB John walks, without first apply-

ing the semantic operation of exhaustivization to the inter-

pretation of these zero-place terms. Applying exhaustivization

does no harm either, it simply has no effect.

3.3.3. Exhaustiveness, the limit

It is not difficult to understand why exhaustivization makes

no difference to yes and no. In general, exhaustivization will

make no difference if it is applied to a term that already is

exhaustive. This is the case if the set of sets to which the

term corresponds has no two elements such that the one is

smaller than the other. (This is also why repeated application

of exhaustivization will never have any effect.)

What are the sets of sets to which yes and no, or T 's in

general, correspond? A T corresponds to a set of <e,t>'s,

a set of sets of individuals. A T corresponds to a set of

<e,<e,t»'s, a set of sets of pairs of individuals. Quite

similarly, a T corresponds to a set of t's, i.e. a set of

truth values. As it happens, yes corresponds to {l}, and

no to {0}. If we define 0 = !? and ! = {(ƒ},' yes corresponds to
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{{(?}}, and no to {(?}. And, indeed, if we take the set of

smallest elements out of either one of them, in both cases

the input will be identical to the output.

This is a peculiarity of the T 's yes and no that is not

shared by all of them. A T might just as well correspond to

the set of truth values {0,1}, i.e. the set of sets {0,{(?}}.

If we then apply exhaustivization, the output is {(/}, and is

not identical to the input. So, in principle, exhaustivization

can play a role for certain T 's. And, in fact, it does.

There are cases where the interpretation of an answer to a

sentential interrogative is essentially exhaustive.

The short answer (75)(a) and the corresponding sentential

answer (75)(b) to the question expressed by (74) form a

typical example:

(74) Does John walk?

(75) (a) If Mary walks.

(75)(b) John walks if Mary walks.

The phrase if Mary walks can be regarded as a sentential

adverb, i.e. as an S/S. It translates as indicated in (76):

(76) Xp[walk(a) (m) ->p(a)]

If one applies the S/S if Mary walks to the S John walks, the

result is the conditional sentence (77), translating as (77'):

(77) John walks if Mary walks

(77') walk(a) (m) -»walk(a) (j)

However, it can be observed, that in the context of the

interrogative (74), the answers (75)(a) and (b) do not express

the proposition expressed by (77'), the translation of thé

indicative sentence (77) in isolation, but rather the propos-

ition expressed by (78'), the translation of the bicondition-

al sentence (78):
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(78) John walks if and only if Mary walks

(78') walk (a) (m) <+ walk (a) (j)

So, in the context of a sentential interrogative, an answer

derived from the T if Mary Walks, really means only if Mary

Walks. And this is indeed the exhaustive interpretation our

interrogative-answer rule assigns to it.

The AB underlying the interrogative (74) is the sentence

John walks, translating as walk(a)(j) . If we apply (T:IA)

to this abstract and the translation of if Mary walks given

in (76), the resulting translation of the answers (75)(a)

and (b) is (75'), which using the definition of exh can be

written out as (75"), which is equivalent to (78') :

(75') exh°(AaXp[walk(a) (m) ->p(a) ]) Uawalk(a) (j))

(75") [walk (a) (m) -. (walk(a) (j) ] A T3p[ [walk (a) (m) -p(a) ] A

[p(a) jSwalk(a) (j) ] A

[p(a) -.walk (a) (j) ] ]

That (75") and (78') are equivalent can be seen as follows:

- Suppose Mary and John both walk. Then the biconditional

(7b1) is true. The first conjunct of (75") is then also

true, and so is the second conjunct. No proposition satis-

fies [walk(a)(m) Ap(a)] and [p(a) ̂ walk(a)(j)]. To satis-

fy the first, such a proposition would have to be true,

since it is supposed that Mary walks. To satisfy the second,

it would have to be false, since it is supposed that John

walks. And no proposition can be true and false at the same

time.

-Suppose Mary walks and John does not. Then (78') is false.

And so is (75"), since then its first conjunct is false.

-Suppose John walks and Mary does not. Then (78') is false.

And so is (75"), Though its first conjunct is true, its

second conjunct is false. Any false proposition p satisfies

[walk (a) (m) -» p(a) ] A [p(a) f walk (a) (j) ] A [p(a) -.walk (a) (j) ] ,

since it is supposed that John walks and Mary does not.

-Suppose Mary and John both do not walk. Then (78') is true.

And so is (75"). Its first conjunct is true, and so is its
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second. No proposition can satisfy both [p(a) ̂ walk(a) (j)]

and[p(a) ->walk(a) (j)] . To satisfy the first, it would have

to be true, since it is assumed that John doesn't walk. To

satisfy the second it would have to be false.

So, although they don't look like it, both (75)(a) and (b)

as answers to (74) express that John walks if and only if

Mary walks. And this is precisely what these answers

intuitively express in that context. And this result is

obtained by virtue of the fact that the translation rule

exhaustifies the T if Mary walks.

The way in which exhaustivization works in this case, can

be explained as follows. At an index at which Mary walks, the

set of sets corresponding to if Mary walks is the set {{(?}},

i.e. the set {l}. At an index at which she doesn't walk, it

is the set {(?,{(?}}, i.e. {0,1}. In the first case, exhaustivi-

zation has no effect, but in the latter case, it gives as

output {(?}. So, exhaustivization has an overall effect when

applied to such T 's.

Notice, by the way, that which set of truth values corres-

ponds to if Mary walks (and to its exhaustivization only if

Mary walks) is index dependent. It depends on the truth value

of Mary walks at that index. In this respect there is an

important difference between T 's such as if Mary walks and

yes and no. The latter two at each index correspond to the

same set, the sets {l} and {0} respectively. At any index,

the set of propositions denoted by yes are the true proposit-

ions at that index, and the set of propositions denoted by

no are the false propositions at that index. But if Mary

walks at an index, only if Mary walks denotes the set of

true propositions at that index, and if she doesn't walk at

an index it denotes the set of false propositions at that

index. In section 4.5, this special semantic property of

yes and no is related to their special status as standard

answers.

Notice further, that a conditional sentential answer is

not always interpreted as a biconditional. Consider the

following example:



327

(79) Is it true that John walks if Mary walks?

(80) (Yes,) John walks if Mary walks.

In this case, the conditional (80) is a straightforward posit-

ive answer to the question expressed by (79), which asks

whether a conditional sentence is true or not.

This may explain why conditional sentences in some

situations are most naturally interpreted as biconditionals,

whereas in other situations they are not. What our analysis

of interrogative-answer pairs predicts is that conditionals

receive their standard logical interpretation if they are

put forward as answers to an (implicit or explicit) question

asking for the truth value of the conditional as such. And

that they are interpreted as biconditionals if they are put

forward as answers to an (implicit or explicit) question

asking for the truth value of their consequens.

Quite similar phenomena can be observed with respect to

disjunctions. Consider the following example:

(81) Are there cookies in the box?

(82)(a) (Yes,) or chocolates.

(82)(b) (Yes,) there are cookies in the box, or chocolates.

In the context of the interrogative (81), the answers (82)(a)

and (b) express an exclusive disjunction. In the context of

the interrogative (83), on the other hand, (84) expresses

an inclusive disjunction:

(83) Are there cookies or chocolates in the box?

(84) (Yes,) there are cookies or chocolates in the box.

These results too are predicted by our interrogative-answer

rule.

To conclude this section, we have seen that exhaustivi-

zation also plays a distinctive role in the interpretation

of certain answers to sentential interrogatives. Infection

0 , we speculated that the indicative use and interrogative

use of language are mutually dependent. More specifically,
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we suggested that indicatives can profitably be viewed as

being used against the background of an implicitly or ex-

plicitly raised question. On that view, (most) indicative

use of language in fact is:providing a (partial) answer to

some question. In the light of this, the results noticed

above seem to provide a quite natural explanation of the

fact that simple conditionals are often interpreted as

biconditionals, and inclusive disjunctions as exclusive ones.

3.3.4. Qualified answers

The examples discussed in the previous sections all concern

extensional sentence adverbs, i.e. adverbs that operate on

the extension (truth value) of the proposition they are

applied to. And exhaustivization is also an extensional

semantic operation. In view of this, it is not to be expect-

ed that the results for truly intensional adverbs, such as

necessarily, possibly and probably will be satisfactory as

well, at least not without qualification.

As it happens, the results for necessarily and possibly

are quite reasonable, if they are interpreted as purely

(onto-)logical modalities, i.e. if we translate these

sentence adverbs as indicated in (85):

(85) necessarily ~ XpVap(a)

possibly "• Xp3ap(a)

If we form the interrogative answer pair «|>? , Necessarily->

from the sentence <(> and the S/S necessarily by (S:IA) , the

translation rule (T:IA) predicts that the answer simply

means that it is necessarily the case that $. If we form

the interrogative answer pair <4>? , Possibly.> from <t> and

possibly the translation rule predicts that the answer

expresses that it is only possible that <j>, i.e. that it is

not the case that ij), but that ((> is possible.

Of course, in particular in the context of an interrog-

ative, an (onto-)logical interpretation of these sentence
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adverbs used as short answers isnot. very plausible. In such

a context, the more likely interpretation is that of a

doxastic or epistemic modality.

There is a fundamental difference in the way a logical

modality functions as an answer, and the way in which a

doxastic or episteir.ic modality does. The former were consid-

ered to be part of the answer, whereas the latter are not

part of the answer, but qualifications of an answer. The

following examples illustrate this:

(86) Who walks?

(87) John, I believe.

(88) Does John walk?

(89) (Yes,) I< believe so.

(90) (No,) I believe not.

Clearly, the answer (87) to (86) expresses the proposition

that the speaker believes that John is the one who walks, »

I.e. the phrase I believe qualifies the exhaustive answer

John., and is not itself part of the exhaustive answer. The

way to form the answer (87) is first to construct the answer

Jnhn, from the abstract who walk" anfl the term .Tohn • anrï

next to apply the qualifier I believe to this sentential

expression. Clearly, if we proceed in this way, the answer

(87) will be assigned the meaning it intuitively has.

Quite the same holds for the answers (89) and (90) in the

context of (88) . The answer (89) expresses the proposition

that the speaker believes it to be true that John walks,

and (90) expresses the proposition that the speaker believes

that John does not walk. In these cases too, I believe

qualifies the positive or negative answer, and is not really

part of it. This is perhaps even more clearly indicated in

the following example:

(91) Does John walk?

(92) If Mary walks, I believe.
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The answer (92) expresses that the speaker believes that John

walks if and only if Mary walks. Hence, I believe qualifies

the short and exhaustive answer If Mary walks.

What is said here about doxastic qualifications of short

answers applies equally well to sentential ones. Compare

(86), (87) with (93) , (94) and (91), (92) with (95), (96):

(93) Who walks?

(94) John walks, I believe.

(95) Does John walk?

(96) John walks if Mary walks, I believe.

If the sentence adverbs possibly, necessarily, maybe and the

like are used as doxastic or epistemic modalities, they also

have to be interpreted as qualifications of exhaustive answers

rather than as being part of exhaustive answers. Consider the

following examples:

(9 7) Who walks?

John, obviously.

John, maybe.

John, of course.

(98) Does John walk?

Possibly, yes.

May be so.

Certainly not.

Of course, these are rather sketchy remarks, which deserve

further scrutiny. Still, we believe that our conjecture that

doxastic or epistemic modalities, in a wide sense of the

word, should be viewed as qualifications of answers is borne

out by the observations we made above. And hence, these kinds

of answers in no way conflict with the exhaustive interpret-

ation we assign to answers, as one might prima facie believe.
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3.3.5. Negative sentential intérrogatives

A last remark we want to make about sentential interrogative-

answer pairs concerns 'negative' intérrogatives. Consider

the following example:

(99) Doesn't John walk?

(100) No.

If we would apply the interrogative-answer rule to the AB

John doesn't walk and the S/S no to produce the pair consist-

ing of (99) and (100), the semantic result would be that the

answer No. expresses the proposition that it is not the case

that John doesn't walk, i.e. that John walks. This, obviously,

is incorrect. All theories treating yes and no basically as

sentence modifiers run into this problem.

One way of talking oneself out of this spot is the follow-

ing. A negative interrogative such as (99) should not be

constructed from the negative sentence John doesn't Walk, but

from the same AB as its positive counterpart, i.e. the

sentence John walks. Then, the answer No. expresses that,

indeed, John doesn't walk. The negation that surfaces in the

interrogative has no role in determining the semantic content

of the interrogative, but only serves to indicate a doxastic

attitude of the questioner. Roughly speaking, it indicates

that the questioner expects a negative answer to the question

whether John walks.

Let us point at three facts that may help to convince

the reader that this is not an altogether implausible view

on the matter.

First of all, it can be noticed that a negative interrog-

ative cannot be replied to by a simple Yes.. A positive

answer to a negative interrogative has to be marked in one

way or another, e.g. by emphatic stress and/or do-support:
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(99) Doesn't John walk?

(101) But yès, he do'es!

Such a marking, and less exhuberant ones than that in (101)

could suffice as well, seems to be needed to overrule the

attitude the questioner gives expression to by using a

negative interrogative.

Notice that the interrogative Does John walk? itself is

unmarked for doxastic attitutes on part of the questioner,

and that it is also possible to ask the same question using

an interrogative with a positive marking, indicating that

the questioner would have expected the answer to be a

positive one. In that case, a negative answer needs to be

marked:

(10 2) John does walk, doesn't he?

(103) Yes.

(104) But nö, he doesn't.

A second point we think supports our view is that besides

positive and negative marking, all sorts of other markers

of uoxastic or other kinds cf attitudes are possible i.n

interrogatives, which are not part of the question that is

being asked, but merely serve as qualifications on behalf

of the questioner. Consider the following examples:

(10 5) Does John come, perhaps?

(106) Do you have a pen, by any chance?

Clearly, the simple positive answer Yes, just means that

John comes, and that one has a pen. So, obviously, the

expressions perhaps and by any chance are not part of the

semantic content of these interrogatives, i.e. do not help

to determine which questions they express. They mark an

attitude, i.e. they qualify the interrogatives in much the

same way as negation in a negative interrogative does.
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A third phenomenon that agrees with our view is the differ-

ence between such interrogatives as (10 7) and (108):

(107) Are you not happy?

(10 8) Are you unhappy?

If we are right, (10 7) is an interrogative that asks whether

you are happy in which the questioner has marked her expect-

ation that a negative answer will be given. So, No. as an

answer to (107) means that one is not happy, and a.positive

answer should be marked, as in But yes, I am., and expresses

that one is happy. This seems to be in agreement with i

intuitions. On the other hand, positive and negative answers

to (108) need not be marked at all, and can be expressed by

a simple Yes. or No., where these express quite the opposite

from what they (when suitably marked) express as answers to

(107). If the negation in (107) would be a matter of content

of the interrogative, and not, as we think it is, a matter

of form, this clear distinction between (107) and (108) would

be an absolute mystery.

That a negative interrogative such as (99) Doesn't John

walk? should be formed frc~ a positive AE° John walks, does

not mean that it would be impossible to form interrogatives

from negative sentences such as John doesn't walk. It seems,

however, that the resulting interrogative should then not

have the form of (99), but rather should have the form of

something like (109) :

(109) Is it so/true/the case that John doesn't walk?

The answer Yes. means that John doesn't walk, the answer

No. that he does.

The phenomenon of marking by negation that a negative

answer is expected can be observed in this case as well.

Compare (109) with (110):

(110) Isn't it so/true/the, case that John doesn't walk?
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Notwithstanding the fact that (110) contains one more neaation

than (109), both the positive answer Yes, and the negative

answer No. mean quite the same in both cases. Though a

positive answer to (110) needs to be marked as indicated in

(111) to overrule the expectation for a negative answer that

is conveyed by the outermost negation in (110) :

(111) But yès, it ïs true.

One last remark on this issue concerns the following. It is

important to notice that on our view of the semantics of

interrogatives, it is not surprising at all that negation in

interrogatives can be used the way it is. What makes this

possible is the fact that strictly semantically speaking,

there is no difference whatsoever between the question

expressed by an interrogative formed from the AB John walks,

and the interrogative formed from John doesn't walk. Though

these abstracts have different meanings, the interrogatives

formed from them express exactly the same question. In other

words, in the semantics of interrogatives, negation has no

role of its own to play. And precisely this opens the

possibility to put negation in interrogatives to the use it

is put to.6 4

This concludes what we have to say here about the interpret-

ation of sentential interrogative-answer pairs. It will be

clear by now, that the interpretation schema in figure 3 in

section 2.4 gives a completely general picture of the way

in which interrogative-answer pairs can be derived and inter-

preted. The rules (S:IA) and (T:IA), stated in section 3.2.3,

which implement this schema, have been seen to apply quite

generally to single constituent interrogatives, multiple

constituent interrogatives and sentential interrogatives,

and their constituent and sentential answers.

This means that we have completed the first of the two

tasks we set ourselves in this paper, viz. to present a

semantics of characteristic interrogative-answer pairs. In

the next section, we will turn to the second task, viz. to

show how the theory of answerhood of G&S 1984 a applies to

them.



4. Answers arid answerhood

4.0. Introduction

In this section we will link the theory of answerhood deve-

loped in G&S 1984a, with the rules that generate and inter-

pret interrogative-answer pairs, presented in section 3. The

answerhood relations defined in G&S 1984a are relations

between semantic objects, modeltheoretic entities. It is our

objective to apply this theory to linguistic objects, to

interrogative-answer pairs. Thus, we will define answerhood

relations between interrogatives and linguistic answers. A

relation of answerhood is not considered to be a syntactic

relation, but a semantic one, one that applies to interpreted

interrogative-answer pairs. Pragmatic considerations come in

once we also take the information of the questioner into

account.UJ

At this point, it is important to notice that the inter-

rogative-answer pairs that form the subject matter of this

paper are of a particular kind. The constituent and sententi-

al answers the IA-rule delivers account for the most standard

ways in which questions are linguistically answered. It

should be borne in mind, though, that this kind of answers

has no exclusive rights. In principle, any means of expres-

sing a proposition, more in particular any sentence, can

serve to answer any question for a certain questioner in a

certain situation, provided it fits her information in the

proper way. For this to be the case, there need not be an

inherent relation, a relation of a general semantic nature,

between an interrogative and a sentence that is offered as

an answer.

On the other hand, the answers in the interrogative-

335
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answer pairs that are derived by means of the IA-rule do

have such an inherent relation to the question expressed by

the interrogative in the pair. The rule was designed to have

this effect. Therefore, it may be expected that in this :

particular case, there is a non-arbitrary relationship

between semantic properties of linguistic answers on the

one hand, and relations of answerhood on the other. The pro-

position expressed by a linguistic answer is determined by

the interpretation of the constituent on which it is based

and on that of the abstract underlying the interrogative

in the context of which it is derived.

In view of this, it may be hypothesized that certain

semantic properties of the constituent are directly linked

to the kind of answerhood relation that obtains between the

question and the proposition. In what follows, we will see

that, to a large extent, this is indeed the case. And the

existence of such inherent links may be viewed as a (partial)

explanation of the fact that these answers form a natural

linguistic class.

The remainder of this section is organized as follows.

In 4.1. we introduce various semantic notions of answerhood,

which in 4.2. are related to semantic properties of consti-

tuents. In 4.3. corresponding pragmatic answerhood relations

will be defined, which are again linked to corresponding

pragmatic characteristics of constituents in 4.4. Throughout

these sections we restrict ourselves to single constituent

interrogatives, but in section 4.5. we generalize to

multiple constituent interrogatives and yes/no-interrogatives.

4.1. Semantic notions of answerhood

We briefly introduce various notions of semantic answerhood

in the vein of G&S 1984a. In that paper we viewed questions

as partitions of the set of indices and propositions as

subsets of the set of indices. In what follows we will use

that settheoretical terminology again, since it facilitates

exposition.
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We saw in section 1 that a question is an equivalence

relation on the set of indices I. To every equivalence rela-

tion on a set A, there corresponds a partition of that set,

a set of non-empty, non-overlapping subsets of A, the union

of which equals A. The partition of the set of indices I

made by a question Q, we denote by I/Q. In some cases these

partitions can be represented pictorially. Two example of

such representations are given below in figure 1. A yes/np-

question corresponds to a bipartition of I. Constituent

questions generally correspond to partitions with (many)

more elements.

I/Does John walk?

John walks

John doesn't walk

I/Who walks?

Everyone walks

John is the one
who walks

Bill is the one
who walks

No-one walks

(fig.1)

D = {John.Billl

The elements of a partition are sets of indices, i.e. propo-

sitions. The propositions in the partition are the possible

semantic answers to the question. This leads us to the most

fundamental notion of semantic answerhood, that of a propo-
fi ft

sition being a (complete) semantic answer to a question.

(1) A proposition P ,c& a semantic aniweA to a question Q

iff P £I/Q

A (complete) semantic answer is, of course, a limit of a
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more general notion, that of a partial answer:

(2) P AJ, a. paxtMd. imayvtic aniuieA to Q i f f

A partial semantic answer is the union of , a disjunction of ,

at least one, but not all semantic answers. I.e. such an

answer excludes at least one, but not all semantic answers.

As is to be expected, a (complete) semantic answer is also

a partial one.

A more liberal notion of answerhood is one that covers

propositions which imply an answer. Parallel to (1) and (2) ,

two cases can be distinguished:

(3) P glvzt, a ieimntlc ankixex to Q iff

P t 0 & EP1 e I/Q: PcP1

(4) P g-tuai a pafittut ianintic. an&uieA to Q iff

P f 0 & 3Xcl/Q: P *

So, a proposition gives a (partial) answer iff it is non-

contradictory and implies a (partial) semantic answer. Of

course, if a proposition ij; a (partial) semantic answer,

it gives a partial semantic answer as well. These four

notions are illustrated in figure 2.

I / Q I / Q
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I/Q I/Q

semantic

is

gives

complete

P1

P 3

partial

P 2

P 4

(fig.2)

There is, in general not just one partial answer given by

P to Q. (E.g. if I/Q = {A,B,C,D}, then if PcAUB, also

PcAUBUC.) There is, however, always a smallest partial

answer given by P, so we can speak of the unique partial

answer given by P, meaning this smallest one. If P gives

a partial semantic answer, there will be at least one

semantic answer P' with which it is compatible (i.e. for

which holds PHP' ̂ 0 ) , precisely one if P gives a complete

semantic answer. (And there will also be at least one

semantic answer it is not compatible with.) If P gives an

answer, then the unique smallest partial answer it gives

is the union of, the disjunction of, the semantic answers

it is compatible with:

(5) Let P give a partial semantic answer to Q.

The. paxtial iejrantX.c OLYIMOQA to Q that P g-Lv&& =

U { P ' I P' ei/Q & p'np f 0}

Clearly;, if P _is a (partial) semantic answer, then the
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answer that P gives is P itself. So , if we look again at

figure 2 , the partial answers given by P1 and P 2 , are P.

and P. themselves. If a proposit ion merely gives an answer,

things are dif ferent. The answer P, gives is P., and the

answer P, gives is P_.

Of course, we also want to define the notion of a true

semantic answer at a given index. Parallel to (1) - (4) , four

cases can be dist inguished, captured by the one following

defini t ion:

(6) p -U/glv&i a. tnu.il (pcwtiaZ) &<mm£Lc amweA to Q at an

index i iff

(a) P is/gives a (partial) semantic answer to Q_;

(b) the part ial semantic answer to Q that P gives

is true at i

Notice that if P îs a true (partial) semantic answer, then

P itself must be true. But if P merely gives such an answer,

this need not be so. The actual index may lie inside the

answer P g ives, but outside P itself . (Notice that for the

analogous case of being/giving a false answer, the falsity

of P fol lows in both cases.)

These definit ions concern relations between semantic

objects, between quest ions and proposi t ions. We tie them to

linguistic ob jects , to interrogatives and linguistic answers,

as fo l lows:

(7) Let <J> be an S-expression, and \fi an S-expression.

T h e n (J> Lbtg-ujej, a. {tAue.) [pcvuUat) ie.ma.nZic aniweA

to t|i (at i) iff

I Xa (ji'I is/gives a (true) (partial) semantic answer

to I Xa !|i'l (at i)

Nothing could be more straightforward. A sentential expression

constitues a certain type of answer to an interrogative iff

the proposition expressed by the former stands in the corres-

ponding answerhood relation to the question expressed by the
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latter. Since constituent answers derived by means of the

IA-rule, like sentential answers, are sentential expressions,

the definition applies equally well to both kinds of answers.

And notice that it applies even more generally to any pair

of expressions of the appropriate categories, not just to

those interrogative-answer pairs derived by the IA-rule.

Any expression that is interpreted as a proposition, may

constitute a certain type of answer to an interrogative. An

S-expression in an interrogative-answer pair obtained by

the IA-rule, however, expresses a particular kind of propo-

sition, since it is derived in a particular way from a con-

stituent and the abstract underlying an interrogative. These

answers are characteristic linguistic answers, they form a

kind of standard way of formulating an answer. This raises

the question whether, due to their special status, they also

are connected with a particular kind of answerhood relation.

This question is to be answered in the next section.

4.2. Answers and semantic answerhood

In principle, two factors can play a role in determining

connections between properties of answers and answerhood

relations: the particular kind of construction embodied in

the IA-rule, and independent semantic properties of the

input constituent. It is particular to the IA-rule that it

delivers exhaustive propositions.

Restricting ourselves to single constituent interrogatives,

a proposition expressed by an answer should be an exhaustive

specification of the extension of a property, the property

expressed by the abstract underlying the interrogative. So,

Who walks? asks for an exhaustive specification of the indi-

viduals that walk. The construction of answers embodied in

the IA-rule, more in particular the operation of exhaustivi-

zation that is part of it, explicitly takes care of the

aspect of exhaustiveness.

As such, however, this does not guarantee that a linguistic



342

answer expresses a proposition that bears some semantic

answerhood relation to the question expressed by the inter-

rogative. An example illustrating this is where the inter-

rogative is Who walks? and the input term is the walkers.

The resulting proposition that the walkers are the ones

that walk, is a tautology, and hence fits no semantic rela-

tion of answerhood to the contingent question expressed by

the interrogative.

Specifying the extension of the property of walking re-

quires that the individuals belonging to this extension

are (individually or collectively) semantically identified.

This implies that a term from which the answer is built up,

is semantically rigid.

However, even rigidness combined with exhaustiveness is

not enough. The answer John or Bill. is semantically rigid

(assuming that proper names are treated as rigid designators),

and it is exhaustified when derived by means of the IA-rule.

But the proposition it expresses in the context of Who walks?

is not a complete semantic answer. It says that either John

is the one who walks, or Bill is the one who walks . I.e. it

is a disjunction of (two) complete semantic answers, i.e.

it is a partial semantic answer. (If the fourfold partition

in figure 2 is the partition corresponding to Who walks? as

it was represented in figure 1 , then the proposition P., in

figure 2 is the proposition expressed by the short answer

John or Bill. as it is derived by the IA-rule.) What this

answer, though rigid and exhaustive, fails to do is to

definitely identify the extension of the property of walking.

So, definiteness is another semantic characteristic of

terms that is relevant here.

These three notions of exhaustiveness, rigidness and

definiteness of terms we found to be relevant here, are

defined as follows:

(8) A term a is exhaustive, iff

VaVX[a' (XaX) -»"l3Y[a' (AaY) A X / Ï A V Z [ Y | Z )
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(9) A term a i s hX%XA i f f
VaViVXta'(XaX) = ((Xaa1)( i ) )(XaX)]

(10) A term a i s di&iwüte. i f f
Va3X[a'(XaX) AVY[a'(AaY) ->Vz[X(z) -*

As will be obvious from definition (8), the property of ex-

haustiveness is guaranteed by the semantic operation exh

(see definition (36) in section 3.1.4.).

According to definition (9), a term is rigid iff it

characterizes the same set of sets of individuals at each

index, i.e. iff XaXX3P[a'(P) AP(a) =X] denotes a constant

function. Examples of rigid terms are proper names, given

their standard Kripkean treatment; such terms as everyone,

someone, no-one, when these are taken to express unrestric-

ted quantification over one fixed domain; and all terms

expressing restricted quantification, but where the property

expressed by the common noun phrase in the term is a rigid

property. Further, all extensional constructions of terms

from rigid terms preserve rigidity. This holds e.g. for

conjunction, disjunction, negation, and -important in this

context- for exhaustivization.

The definition (10) of definiteness recnjiires 5 term to

characterize at each index a set of sets with a unique

smallest element. Examples of definite terms are proper

names; terms expressing universal quantification; and

definite descriptions. Conjunction and exhaustivization

again preserve definiteness, but disjunction and negation

do not always. Examples of indefinite terms are disjunctions

of different proper names, and terms expressing existential

quantification (if it is not restricted to a property which

necessarily belongs to precisely one individual).

Notice that definitions (8)-(10) apply to ordinary terms,

i.e. T 's, only. They can be generalized to cover T 's uni-

formly in a straightforward way. In fact, for T 's (sentence

adverbs such as yes, no and if Mary walks) the results are

surprisingly pleasing, as we shall see in section 4.5. below.

For the moment we keep restricting ourselves to single
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constituent interrogatives, and hence to answers formed from

T 's, i.e. from ordinary terms.

The definitions (8)-(10) of the semantic characteristics

of exhaustiveness, rigidness and definiteness of terms, now

allow us to state some general facts about connections be-

tween these semantic properties of terms and some of the

semantic notions of answerhood defined in section 4.1. If a

term has certain semantic properties, and is used together

with an abstract to form an interrogative-answer pair, then

it is guaranteed that the question expressed by the inter-

rogative, and the proposition expressed by the answer, stand

is a certain relation of answerhood.

The first of the facts that hold here, is the following:

(11) Let B be an AB , and a a T , and let <B?,a.> be

an interrogative-answer pair constructed from 6 and

a by rule (S:IA). Then the following holds:

If a is rigid and definite, and a. does not express

a contradiction, then a. is a (complete) semantic

answer to B?

In fact, something more general holds:

(12) Let B and a be as above.

If a is exhaustive, rigid and definite, and

a'(Xa B') is not a contradiction, then

[Aa[a'(Xa B')]]is a (complete) semantic answer to

[XaXitB1 = (Xa B')(i)]]

That (11) is a special case of (12) rests on the fact that

the translation rule (T:IA) exhaustifies the input term a.

That (12) holds is shown by the following informal reaso-

ning. Let a term a be rigid, definite and exhaustive. Then

a characterizes at each index the same set of sets (rigid-

ness) , containing exactly one element (definiteness and

exhaustiveness). Call this set of individuals A. At each

index, the formula a'(Xa B') is true iff the denotation of
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the abstract 8' equals A. Given that a'(Aa 8') is true at

at least one index (non-contradictóriness) , the proposition

IXa[a'(Xa f$')]'is an element of the partit ion on I that

corresponds to the question IXaXitB' = (Aa B')( i)] I . For,

each element in this parti t ion characterizes a set of indices

at which the denotation of the abstract 8' is the same.

The converse of (12) (and of (11)) does not hold in gene-

ra l . Consider the following formal counterexample.

Let 6 be an A B 1 , translating as Xx G(a)(x) ("Who G ' s ? " ) .

Let a be a T , translating as XP3y[F(a) (y) AP(a) (y) ] ("an F"

Then a 1 (Aa 8') = 3y[F(a)(y) AG(a ) ( y ) ] ("An F G ' s . " ) .

Let us further make the following assumptions:

(a) Vi: [G]( i) = { a } v [G](i) = { b }

(b) *13i: b e [F] (i)

(c) 3i3x: x e l G l ( i ) & x € l F ] ( i )

(d) 3 i3 j : IF](i) f [F](j)

(e) 3i3x3y: x ^ y & x € l F l ( i ) & y £ l F l ( i )

Assumption (c) guarantees that an F G's is non-contradictory.

Assumption (d) says that an F is non-r igid, and assumption

(e) implies that it is also neither def in i te, nor exhaustive.

Given the nature of the abstract assumed in ( a ) , and the

relation between the predicates G and F assumed in (b ) , it

holds in every model M satisfying (a)-(e) that An F G's is

a complete semantic answer to Who G's?, even though an F is

neither r ig id, nor def ini te, nor exhaustive.

More concretely, suppose that M is as specified below:

D = {a ,b ,c } ; I = {i, j}

lF](i) = { a } ; lF](j) = {a,c}

[G](i) = {a},- iGl(j) = {b}

In this mode l , [AaAi[G(a) = G(i)]l = { { i } , { j } } , and

[Aa3y[F(a)(y) AG(a)(y) ] l = { i } . So , indeed, the latter is a

complete semantic answer to the former.

A less dramatic, but more natural counterexample to the
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converse of (12) is the following interrogative-answer pair:

(13) Which prime number did John write on the blackboard?

(14) An even number.

Assuming the common noun number to express a rigid property,

the term an even number, is rigid, but neither definite,

nor exhaustive. Even if by applying the IA-rule to obtain

the answer (14), the term is exhaustified, it still remains

indefinite. But nevertheless, (14) is a complete semantic

answer to (13).

Notice that (11) and (12) imply that if a term a is rigid,

definite and exhaustive, it cannot give rise to a proposition

which merely gives a semantic answer. Suppose a. would give

a semantic answer without being one. Then it would contain

more information than a semantic answer does. This extra

information would have to be contained already in the

term a. So, a' would have to be equivalent with some expres-

sion XP[y'(P) Aiji1], where Y' is the translation of some

rigid, definite and exhaustive term, and $' expresses the

extra information. Disregarding exhaustiveness, a natural

language example is the term John, who lives in Boston,

where y is the tenr. John, and $ expresses the information

contained in the non-restrictive relative clause. It can be

shown, however, that such a term, even if it is subjected

to exhaustivization, will never be both rigid, definite and

exhaustive. Notice that for AP[y'(P) A <j>' ] to give an answer,

<t>' should be non-contradictory. If it is merely to give an

answer, <t>' should be non-tautologous as well. So, <j>' should be

contingent. At an index at which $' is true, AP[y'(P) A <|>' ]

denotes the same set of properties as a". And at an index at

which <t>' is false, the term denotes the empty set. Hence,

this term cannot be definite. And since a' does not denote

the empty set at each index (since by hypothesis it gives

rise to an answer), it is not rigid either.

However, such terms do have semantic characteristics which

are related to those of rigidness and definiteness, and which

guarantee that terms that have them give a semantic answer.



347

These properties are called 'semi-rigidness' and 'semi-

definiteness', and they are defined as follows:

(15) a term a is Aemi-fUgZd iff

Va[ViVX[a' (XaX) = ( (Xaa1) (i) ) (XaX) ] v~l3X: a'(XaX)]

(16) a term a is &zmi.-de.duiüte. iff

Va[VX[a'(XaX) -»VY[a'(XaY) -»Vz[X(z) ->Y(z)]]] v

~QX: a" (XaX)]

A term is semi-rigid iff at each index it charactizes the

same set of sets, or the empty set. The latter will happen

if the additional information contained in a term is false

at an index. In other words, a term is semi-rigid iff at

every index at which the additional information is true,

it characterizes the same set of set of individuals.

Similarly, a term is semi-definite if at every index at

which the additional information is true, it characterizes

a set of sets with a unique smallest element. Notice that

if a term is rigid, it is semi-rigid as well, and if it

is definite, it is semi-definite too.

We can now state a second- general fact concerning a

connection between certain semantic properties of terms

and a notion of answerhood.

1 1
(17) Let 0 be an AB , and a a T . Then the following holds:

If a is semi-rigid, semi-definite and exhaustive, and

a'(Xa e') is not a contradiction, then !Xa[a'(Xa B')]I

gives a (complete) semantic answer to

IXaXi[3' = (Xa B1)(i)]l

As we saw above, characteristic examples of terms with these

properties are terms with non-restrictive relative clauses.

Answers to interrogatives which are constructed from such

terms by means of the IA-rule, indeed give a semantic answer.

Consider the following example:
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(18) Who kissed Mary?

(19) John, who really loves her.

According to the translation rule (T:IA), (19), in the

context of (18), means the same as (20):

(20) John is the one who kissed Mary, and John really

loves Mary

And (20) indeed implies the semantic answer expressed by (21):

(21) John is the one who kissed Mary

This example can also be used to illustrate the point made

in section 4.1 that a proposition which merely gives an

answer, can give a true answer without being true itself.

In our example, (20) (being what (19) expresses in the

context of (18)) might be false, but at the same time it

might still give the true answer (21). This happens if in

fact John is the one who kissed Mary, but does not really

love her.

So far, we have only stated connections between properties

of terms and semantic notions of complete answerhood. But

such connections also exist between semantic properties of

terms and semantic notions of partial answerhood. At the

beginning of this section we saw that a term like John or Bill,

if interpreted exhaustively, precisely lacks the power to

be a complete semantic answer because it lacks the property

of definiteness. But, of course, it is a prime example of

a term that gives rise to a partial semantic answer. It is

the property of definiteness that distinguishes between

complete and partial semantic answers.

This leads us to the formulation of the last two facts

concerning the connection between semantic properties of

terms and semantic notions of answerhood that we want to

discuss here.
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(22) Let B be an AB 1 , and a a T1 . Then the following holds:

If a is rigid and exhaustive, and a'(Xa B') is a

contingency, then [Xa[a'(Xa B')]I is a partial

semantic answer to IXaXi[6' = (Xa B')(i)]I

(23) Let B and a be as above. Then the following holds:

If a is semi-rigid and exhaustive, and a'(Aa B') is

a contingency, then [Xa[a'(Xa B')]I gives a partial

semantic answer to IXaXi[B' = (Xa B')(i)]l

Requiring a'(Xa g') to be contingent, rather than merely

non-contradictory, as in (12) and (17), is needed to ensure

that the proposition indeed excludes at least one possible

semantic answer, as the notions of partial semantic answer-

hood require. Otherwise, a term such as no-one or at least

someone, which is indeed rigid, would qualify as being a

partial answer to every interrogative of the form Who G's?

But of course, it never is.

To summarize our findings in this section: we have seen

that our four main notions of semantic answerhood are inti-
74

mately related to semantic properties of terms. The seman-

tic property of exhaustiveness is involved in all four notions

of answerhood. The weakest notion of giving a partial seman-

tic answer further requires semi-rigidness. In giving a com-

plete semantic answer the notion of semi-definiteness comes

in as well. The difference between giving an answer and being

an answer lies in the difference between semi-rigidness and

semi-definiteness and full rigidness and full definiteness.

Semantic notions of answerhood are interesting in their

own right, but question-answering is first and foremost a

matter of pragmatics. The purpose of answering a question

is to fill in a gap in the information of the questioner.

We therefore turn in the next two sections to pragmatics.
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4.3. Pragmatic notions of answerhood

In the previous section, we have seen that there are indeed

strong connections between certain semantic properties of

terms and various notions of semantic answerhood. Specific

kinds of linguistic answers, being of a certain form and

having a certain content, derived from terms which exhibit

special semantic properties, are singled out as a kind of

standard answers.

On the one hand, this is quite satisfactory, because

such standard answers do have a special status in natural

language communication. For example, in highly institutiona-

lized situations of question-answering, such as interroga-

tions in the Court Room, or in quizzes, standard answers,

and more in particular semantically rigid answers, are

called for. Often, if a non-standard answer has been given

by the interrogated person, the official interrogator will

try to elicit a standard answer containing rigid designa-

tions. And he will do this even in case, from an ordinary

communicative point of view, the original non-standard

answer was already perfectly in order, and the elicited

answer does not add anything to its communicative content.

It is quite literally a formality that in such situations

standard rigid answers are required. In fact, not only

under such rather peculiar circumstances do standard answers

have a special role, in ordinary communicative situations

they are, other things being equal, preferred as well. They

serve to express propositions that count as answers

solely in virtue of their meaning. No other information be-

sides linguistic knowledge is needed to get at what one is

after, an answer.

On the other hand, though all this may be true, it takes

little effort to observe that as often as not, answers based

on semantically non-rigid terms, such as definite descriptions,

are used quite successfully in question-answering. I.e. in
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actual speech situations in which information is exchanged,

answers based on semantically non-rigid terms can serve

quite well to give the questioner a complete or a partial

answer. They need not always have this effect, but they

can, and, and this is important, whether they will depends

on the information that is already available to the speech

participants. Whether or not a certain linguistic answer

serves its purpose in an actual speech situation, does not

only depend on its meaning, i.e. is not only a matter of

semantics, but depends also on the information already

available to the questioner, i.e. is also a matter of

pragmatics.

This introduces the notion of information as a pragmatic

parameter in determining pragmatic notions of answerhood.

If we are to lay down definitions which tell us (at least

part of the story of) when a proposition is an answer to

a question for a certain questioner, we are to do this rela-

tive to the information of the questioner. Such definitions

of pragmatic notions of answerhood were given in G&S 1984a.

We introduce quite similar notions here. These pragmatic

notions are quite like their semantic counterparts, except

for the fact that a new parameter is introduced, that of an

information set. An information set is a non-empty set of

indices, a subset of the total set of indices. It is to be

thought of as a, quite simple-minded, representation of the

information of the questioner.

Just as a question Q makes a partition I/Q on the total

set of indices I, it also makes a partition J/Q on a non-
78

empty subset J of I. Figure 3 gives a pictorial represent-

ation of a simple example.
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I/Q

(fig.3)

In the situation depicted in figure 3, one of the possible

semantic answers is already excluded by the information of

the questioner. But Q is still the question in the informa-

tion set J. Several answers are still possible as far as

this information goes, J/Q has still several elements. So,

we define:

(24) Q -Li a nLL!U.£Loyi .'j,i an information set J iff

3X3Y: X,Y € J/Q & X / Y

A question Q will be answered, i.e. is solved, in the inform-

ation if no such alternatives exist any more, i.e. if J/Q

has only one element, being J itself.

We are now ready to state the pragmatic counterparts of

the semantic notions of a proposition being or giving a

complete or a partial answer to a question. These pragmatic

relations of answerhood, again, are relations between seman-

tic, modeltheoretic entities, viz. propositions, questions

and information sets. In terms of them we will again define

the corresponding relations between linguistic entities,

viz. interrogatives and linguistic answers. In section 4.4

we will examine whether in these cases too there are connect-

ions between properties of terms and these pragmatic notions
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of answerhood.

First we define the notion of a (complete) pragmatic

answer:

(25) Let Q be a question in J.

P ii a piagmcrfijc aniuieA to Q in J i f f PflJ e J/Q

The upshot of this definition is that P is a (complete)

pragmatic answer to Q in J,if adding P to the information

set J (i.e. taking the intersection of P and J) results in
79an information set in which the question Q is solved.

The notion of a partial pragmatic answer is defined as

follows:

(26) Let Q be a question in J.

P -ü> a pafitiat pragmatic an&wzn. to Q in J i f f
pnj f 0 & 3Xcj/Q: pnj = y^v

X t A

According to this definition, P is a partial pragmatic answer

if adding it to the information set J (provided that it is

compatible with J in the first place) excludes at least one

answer which hitherto was admitted.

The two corresponding notions of giving a complete or

a partial answer are captured by (27) and (28):

(27) Let Q be a question in J.

P giv&i a. pftagmatic ani,wan to Q in J i f f
Pnj / 0 & 3P' € J/Q: POJ 5 P'

(28) Let Q be a question in J.
P giv&& a. paxtixit pKougmoutic. aniuxA to Q in J i f f

pnj / 0 & axcj/Q-. pnj = W
X C. A

Analogous to the semantic counterparts,a proposition gives

a complete or a partial pragmatic answer if it pragmatically

implies (i.e. implies in conjunction with the information J)

a complete or a partiali pragmatic answer (all this, again,

provided that the proposition is compatible with J to begin with)
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Each of the four representations in figure 4 below

illustrates one of the pragmatic notions of answerhood

defined above:

I / Q I / Q

I / Q I / Q

IX J \
\ X/ )

pragmatic

is

gives

complete

P1

P3

partial

P 2

P 4

(fig.4)

The four notions of being or giving a complete or a partial

pragmatic answer not only run quite parallel to the corres-

ponding semantic notions, the semantic notions are even a
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l imit of the pragmat ic ones . For J = I, the two sets of def in-
ft n

i t ions co inc ide. An informat ion set being equal to the

tota l set of indices represents the s i tuat ion in which one

has no factual informat ion at a l l . To such a tabula rasa ,

only standard semantic answers can answer quest ions .

The dependencies that were observed to hold between the

di f ferent semantic not ions of answerhood in section 4.1.

ho ld equal ly wel l between their pragmat ic counterpar ts . To

be an answer impl ies to give o n e , and to be or to give a

complete answer impl ies to be or to g ive a part ia l one .

Fur ther it ho lds that if J ' c j and P stands in a cer ta in

type of pragmat ic answerhood re lat ion to Q in J, than P

stands in that same type of re lat ion to Q in J', provided

that Q is a quest ion in J' as wel l and that P is compat ib le

wi th J. In v iew of the fact just no ted , that semantic answer-

hood is a l imi t of pragmat ic answerhood, th is means that if

P bears a cer ta in semantic answerhood re la t ion to Q, it bears

the corresponding pragmat ic answerhood relat ion to Q in any

informat ion set , under the same prov isos as made above. If

J ' 5 J , and P stands in a cer ta in answerhood re lat ion to Q

in J, it may stand in a 'stronger' re lat ion to Q in J'. If

P mere ly g ives an answer in J, P may be an answer in J'. And

if P is or g ives a merely part ia l answer in J, it may be or

may g ive a complete answer in J'.

A s w a s the case for semantic answerhood, we are a lso

interested in the not ion of a t rue pragmat ic answer . We saw

in sect ion 4.1. that a proposi t ion can merely give a true

semantic answer wi thout being t rue i tse l f , whereas it has

to be t rue i tself if it is to be a t rue semantic answer .

But fa lse propos i t ions can not only mere ly g i v e , but can

also be true pragmat ic answers . And fur ther , and th is is

something to be qui te happy abou t , if no t al l our in forma-

t ion happens to be t rue , i.e. if J (being the conjunct ion

of al l our informat ion) is f a l se , th is does not prevent us

from gett ing true answers e i ther .

Th is being as it i s , the not ion of a t rue pragmat ic

answer needs to look over the borders of an informat ion set .
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If we have to decide whether P gives a true pragmatic answer

in J, we have to see whether the (partial) semantic answer

determined by P with respect to J, is true. So, we need the

following pragmatic analogue of the notion defined in (5)

in section 4.1. of the semantic answer given by a proposi-

tion:82

(29) Let P give a partial pragmatic answer to Q in J.

The. pa/vHaJi iojmntAjc an&uieA to Q ditvurUnzd by P -in J =

Ü {P1 | p' e I/Q & p'njflP f 0}

This notion can be illustrated by comparing figures 4 and 2.

The (partial) semantic answers determined by the pragmatic

answer P.-P. in figure 4, are P.-P. in figure 2 respectively.

This leads us to the following definition of true pragma-

tic answerhood:

(30) P -U/g-ivzA a t/iaz [pa/ttiat} •phaqwaXixi amuleA to Q i n J at i i f f

(a) P is/gives a (partial) pragmatic answer to Q in J;

(b) the partial semantic answer to Q determined by P

in J is true at i

The pragmatic notions of answerhood defined in (25)-(28) and

in (30) concern relations between modeltheoretic objects. In

definition (31) they are applied in a definition of pragma-

tic answerhood as a relation between linguistic objects:

(31) Let <i> be an S-expression, and if) an S-expression.

T h e n (ji iMlqXvu, a [tmie.) {fxwtial) ptagmvtixi aniu)&i to ij>

-in J (at i) iff [Xa <j>' I is/gives a (true) (partial)

pragmatic answer to [Xa IJJ ' I in J (at i)

As was the case with the corresponding semantic definition

(7), our pragmatic definition (31) applies to any pair con-

sisting of an interrogative and a sentential expression.

Our IA-rule forms a special subset of such interrogative-

answer pairs. In the next section we will see that under
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certain pragmatic conditions they guarantee that certain

pragmatic relations of answerhood hold between interrogatives

and answers that are derived by means of the rule.

4.4. Answers and pragmatic answerhood

We saw that the pragmatic notions of answerhood defined in

the previous section run parallel to the corresponding

semantic notions defined in 4.1. This suggests that we may

find the same kind of connections between properties of

terms and the various pragmatic notions of answerhood as

we found in section 4.2 between such properties and seman-

tic notions. Since our notions of pragmatic answerhood are

pragmatic analogues of our semantic notions, the properties

of terms involved can be expected to be pragmatic analogues

of the semantic properties defined in section 4.2. Such

notions of pragmatic exhaustiveness, pragmatic rigidness,

and pragmatic definiteness are defined in (32)-(34). They

differ from their semantic comrades defined in (8)-(10)

only in that they are relativized to an information set J,

i.e. that quantification over indices is restricted to

indices in J.

(32) A term a is piagmajticalty exhau&tivz -in J iff

V a e J V X [ a ' ( X a X ) - » H 3 Y [ a ' ( X a Y ) A X / Y A V Z [ Y ( Z ) - » X ( Z ) ] ] ]

(3 3) A term a i s pnagnatlca&ty hi%XA In J i f f
V a € J V i £ J V X [ a ' ( X a X ) = ( ( X a a ' ) ( i ) ) ( X a X ) ]

(34) A term a i s pMgmailcaZZy dzilyuXe. In J i f f
Va e J 3 X [ a ' ( X a X ) A V Y [ a ' ( X a Y ) - > V z [ X ( z ) - » Y ( z ) ] ] ]

Whether or not a term has one or more of these pragmatic

properties depends not only on its semantic interpretation

(which is assumed to be shared by all speech participants),

but also on the information one has. Notice that, J being

a subset of I, it is 'easier' for a term to have one of these

pragmatic properties than it is for it to have the corres-
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ponding semantic property. This explains why in actual

speech situations, in which a lot of information is availa-

ble, it is so much easier to provide efficient and adequate

answers than semantics proper suggests. And this supports

the view that an interesting theory of question-answering

cannot do without a semantically based pragmatics.

Completely analogous to (12) and (22), which state con-

nections between the semantic properties of exhaustiveness,

rigidness and definiteness of terms and the notions of

being a complete or a partial semantic answer, we can state

the following two facts:

(35) Let 8 be an AB , a a T , and J an information set.

Then the following holds:

If a is pragmatically exhaustive, pragmatically rigid

and pragmatically definite in J, and

[Xata1(Xa B'JlInj f 0, then

[Xa[a'(Xa g') ]J is a (complete) pragmatic answer to

[XaXitB1 = (Xa S')(i)]I in J

(36) Let B and a be as above. Then the following holds:

If a is pragmatically exhaustive and pragmatically

rigid in J, and IXa[a'(Xa B')]lnjj«0, and

IXa[a'(Xa B')]Inj<=j, then

[Xa[a'(Xa B')]I is a partial pragmatic answer to

[XaXilB1 = (Xa B1)(i)] I in J

Analogous to (17) and (23), similar facts hold concerning

connections between giving a (partial) pragmatic answer and

pragmatic semi-rigidness and pragmatic semi-definiteness.

We will leave out the definitions of these pragmatic proper-

ties of terms and of .the corresponding connections with

pragmatic answerhood, since they can be obtained from their

semantic counterparts in a way completely similar to those

stated in (31)-(36).83

Let us briefly and informally illustrate (31)-(36) by

considering some examples. A first example concerns pragmatic

rigidity:



359

(37) Whom did you talk to?

Your father.

Intuitively, the answer in (37) can hardly fail to be a com-

plete pragmatic answer to the question expressed by the

interrogative. But notice that the term your father is not

semantically rigid. So, the term does not give rise to a

complete semantic answer. But the term is pragmatically

rigid in the information set of anyone who knows who his/her

father is. In the information set of any such person, the

answer in (37) will be a complete pragmatic answer to the

question expressed by the interrogative. Pragmatic definite-

ness is already secured by the semantic interpretation of

the term, it is semantically definite, and hence cannot fail

to be pragmatically definite as well. Pragmatic exhaustive-

ness is secured by the way in which (37) is constructed

by the IA-rule. This guarantees semantic exhaustiveness,

and hence pragmatic exhaustiveness as well.
o c

Our second example also concerns pragmatic rigidness:

(38) Who won the Tour de France in 1980?

The one who ended second in 1979.

In the information set of anyone who has the information that

Joop Zoetemelk ended second in the Tour de France of 1979,

the term on which the answer in (38) is based is pragmatically

rigid, and hence the answer will be a complete pragmatic

answer to the interrogative for such a person. (Pragmatic

exhaustiveness and definiteness are secured in the same way

as in our first example.)

We saw in section 4.2. that definite descriptions are

not, in general, semantically rigid. They are so only in

case the common noun phrase occurring in them is semantically

rigid. Pragmatic rigidness requires this property to be rigid

only with respect to the information set. What this amounts

to is that a definite description is pragmatically rigid for

someone who has the information who the referent of the
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description is.

The example (38) may also serve to illustrate what was

remarked above about the notion of a true pragmatic answer.

Joop Zoetemelk did indeed end second in the Tour de France

of 1979, so, anyone having this information does not only

receive a complete answer, but even a true complete answer

to his question. Suppose, however, that our questioner mis-

takenly belives that Eddy Merckx ended second in 1979. Then

he still receives a complete pragmatic answer, but this time

the false one that Eddy Merckx won the 1980 edition. The more

intriguing case is the one in which a false proposition

nevertheless gives a complete true answer. Such a thing

happens, for example, if our questioner wrongly believes

that Joop Zoetemelk was the winner in 1979 and his interrog-

ative is (38) is answered by (39):

(39) The one who won in 1979.

The proposition expressed by (39) in the context of the

interrogative in (38), viz. that the one who won the Tour de

France in 1979, won again in 1980, is false. But to our

misinformed questioner it carries over the true information

that Joop Zoetemelk won the Tour de France in 1980. So, a

false proposition can be a true complete pragmatic answer.

Our last example illustrates pragmatic definiteness:

(40) Who served you when you bought these boots?

An elderly lady wearing glasses.

The term on which the answer in (40) is based in neither

semantically rigid, nor semantically definite. Still, within

the information of the salesmanager who asks this question,

it is quite likely that the answer is a complete pragmatic

answer. If the property of being an elderly lady wearing

glasses applies to a single member of the staff, the sales-

manager's information will enable her to identify the person

referred to in the answer of the client. I.e. in that case.
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the semantically non-rigid and non-definite term an elderly

lady wearing glasses will be pragmatically definite and

rigid in the information set of the salesmanager.

The example (40) illustrates quite clearly under what

kind of communicative circumstances indefinite, non-rigid

terms constitute perfectly good answers. It is the kind of

situation in which the speech participants have disharmoni-

ous information about a certain subject matter, but never-

theless are to achieve effective exchange of information.

The salesmanager will be quite well acquainted with the

members of her staff, but she probably has no idea as to

who of them served the customer. The latter may at least

be able to give a faint description of the person who served

him. By performing the piece of question-answering recorded

in (40) they achieve close informational harmony. Their

linguistic cooperation leads them to coordination of inform-

ation with little effort.

A last remark to be made in this section concerns the fact

that the connections between pragmatic properties of terms

and pragmatic relations of answerhood, like in the semantic

case, run only in one direction. Such properties suffice

to guarantee that such relations hold, but they are not

necessary for that. For the semantic case this was shown

in a rather formal way in section 4.2. But, in fact, the

intuitive reason behind it is quite clear. Consider the

following example:

(41) From which authors did the editors already receive

their contribution to the proceedings?

I don't know, but at leastthey received it from

Professor A.

The answer in (40) could also be formulated more shortly

as in (42):

(42) At least from Prof. A.
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Suppose our questioner knows that Prof. A. is bound to be

the last one to send in his contribution. (The reader will

have no difficulty to come up with his own natural example.)

Then the explicitly non-exhaustive answer (42) will give

our questioner the exhaustive, definite, and maybe even

rigid answer that the editors have received the contribution

of each author already. Nevertheless, the term on which (42)

is based, as such, will keep lacking the relevant pragmatic

properties. It is only in connection with the content of

the abstract underlying the interroaative in (41), that an

exhaustive answer results within the information set of our

auestioner. It are the particular habits of Prof. A. in

sending in his contributions to proceedings that help him

out in this case. For suppose, though this is unlikely,

that Prof. A. is also always the first to accept an invita-

tion to attend a conference, then the same answer (42) will

be of little help to get a complete answer to the question

posed by (43) :

(4 3) From whom did the organizers already receive a letter

of acceptance to attend the conference?

Going back to the semantic examples in section 4.2 , we see

that there exactly the same phenomenon is at work. No matter

what, the term an even number is as indefinite as a term

can be. It is only in the context of being a prime number,

a property referred to in the interrogative Which prime

number did John write on the blackboard?, that this answer

results in a proposition identifying a definite number.

So, to conclude this remark, the nature of a term on

which an answer is based, may, as such, already guarantee

that a certain relation of answerhood holds. But such a

relation may obtain also on the basis of the interpretation

of the term in the context of a certain interrogative.

These examples may suffice to show that the various

pragmatic notions of answerhood do indeed give us the means

to account for intuitive relations of answerhood which are
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not covered by semantics. Intuitively, a definite descript-
89ion may be just as good an answer as, say, a proper name.

Moreover, in many cases only descriptions, definite or merely
9 0indefinite, may be available. Our notions of pragmatic

answerhood not only allow us to take into account such

answers, they also explain under what kind of circumstances

they count as answers.

At the same time, our pragmatics confirms, so to speak,

our semantic analysis. For in effect, the pragmatic notions

are firmly based on the semantic ones. The former are

straightforward relativizations of the latter. This relativi-

zation may well be circumscribed as taking into account the

fact that interrogatives are the linguistic means to get the

gaps in one's information filled.

To close the circle opened at the beginning of section

4.3 , one may say that the semantic notions are just special

instances of the corresponding pragmatic notions. Semantic

answers are the answers one is to address to a questioner
91who has no factual information at all. Since we know

our information about the information of others to be imper-

fect, but do not always know where these imperfections are

exactly located, the safest way to answer a question is to

stay as close to semantic answers as one possibly can. This

explains their role as standards of answering questions,

which in certain highly institutionalized forms of question-

answering are the kind of answers called for, even if from

the perspective of ordinary daily communication other kinds

of answers could do the job just as well.

4.5. Multiple and zero-constituent answers

In the preceeding sections we have restricted ourselves to

single constituent interrogatives and their answers. In this

last section we will briefly indicate how what was said

above can be generalized to sentential (zero-constituent) and

multiple constituent interrogatives and their answers. As for
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the latter, nothing really exciting can be added to what

already has been said, but as to the former, we wil l note

some rather interesting consequences.

The only point at which the restrict ion to single const i -

tuent interrogatives played a role in the preceeding sections

was in establishing connections between properties of terms

and relations of answerhood. We defined the notions of seman-

tic and pragmatic exhaust iveness, rigidness and definiteness

for ordinary terms, T 's , only. Their generalizations to Tn ' s

are straightforward, we wil l only given them here for seman-

tic exhaust iveness, rigidness and defini teness.

(44) A T n a is exfuuu-fccue iff

VaVR n [a ' (XaRn) -> "l3Sn[a' (XaSn) A R n / S n A

Vx., . . . x n [ S n ( X i . . .xn) - R n ( X i . . ,xn) ] ] ]

(45) A T n a is >Ugld iff

VaViVR n [a ' (XaR n ) = ((Xa a')( i ))(XaRn) ]

(46) A T n a is de.&-óü£z iff

Va3R n [a ' (XaR n ) A VS n [ a • (XaSn) -»

Vx., . . . x n [ R n ( X i . . .xn) - S n (x., .. .xn) ] ] ]

For n> i , an explanation ot these not ions would add litt le to

what already was said in section 4.2. with respect to ( 8 ) -

(10 ) , which deal with the special case in wich n = 1 . It may

suffice to note that if a simple T is constructed from

exhaust ive, rigid or definite T 's , it has these respective

properties itself as we l l . As far as conjunctions and d is-

junctions of T n ' s are concerned, exhaustiveness and rigid-

ness are preserved under both conjunction and disjunction,

definiteness is only preserved under conjunction.

Equipped with these generalized versions of the definit&ons

of the semantic propert ies of exhaust iveness, rigidness and

def in i teness, and given the fact that the related notions of

semi-rigidness and semi-def ini teness, and the corresponding

pragmatic not ions, can be obtained in a similar way, the

statements (12 ) , (17 ) , ( 22 ) , (23 ) , (35) and (36) concerning
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the connections between such properties of terms and the

various semantic and pragmatic notions of answerhood, apply

quite generally to n-constituent interrogatives and their

answers. It suffices to replace the precondition in these

statements 'Let 8 be an AB , and a a T ', by the more

general precondition 'Let B be an ABn , and a a Tn '.

A final point that deserves some discussion, is what

happens in the special case where n = 0, i.e. the case in

which the general notions apply to sentential interrogatives

and their answers.

First of all, notice that the T 's yes and no, as they

were defined in (66) i n section 3.3.2, are exhaust-

tive, rigid and definite according to (44)-(46). To see this,

notice that in case n = 0 the variables Rn and S n quantified

over in (44)-(46) are variables of type t, i.e. variables

which range over {1,0}, i.e. over the True and the False.

When applied to yes, (44) amounts to stating the tautology

that there is only one True, and when applied to no, it

says that there is only one False. What (45) expresses in

these two cases is that the True is the True, and that the

False is the False, respectively. And (46) comes down to

the statement that the True and the False exist.

What this means is that when applied to yes and no and a

sentential (yes/no-)interrogative, (12) states that the

sentential answers Yes, and No. cannot fail to be complete

semantic answer to the question expressed by that interroga-

tive, which to us does not seem to be Altogether unlikely.

Secondly, if one applies (44)-(46) to a T of the form

if $, it can be observed that, no matter what sentence we

fill in for $, the phrase will be definite. But it will not

always be rigid. It will be rigid iff ((> is rigid, i.e. iff

^ is a tautology or a contradiction. If <)> is a contingency,

it is not. Speaking in pragmatic terms, this means that

if $ will be pragmatically rigid iff either the proposition

that <j>, or the proposition that not-cj> belongs to the informa-

tion set, i.e. iff <(> is true throughout J, or false trough-

out J. The property of exhaustiveness will in any case be
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taken care of by applying the IA-rule.

To see what all this means, consider the following

examples:

(47) Will you come to the party?

(48) If 2 + 2 = 4 .

(49) If 2 + 2 = 5 .

(50) If Mary comes.

In view of the fact that if 2 + 2 = 4 is exhaustive, rigid and

definite, as we have just seen, our statement (12) predicts

that (48) is a complete semantic answer to (47) (or to any

other sentential interrogative). It simply means the same

as Yes. . In view of the fact that if 2 + 2 = 5 is rigid and

definite, and will be exhaustified by the application of

the IA-rule (the phrase in the previous example was already

exhaustive in its own right), (12) predicts that (49) is

a complete semantic answer as well, and simply means No..

Since Mary comes is a contingency, there is no guarantee

that (50) will be a semantic answer. But it may very well be

a complete pragmatic answer. It is so, both in case the

questioner has the information that Mary comes, and in case

he has the information that Mary does not come. In the first

case, the phrase if Mary comes is pragmatically exhaustive,

rigid and definite. In the second case it is pragmatically

rigid and definite as well, and is exhaustified by means of

the IA-rule. So, in both cases (50) will be a complete

pragmatic answer, as (35) predicts. Thus, by the aid of the

information one has about whether Mary comes or not, (50)

may constitute a positive, or a negative complete pragmatic
92answer to the question raised by (47).

To us, it seems that these results are the ones one would

like to get. The predictions seem to be in accordance with

our semantic and pragmatic intuitions. These examples, by the

way, also strongly support the correctness of incorporating

exhaustivization in the IA-rule which produces and interprets
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characteristic interrogative-answer pairs. There is no doubt,

we think, that (49) means No. quite as clearly as (48) means

Yes., and that, pragmatically speaking, (50) means No. for

someone who has the information that Mary does not come,

with quite the same force as it means Yes. for someone

who has the opposite information that she does come. But

only in the yes-cases are the answers exhaustive in their

own right. In the no-cases, exhaustiveness really needs to be

imparted on the answers from the outside, if we are to

obtain these, we feel pleasing, results.And the IA-rule

neatly takes care of this.



5. Exhaustiveness and pragmatics

There is one point which we carefully avoided mentioning up

to now, a point which we suspect must have crossed the mind

of many a reader. One may have granted us that constituent

interrogatives ask for an exhaustive specification of the

extension of a property or relation. Consequently, one may

have agreed that characteristic linguistic answers should

receive an exhaustive interpretation, an interpretation which

as such, i.e. in isolation, they do not have. Suppose we have

reached this much, in other words, suppose we have convinced

the reader that the propositions which our analysis connects

with characteristic answers, are indeed the propositions they

convey. That would be wonderfull. But even if so, one might

have fundamental doubts about the way in which our analysis

leads to these results. In this analysis, exhaustiveness is

a semantic property of characteristic answers, exhaustiviza-

tion comes in as a semantic operation on the constituent(s)

from which a linguistic answer is derived. Why, one may ask,

isn't exhaustiveness simply obtained as a conversational

implicature? If anything is a good candidate for implicature-

hood, exhaustiveness of answers is, or so it seems. We quite

agree. If an interrogative asks for an exhaustive specifica-

tion, anything put forward as an answer will quite naturally

be interpreted as such, provided that it is not made quite

explicit that this conclusion should not be drawn. Exhaustive-

ness of answers prima facie seems to be a prime example of

a conversational implicature that should be explicitly can-

celled to prevent it from being drawn as a justified prag-
93

matic conclusion.

We are inclined to prefer such a pragmatic strategy over

368
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the semantic one explored in this paper. Why then didn't we

take this grand route over the summits of Gricean reasoning,

where the air is thin, but the view so much clearer? The

reason is that we do not see a pass that leads into this

promised land. The informal Gricean reasoning sounds quite

appealing. The problem is to make it work, i.e. to base it

on an adequate and precise formulation of the Gricean Maxims.

If the exhaustiveness of an answer is a conversational

implicature, it has to be a logical consequence of the

assumption that it is a correct answer. To get this prag-

matic strategy to work, what is called for is a formal state-

ment of the requirements inherent in the Gricean Maxims. If

on the basis of such a formulation exhaustiveness could be

shown to be formally derivable as a pragmatic consequence,

we would be quite content to barter our semantic approach

for it.

In G&S 1984a we did propose a formulation of the Maxims

of Relation, Quantity and Quality, which is applicable to

questions and answers. As we will indicate below, this

formulation of the maxims will not do for the purpose of

characterizing exhaustiveness as an implicature. Of course,

this does not prove much. Instead of interpreting this re-

sult as providing further support to the semantic account of

exhaustiveness proposed in this paper, one might just as well

take it to constitute conclusive evidence against our formu-

lation of the maxims. To be sure, if one really insists, it

will always be possible simply to write an exhaustiveness

claim explicitly into a formulation of the maxims that applies

specifically to answers. But that is not what one wants. If

the game of pragmatics is played fair, such a phenomenon as

the exhaustiveness of answers should follow from a general

formulation of the maxims that applies to all assertions,

and not just to the specific assertions that characteristic

answers are. For therein lies the explanatory power of the

Gricean framework, in that it embodies general principles

underlying all co-operative linguistic behaviour.

Of course, judging whether the game of pragmatics is
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played according to the unwritten rules, will always remain

a delicate matter. The only legitimate move we can make at

this moment is to show that indeed our formulation of the

maxims does not enable one to give a pragmatic account of

exhaustiveness, and to indicate why it is we think that it

will be hard to improve upon it without foul play.

In G&S 1984a we formulatedthe Maxim of Relation more or

less as follows. An answer a is relevant to a question B

asked by a questioner with information J iff a at least

gives a partial pragmatic answer to B in J. The Maxim of

Quality simply requires a to determine a true semantic answer

to S in i. Taken together. Relation and Quality require a

to at least give a true partial pragmatic answer to B in J

in i. Obviously, this requirement is too weak: it can

easily be met by answers that are not exhaustive. The Maxim

of Quantity is, of course, the obvious candidate to rule

out non-exhaustive answers. What Quantity does is making a

choice between the various answers that meet the require-

ments set by Relation and Quality. According to Quantity,

complete true pragmatic answers are preferred over partial

true pragmatic answers. Moreover, Quantity prefers being an

answer over merely giving one. And, finally, it prefers

semantic answers over pragmatic ones. If we consider two

answers a and a', where a' is the exhaustive variant of a,

it will be clear that, if both meet the requirements of

Relation and Quality, the exhaustive a' will be preferred

by Quantity over the non-exhaustive a. So, we see that in-

stead of providing non-exhaustive answers with an exhausti-

veness implicature. Quantity rather does the opposite. It

prefers exhaustive answers over non-exhaustive ones, and

consequently a non-exhaustive answer will pragmatically
94imply the negation of exhaustiveness.

And it is difficult to see how the Maxim of Quantity,

whatever precise formulation one might want to give of it,

could not have this effect. For Quantity asks to give as

much information as possible, within the bounds set by Rela-

tion and Quality. And given the semantic fact that questions
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ask for an exhaustive specification, exhaustive answers

clearly comply better than non-exhaustive ones. Quantity

as such then merely allows one to infer that the answerer

who gives a certain specification, does not positively

believe of other individuals that they have the property in

question too. But this is not the same as inferring that

the specification given is meant to be exhaustive, i.e. as

inferring that the answerer believes of all other individu-

als that they do not have the property.

Yet, characteristic answers are, under normal circum-

stances, interpreted exhaustively. Therefore, it seems that

we must conclude that exhaustivity, perhaps contrary to our

expectations, is a semantic property after all.

The existence of non-exhaustive answers prompts a final

remark. First of all, notice that non-exhaustiveness is the

marked case: a non-exhaustive answer should be explicitly

marked as such (unless the context makes it quite clear that

the answer is meant to be non-exhaustive, or that a non-

exhaustive answer will suffice). This means, or so it seems,

that we also need a rule which does not include the semantic

operation of exhaustivization. This, in a sense, makes most

answers ambiguous between an exhaustive and a non-exhaustive

reading. Secondly, notice that not explicitly exhaustive

answers are always interpreted exhaustively. This can be

explained as a matter of pragmatics. And this explanation

at the same time tells us why non-exhaustive answers should

be marked as such. The explanation uses, among other things,

the Maxim of Manner, and runs as follows. One might take

Manner to state, among other things, that one may use an

ambiguous expression only if one is willing to stand for

all of its readings that are relevant in the situation in

which one uses it. So, if one gives an answer to a question,

one allows the questioner to interpret the answer in that

reading which constitutes the best answer to her question.

If an expression is ambiguous between an exhaustive and a

non-exhaustive reading, this means that the questioner is

allowed to take it on its exhaustive reading, unless of course
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the answerer has explicitly marked his answer to indicate

that it should not be taken as such (or the context does

s o ) . 9 5

Notice that such an explanation presupposes that exhaust-

iveness is a semantic property. Of course, the sketchy re-

marks made above do not prove that exhaustiveness is a seman-

tic, rather than a pragmatic phenomenon. They do not exclude

that one day someone comes up with a perfectly general and

plausible explication of the Gricean Maxims that does allow

one to derive exhaustiveness pragmatically. However, for

reasons indicated above, we doubt that this is possible. And

even if this were to happen, we believe that the analysis

presented in this paper may be worth its while, since it

gives what we think is an accurate account of the outcome

of this process, though maybe not of the ways that lead to

it.



Appendix 1. Specificity revisited

The notions of pragmatic rigidness and def ini teness, defined

in (32) and (33) in section 4.4, are closely connected with

the pragmatic notion of specif ic i ty, as it was discussed in

G&S 1981. This notion of specif icity applies to the use of

terms. For example, a term like a picture can be used specif ic-

ally or non-specifically by a speaker in uttering a sentence

such as (1) :

(1) A picture is missing from the gallery

The speaker uses the term a picture spcifically in using it

in the context of sentence (1) if he thereby refers to a

part icular object, i.e. if his information determines a

unique part icular object that is both a picture and is missing.

The speaker uses the term non-specif ically in the context of

sentence (1 ) , if h is information tells h im no more than that

there is some picture missing, wi thout i t being determined by

his information which one it is . (Or if h is information even

allows for the possibil i ty that more than one picture is

missing.)

The main point of G&S 19 81 was that the specif ic/non-speci-

fic dist inction is a pragmatic one, and does not correspond

to a semantic ambiguity. Semantical ly, it was argued, sentence

(1) is simply an unambiguous existential ly quantif ied sentence.

In G&S 1981, the notion of specif icity was defined in terms

of a formal system called epistemic pragmatics. In the present

framework, the notion can be defined as fol lows:

3 73
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(2) Let a be a term, B an intransitive verbphrase, and

a8 the sentence formed from them; and let J be an

information set.

a ii, uAnd &ptLCA.{ic.aJULij In tht contzxt of, ag in J iff

(i) [Xaa 1 (Xag')I S J

(ii) XP3Q[a' (Q) A P = XaXx[Q(a) (x) A B' (x)]] is definite

and rigid in J

Clause (i) requires that the sentence formed from a and B

expresses a proposition that is entailed by (contained in) the

information of the speaker. I.e. it is required that the speak-

er believes the sentence to be true, he is required to use the

sentence sincerily. The second clause (ii) requires that the

term a such that B" is rigid and definite in the information

of the speaker. Where such that B" is the restrictive relative

clause formed from B. If we apply definition (2) to our

example (1) this means that a picture is used specific, if the

speaker believes sentence (1) to be true, and if the term

a picture such that it is missing is definite and rigid for

the speaker. More formally, clause (i) requires (3) , and

clause (ii) requires (4) and (5):

(3) Va € J: [picture] (a) fl Imissing] (a) ï 9

(4) VaVi € J:[picture](a) n[missing!(a) =

[picture! (i) D [missing] (i)

(5) V a E J : [picture] (a) (1 [missing] (a) = 0 or

3 d e D , V a € J : [picture] (a) n [missing] (a) = { d }

The requirements (3), (4) and (5) boil down to (6):

(6) 3 d € D , V a e J : [picture] (a) n [missing] (a) = {d}

And (6) corresponds precisely to the informal characterization

of the specific use of a picture in the context of sentence

(1) that we started out with: according to the information J

of the speaker, there is a unique object d such that d is a

picture and d is missing. The speaker specifically refers to
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the object d in using the term a picture in the context of

sentence (1) .

If definit ion (2) of specif icity is applied to a term like

every picture, still using is missing as our verbphrase, i t

is required that indeed every picture is missing according to

the information of the speaker, and that the term every picture

that is missing is definite and rigid in his information. Since

this term is already semantically def ini te, it cannot fail to

be definite in the information of the speaker. In fact, the

two conditions (i) and <ii) together require that the term

every picture itself is rigid in the information. Condit ion

(i) in this case requires (7 ) , and (ii) requires (8 ) :

(7) V a € J : ([picture] (a) c [missingl (a)

(8) V a V i e J : [picture] (a) n [missing] (a) =

Ipicturel (i) fl [missing] (i)

Because of ( 7 ) , (8) can be reduced to (9 ) :

(9) VaVi e J: [picture] (a) = [picture] (i)

What (9) requires is that- the set of pictures form a definite

set in the information of the speaker, i.e. that his inform-

ation tells h im what the pictures are .

In G&S 1981, we did not give a uniform definit ion of

specif icity that applies to all k inds of terms. We stated

seperate definit ions for di f ferent kinds of terms. The

defini t ion we gave for universally quantif ied terms came

down to what is required by (9 ) . The uniform definition (2)

presented above, corresponds to the notion of sincere specif ic-

ity as it was defined in our earl ier paper.

For definite descr ipt ions, the dist inction between specific

and non-specif ic use corresponds, to a large extent, to

Donellan's dist inction between referential and attr ibutive

use of definite descript ions. If w e apply definit ion (2)

to the term the picture in room A and the verbphrase is missing,

specif ic use requires the speaker to have the information

that there is (was) a unique picture in room A and that i t is
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missing. And further requires that the term the picture in

room A that is missing is definite in his information, which

it cannot fail to be since this term is already semantically

definite, and that it is rigid in his information. More form-

ally, clause (i) requires (10) to hold, and (ii) requires (11):

(10) Va e J, 3deD: [picture r.A] (a) = {d} & d e [missing] (a)

(11) 3d£D, Va£J : [picture r.A] (a) (1 [missing] (a) = {d} or

Va£J : [picture r.A](a) n[missing](a) = 0

Because of (10) , (11) can be reduced to (12):

(12) 3d£D , V a 6 J : [picture r.A] (a) = {d}

And (12) requires that the information of the speaker tells

him what the referent of the description the picture in room A

is. It is required that there be a specific object d which the

speaker believes to be its referent. In this case too, (10)

and (12) together correspond to sincere specific use as it

was defined in G&S 19 81, (12) on its own corresponds to

specificity simpliciteras it was defined there. So, it proves

to be the case that in order to obtain a uniform definition

of specific use for all kinds of terms, one should focus on

sincere specificity.

The single and uniform definition presented here, is much

to be prefered over the whole bunch of seperate definitions

for different kinds of terms, we had to use in our earlier

paper to cover the notion of specificity. The present

definition links the pragmatic notion of specificity to the

notions of pragmatic definiteness and rigidity of terms. And

the fundamental difference between the circumstances in which

definite terms and indefinite terms (called 'universal' and

'non-universal' in our earlier paper) ̂re used specifically,

gets a deeper explanation. The difference is that indefinite

terms in general depend for their specific use on both the

information of the speaker about the denotation of the noun-

phrase in the term, and the information he has about the

denotation of the verbphrase. It is precisely because of the





Appendix 2. Answers compared, a topic in logical pragmatics

In G&S 1984a, section 7, we discussed the possibility of

comparing answers in quantitative respects. We claimed that,

under certain conditions, of any two propositions that give

an answer to a particular question in a (certain kind of)

information set, the one will be quantitatively better than

the other, or either their intersection ('conjunction') or

their union ('disjunction') will be a better answer than both

of them. In this appendix, we intend to prove a slightly more

general version of this claim. We will make use of the defin-

itions given in section 4 of the present paper.

In definition (5) in section 4 of the notion of the partial

semantic answer given by a proposition P to a question Q, we

used the auxiliary notion of the union of the possible semantic

answers to Q compatible with P. Here, we introduce the follow-

ing notation for that auxiliary notion:

(1) JP,I/Q\ = U{P' I P' £ I/Q & P'flP f 0}

In view of definition (4) in section 4 of the notion of giving

a partial semantic answer, the following holds:

(2) P gives a partial semantic answer to Q, A(P, I /Q) , iff

0 & /

The following four facts can also be seen to hold:

(3) JP inP 2 , I /Ql=/P 1 , I /Q\nJP 2 , I /Ql

(4) J P ^ P ^ I / Q " ^ /P1,I/Q\u/P2,I/Ql

(5) P 1 c=P 2 =» /P1 , I /Q\EJP2 , I /Q\

(6) P^0( =» J

378



379

From (6) it follows that if P f lp^p , then JP1flP2,1/Q\ f 0.

And from /P^ I /Q l ^ I and (3), it follows that J P ^ P ,I/Q\ 5* I.

This means that (2) guarantees that:

(7) I f A(P l f I /Q) & PinP2ftgi , then

Further, from (4) it follows that if J P ^ I / Q I = J P , , I / Q \ , and

JP1,I/Q\?ÉI, then 0 + JP^P^ I /Q l f I. By (2), this implies:

(8) If A(P1,I/Q) & A(P2,I/Q) & JP1,I/Q\ = JP2,I/Q\, then

A(P1UP2,I/Q)

Quite similar facts hold for pragmatic answerhood. First we

define:

O ) J P , J / Q \ = u{p' 1 p'e J /Q & p'npnj?' 0}

In view of definition (27) in section 4 of the notion of

giving a partial pragmatic answer in J, it holds that:

(10) P gives a partial pragmatic answer to Q in J,

PA (P, J/Q), iff J? J'P,J/Q\̂ SJ

If we substitute J/Q for I/Q, and PflJ ? (7 for P^P , and make

some other obvious adjustments, facts similar to (3) - (8)

hold for pragmatic answerhood as well.

Let us now define some notions of quantitative comparison

of semantic answers. Quantitative comparison of two proposit-

ions makes sense only if both are qualitatively in order. In

semantic terms this means that both have to be true. Prag-

matically, qualitatity requires that both are believed to

be true. For this to be possible they should at least be

compatible with each other. We therefore restrict quantitat-

ive comparison to mutually consistent propositions.

First we define the notion of being a more informative

semantic answer:
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(11) Let A fP^ I /Q) , A(P2,I/Q) and P ^ P ^ J L

P -U> a monz i.n(,onmati\>Q. &ematvU.c CUUMUI to Q than P_ iff

JP1,l/Q\ci J P 2 , I / Q \

V^ and P 2 <we zquatly infiomaZLvz. semantic aniweJU, to Q iff

JP1 , I /Q\= JP2,l/Ql

In words, one answer is more informative than another if it

excludes more possible semantic answers. In view of (5),

entailment is not sufficient for being more informative. It

can further be noticed that propositions that give complete

semantic answers are the most informative ones.

On top of (11), we define an additional comparative notion.

We compare equally informative answers for their being more

standard:

(12) Let A(PX,I/Q), A(P2,I/Q), P inP2^jü, and Jp

/P2,I/Q\.

P Xó a mo-te itandtvid OMVIVI to Q than P 2 i f f p = p

Of two equally informative answers, the more standard one is

the one that is weaker, which is the one that is closer to

being a partial semantic answer.- rather than merely giving

one. Propositions that are partial semantic answers are the

most standard ones. Whereas the notion of informativeness

favours stronger propositions, up to the point where it makes

no difference as to whether being stronger excludes another

possible semantic answer, the notion of standardness favours

weaker propositions among ones excluding the same possible

semantic answers. If one proposition is less standard than

another, it will contain more information that is irrelevant

to the question. It is therefore considered to be quantitativ-

ely worse. It contains more than is called for. Of course,

one proposition is quantitatively better than another as soon

as it is more informative, i.e. if it excludes more possible

semantic answers. So, both informativeness and standardness

play a role in determining whether one proposition is

quantitatively better than another. The way in which they

cooperate in this is given in the following definition:
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(13) L e t A ( P 1 , I / Q ) , A ( P 2 , I / Q ) , and P ^ P ^ j J .

P u a quayvUteuttveZy bzttex iemantlc anmeA to Q than P. i f f
either (i) P is a more informative semantic answer

to Q than P-
or (ii) P and P2 are equally informative semantic

answers to Q, and P is a more standard

answer to Q than P_

Using > to abbreviate 'being a quantitatively better semant-

ic answer to Q than', (13) can be formulated as follows:

(13') Px > Q P 2 iff either (i) J P ^ I / Q I C J P 2 , I /Q\

or (ii) JP1,I/Q\ = JP2,I/Q\ & ̂ ^ ^ 2

Propositions that are complete semantic answers are, as is

to be expected, the quantitatively best answers.

Not from any two different and compatible propositions

can we choose one that is quantitatively better than the

other. But in some cases we can:

(14) Le t A ( P 1 , I / Q ) , A ( P 2 , I / Q )

The fact stated in (14) follows from (5), which says that

if P is stronger than P2, then P^ will be at least as inform-

ative as P2. This leaves two possibilities:

(i) JP r I /Q \c JP2,I/Q\, in which case ?1 > Q P2;

(ii) JP1#I/Ql = /P2,I/Q\, in which case P2 > Q P2 , since P 2
= l P l -

If P is merely compatible with P2, i.e. if the one does

not entail the other, things are more complicated. This is

the situation in which P (IP.cP & P HP c P . From (5), again,

we know the following:

(15) (i) P inP2<=P1 -• /P inP2,I/Q\c/P1,I/Q\

( i i ) P 1 np 2 <=P 2 =» J p i n p \ \

This leaves us four possibilities in case P. and P2 have a

real overlap:
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(16) If P inP2<=P i & P i n P 2 c P 2 , then either:

(i) Jp1np2,i/Q\ = J P ^ I / Q I & Jp1np2,i/Q\ c JP2 , I /Q\

i.e. /P1,I/Ql<=jfP2fI/Q ; or

(ü) |P np2,i/Q\cJp ,I/Q\ & Jp np ,I/Q\ = Jp ,I/Q\

i.e. JP 2 , I /Q\C=/P I , I /Q\ ; or

(iii)JPinP2,I/Q\<=JP1,I/Q\ & JPinP2,I/Q\c:/P2,I/Q\; or

(iv) Jp1np2,i/Q\=JP1,I/Q\ & Jp1np2,i/Q\=JP2,I/Q\

i.e. JP1,I/Q\=/P2,I/Ql

Only in the first two cases can we choose the quantitatively

better one among P and P2. In case (i) it is P , in case (ii)

it is P2.

But notice that in case (iii), P,ftP-> tends to more inform-

ative than both P1 and P2- On the assumption that A(p , I/Q)

and ACP^ I /Q) , and that P ^ P ^ P , we know from (7) that

A (PinP2,I/Q) . So, in case (iii), on these assumptions, p-|fiP2

is a quantitatively better answer than both P and P2.

And in case (iv), something similar holds. On the assump-

tion that A(P lfl/Q) and A(P2,I/Q), we know from (8) that it

follows from (iv) that A (p^P^I /Q) . (iv) tells us that V1

and P 2 are equally informative. From (4) it then follows

that p. l iP2 l s equally informative as well. By assumption we

know that P.UP2 = P and P UP.aP . Then definition (13) of

being a quantitatively better answer tells us that P-,UP2 is

a better answer than both P and P2.

In effect, this means that we have proved the following:

(17) If A(P1,I/Q), A(P2,I/Q), P inP2/jï / and

P1np
( i )

(ii)

iii)

(iv)

2 C P 1 &

P 1 > Q P

P ^. P
2 ^

A ( P i n P 2
A ( P 1 U P 2

Pxnp
2 ; or

l ; or

,i/Q)

,i/Q)

2 c P2'

& Pj^n

& P X U

then

P 2 >Q
P 2 >Q

either:

P & P fll

Pj^ & P1U]

?2 >Q P 2 ;

?2 >Q P 2 ;

o r

o r

If Px and P2 are conpatible with each other, i.e. P ^ P ^ p ,

there are three possibilities: the one may entail the other,

they may have a real overlap, or they may be identical. (14)

tells us that in the first case one will be quantitatively
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better than the other. And (17) tells us that in the second

case one will be quantitatively better than the other, or

their intersection ('conjunction') or union ('disjunction')

is. In the last case, the two are of course equally good

from a quantitative perspective. This means that by combining

(14) and (17), we arrive at the following more general fact:

(18) If A(P1,I/Q), A(P2/I/Q) and P ^ P ^ p , then either:

(i) P 1 > P2 ; or

(ii) P 2 > Q P -̂ or

(iii)A(PlnP2,I/Q) & P i n P 2 > Q Pl & P i n P 2 > Q P2 ; or

(iv) A(P1UP2,I/Q) & P 1 U P 2 > Q Px & P 1 U P 2 > Q P2 ; or

(v) Pĵ  = P 2

In words, of any two different mutually compatible proposit-

ions that give a partial semantic answer to a certain quest-

ion, either the one is a quantitatively better semantic answer

to the question than the other, or either their intersection

('conjunction'), or their union ('disjunction') is a partial

semantic answer to the question as well, and is quantitatively

better than either one of them.

But this is only one half of the stofy: the* sfinantic half.

Let us now turn to pragmatic answerhood. It will need no

argumentation that the pragmatic analogue of the semantic

notion of being a quantitatively better answer as it was

defined in (13) will play an important role in evaluating

pragmatic quantity of answers. First, we define the pragmatic

analogues of the notions of being semantically more informative

and being semantically more standard answers:

(19) Let PA(P1 (J/Q), PA(P2,J/Q) and P inP2 J ? 0.
P -Li a moAe. •Ln^onmaXbin pKcuQmatic an&wvi to Q than P_ i f f

JP1,J/Q\<= JP2 ,J/Q\

P and P2 cuie. equally -informative pnagmatla OMVIQAA to Q iff

JP1,J/Q\=JP2,J/Q\
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(20) Let PA(P1,J/Q), PA(P2,J/Q), P^P^J f 0 and

JP1(J/Q1 = JP2 ,J/Q\
P -a, a mono, itandmud pragmatic onsww to Q -in J than p . iff

Notice, that quantitative comparison of pragmatic answers

is restricted to propositions that are not only compatible

with each other and with the information set J, but are

compatible within J, Again, this means that we only want to

take propositions into consideration that are qualitatively

allright. If this is to be the case, it has to be possible

to update the information with both propositions.

The two notions of being a more informative and being a

more standard pragmatic answer can be combined in the follow-

ing definition of being a semi quantitatively better pragmatic

answer:

(21) Let PA(P1(J/Q), PA(P2,J/Q), and P^P^J^ j * .

p -64 a Ami quantltat-iveZy beXtex piagmatlc amuieA to Q -in J

than P2 iff either

(i) P is a more informative pragmatic answer to

0 in J than P_;

or (ii) P and V~ are equally informative pragmatic

answers to Q in J, and P is a more standar

pragmatic answer to Q in J than P_

Using > to abbreviate 'is a semi quantitatively better

pragmatic answer to Q in J', (21) can be formulated as

follows:

(21') P1 > Q ( J P 2 iff either (i) J p ^ J/Q\ <= J P 2 , J/Q\

or (ii) J P 1 , J M = J P 2 , J / Q \ and

P1f1J=>P2flJ

This pragmatic notion of comparison of answers completely

restricts itself to a comparison within the information set J,

and does not look outside it. This means that if two proposit-

ions are equivalent within J, i.e. if they are pragmatically
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equivalent, they cannot fail to come out as being semi

quantitivily equally good pragmatic answers in J. This may

happen even if the two propositions are semantically radically

different. In a notion of full quantitative pragmatic compar-

ison a semantic comparison will be put on top of the pragmatic

comparison provided by definition (21).

But first, it can be noticed that the following fact holds,

the proof of which runs completely parallel to that of (18):

(22) If PAtP^J/Q), PA(P2,J/Q), and P nP 2 nJ^0 , then either:

( i ) P 1 > Q , J P 2 ' O r

( i i ) P 2>Q,J p i ' O r

( i ü ) PAfp^p^j/Q) & P i n p 2 > Q / J PX & v1m2>Qi3 P 2 ; °r
(iv) PA(P1UP2,J/Q) & P1UP2 > Q f J P1 & P l U P 2 > Q j J P2; or
(v) Pxnj = P2nj

In words, of any two pragmatically non-equivalent propositions

which give a partial pragmatic answer to a question Q in an

information set J, either the one is semi quantitatively better

than the other, or either their intersection or their union

gives a partial pragmatic answer, and is semi quantitatively

better than each of them.

The pragmatic notion of being semi quantitatively better

evaluates propositions in a smaller area than the notion of

being a quantitatively better semantic answer. The effect of

this is that the two comparative notions may give radically

different outcomes when applied to the same two propositions,

meeting the preconditions of both, notions. Not only can it

happen that two propositions come out as pragmatically equally

good, whereas semantically the one is better than the other,

it may also happen that from a semantic point of view P. is

better than P2, whereas from a pragmatic answer P2 is better

than P . This happens when P and P~ are pragmatically equal-

ly informative, but P 2 is pragmatically more standard than P^,

but where P is semantically more informative than P2-

What is quite naturally asked for from a logical pragmatic

point of view is to combine the forces of the comparative

notions of semantic quantity and semi pragmatic quantity into
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the following full comparative notion of pragmatic quantity:

(23) Let PA(P1#J/Q), PA(P2,J/Q), and P1nP2nJ f 0.

P -a a quantitatively heXteA pnagmatid an&moA to Q In J

than P2 iff < either:

(i) P is a semi quantitatively better pragmatic

answer to Q in J than P2

or (ii) P and P2 are semi quantitatively equally good

pragmatic answers to Q in J, and

P is a quantitatively better semantic answer

to Q in J than P.,

Abbreviating the notion defined in (23) as *u -,, (23) can also

be formulated as follows:

(23") P1 »• j P2 iff either:

(i) either /P1#J/Q\cfp2,J/Q\

or JP1,J/Q\=JP2,J/Ql.and P ^ J o P ^ J

or (ii) P1flJ = P2flJ and

either JP I , I /Q \<=JP 2 , I /Q \

or JP1,I/Q\=/P2,I/Q\ aridP1 = P2

We believe this double, and in fact fourfold, evaluation of

the quantity of answers not only to be formally quite appeal-

ing, we also believe it to be of empirical pragmatic import.

In section 7 of G&S 1984a, we gave some still rather artificial

examples to support this. It is our claim that in actual

question-answering, the one who answers a question will first

of all try to formulate her answer in such a way that it

stands the best chance to fill in the gap in the information

of the questioner indicated by the question. This first aspect

in itself has two sides. First of all, the more possible

answers still allowed for by the information of the questioner

it excludes, the better it is. And second, if two answers are

equally good in this respect, the answerer will choose the one

that contains less superfluous information in view of what the

question asks for. She will try not to provide more information

than is relevant to the question. If two answers are equally
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good in these two respects, then the second aspect comes

into play. If two answers are equally adequate in filling

in the gap in the information of the questioner indicated

by his question, the answerer chooses the one that is better

from a purely semantic point of view, i.e. that is a better

answer in view of its convential meaning, shared by all

speech participants. This second aspect, again, has two

sides. First, if an answer is more informative to the quest-

ion on the basis of its conventional meaning, it is preferred.

The importance of this step will be clear from the fact that

if the answerer did not take it, she would have no reason at

all to choose an answer P over an answer PUJ, i.e. the answer

P in 'disjunction' with the 'negation' of the information the

questioner already has. Finally, if two answers remain equal-

ly good in this respect as well, the answerer chooses the

one that is most relevant to the question from a purely

semantic point of view. The importance of this step can be

seen as follows. If the answerer did not take this step, she

would have no reason to choose an answer P over an answer

PflJ, i.e. P in 'conjunction' with all the information the

questioner already has.

This illustrates why we believe the four-step evaluation

of the quantity of answers not only to be attractive from a

purely logical point of view, but also to be empirically

relevant. We hasten to add that quantity is not all there

is involved in evaluating answers. First of all, quality

overrules quantity. It is no use to choose a quantitatively

better answer if its quality is not guaranteed, i.e. if the

answerer cannot stand for its truth. We cannot make our

answers more informative than our own information allows for.

And further, it should be remembered that if we talk about

answers here, we talk about propositions, and not about

linguistic objects, linguistic answers. A proposition that

provides a quantitatively better answer is no good if we

don't have the linguistic means to communicate it.

The aspect of quality and the possibility to phrase an

answer in public language are a kind of preconditions. We

only will start to evaluate answers in quantitative respects
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if they meet these two conditions. Another factor, that comes in

in a different way, is manner. Matters of manner can first of

all help to choose between two linguistic answers that differ

in form, but are semantically equivalent. E.g. if (j> and ty

are equivalent, ^AI|I and Q v ij) will be equivalent to both of

them, and to each other, as well. Then, clearly, <|) and i|i

are better from the perspective of manner than their conjunct-

ion and disjunction. This illustrates that manner can help

to choose between linguistic answers which are semantically

equivalent, and hence are quantitatively equally good.

However, we tend to believe that manner may also come in

in an earlier stage of evaluation. It is not unlikely that

manner may interfere with quantity, i.e. that matters of man-

ner may overrule matters of quantity. To be more specific,

there are reasons to believe that in case two linguistic

answers are pragmatically equivalent, and hence provide semi

quantitatively equally good pragmatic answers, the one may

be preferred over the other for reasons of manner, even though

the other provides a quantitatively better semantic answer.

An example v/e have in mind is the following. Suppose the

Questioner asks for the identification of a certain individual.

Suppose further that the answerer has two definite descript-

ions available that both rigidly identify one and the same

individual in the information set of the questioner. These

two descriptions are then pragmatically equivalent. But

semantically they need not be equivalent at all. Suppose the

two descriptions give rise to propositions that have a real

overlap in I. Quantitative comparison by means of (23) , will

have as its outcome that identification by means of both

descriptions at the same time, will provide a more informative

and hence better semantic answer. In many cases, pragmatic

manner, so to speak, will then overrule semantic quantity,

and will tell us that it is overall more correct to simply

use one of these description instead of turning the two into

one more complex combination of both descriptions, precisely

because this prolixity has no function in closing the gap in

the information of the questioner indicated by his question.
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These caveats are important in order to arrive at a real-

istic assessment of the empirical import of the measurement

of quantity carried out by definition (23). It evaluates

answers in quantitative respects under the assumption that

other things are equal. But, as we have indicated, it need

not be the case that other things are always equal. The

following fact, which follows in a straightforward way from

(22) and (18), should also be appraised bearing in mind the

provisos just made:

(24) If PA(P lFJ/Q), PA(P2,J/Q), and P^PjflJ ? 0 then either:

(i) Pl ̂Q,J V Or

( i i ) P 2 *Q,J P 2 ; O r

(iii)PA(PinP2,J/Q) & PxnP2 » Q j Pĵ  & p
1

n p
2 ^ Q ^ P 2 ; o r

(iv) PA^UP^J/Q) & P1UP2*-Q'iJ V1 & P 1 UP 2 » Q ] J Pr- or
(v) Px =P 2

In words, of any two different propositions which are

compatible with each other within J and give partial pragmat-

ic to Q in J, then either the one is a quantitatively better

pragmatic answer, or the other is, or their intersection

('conjunction'), or their union ('disjunction') gives a

partial pragmatic answer and is quantitatively better than

both of them.

If we take a look at the different notions of answerhood

defined in section 4, it can be observed that a proposition

that gives a complete pragmatic answer will always be prefer-

ed over one that merely gives one. And further, a proposition

that is a partial pragmatic answer is always preferred over

one that merely gives one.

All we have said sofar, applies equally well to notions

of true answerhood. One further fact can be noticed. If we

restrict ourselves to information sets that are knowledge

sets, i.e. information sets J for which it holds that the

actual index a e J, and if we deal with the notion of giving

a true pragmatic answer in such a set, then the precondition

P n P 2
n J ^ 0 , occurring in several definitions and statements

can be dropped. It is already guaranteed by the fact that in
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9 8such cases a £ P , a 6 P., and a £ J.

One f inal remark concers the fact that most of the time

we wi l l be rather in doubt about what exactly the information

of the person who asks us a quest ion is . One could say that ,

in general there wi l l be qui te a number of information sets

such that as far as our own informat ion goes, each of them

could be the information set of our quest ioner . In answering,

we need to take all these possibi l i t ies into account. Roughly

speaking, this means that we bet ter take the union of all

these possible information sets in order to decide what w i l l

be the best way to phrase our answer. Quite the same ho lds ,

i f we are to answer a quest ion for many di f ferent persons at

the same t ime. In cases like these, the set of indices J wi th

respect to which w e answer a quest ion tends to grow more

equal to the total set of indices I. The ef fect of this w i l l

be that better answers w i l l tend to be standard semantic

answers. This explains in a natura l way , why in highly

inst i tut ional ized and formal quest ion-answering s i tuat ions,

such as those obtaining in the Court of Law, rigid standard

semantic answers are called for . In such s i tuat ions, quest -

ions are posed on behal f of the social community, and the

answers, which are to be recorded, should be answers to the

community as a who le , and therefore to a great variety of

informat ion se ts , and not only w i th respect to the inform-

at ion of the person who is actual ly carry ing out the interrog-

at ion.

It is our hope that the scanty remarks in this appendix

may have convinced some reader that not only matters of

semant ics , but also matters of pragmat ics , can stand formal-

izat ion, and indeed, may gain from i t . There is not only room

for a logical semant ics, but also for a logical pragmat ics.

Pragmatics is as much in need of the attent ion of logicians

as semant ics (was) .
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* We would like to thank Renate Bartsch and Johan van Benthem
for their comments and critical remarks on an earlier version.
As always, we are also grateful to Theo Janssen and Fred
Landman, this time especially for helping us out of a techni-
cal spot.

1. The essential mutual dependence between the interrogative
use of language and the assertoric use is used in Bartsch
(to appear) to describe the coherence and correctness of
texts. . - _

2. The connection between the notion of relevance

least in informative conversations, can be regarded as an

(implicitly or explicitly raised) question, the answer to
which is what the conversation is all about, so to speak. In
G&S 1984a, section 8, a more formal elaboration of what the
Gricean Maxims amount, tn for infnrmai-ivp qi.ipshinn-flnswpr
dialogues is given, in which this idea is used as well.

3. For a slightly more elaborate discussion, see G&S 19 84c,
section 1.

4. For an extensive bibliography which runs up to 1975, see
Egli &Schleichert (1976). Influential systems of Belnap

& Steel (see Belnap (1982,165)). For a discussion of the
approach of Aqvist and Hintikka, see G&S 1984c, section 4.4.

5. As for example is done in the system developed by Aqvist
and Hintikka referred to in note 4.

6. A similar sentiment is expressed in Hamblin's pioneering
paper on the analysis of question in Montague grammar,
where he writes (Hamblin 1976,253):

"The study of questions leans out to pragmatics in the sense that
someone who thinks the exclusive purpose of language is to state

391
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truths may be led by i t to think again. But i t is remarkable that
i t is possible to produce a semantics (or model theory) of questions,
and that i t dovetails surprisingly neatly with Montague's own
semantics of statements."

7. See Tichy (1978). He star ts his paper with an unequivocal
statement that runs as follows:

"It seems to be generally taken for granted that in order to be
able to deal with questions, ordinary "alethic" logic has to be
supplemented with a distinctive "erotetio" logic. The purpose of
the present article is to challenge this assumption. Its thesis
is that an adequate logical account of the assertoric mode of
speech is bound to be directly applicable to questions and equally
adequate. The need for a special logic of questions, i t will be
argued, is no greater than the need for a special logic of beliefs,
for a special logic of conjectures, of whishes, prayers, prejudices,
promises, or insults."

8. A similar objection could be raised against the approach of
Hoepelman (see Hoepelman (1981)) in which a many-valued logic
is used to 'equate' declaratives and interrogatives, though
this is not to say that his analysis does not capture some
interesting phenomena.

9. Thus Tichy, for example, writes (Tichy 1978,276):

"The declarative/interrogative distinction is thus not one of logic.
[...] The difference [ . . . 3 lies entirely in the pragmatic attitude
of the speaker."

This holds, according to Tichy, not only for declaratives and
the corresponding yes/no-interrogatives, but quite generally,
also for example for properties and the corresponding consti-
tuent interrogatives, as may be clear from the following
quotation (Tichy 1978,277):

"These diverse attitudes have a common object: walkerhood. To say
that Tom fears walkers and to say that Tom asks who the walkers
are, is to report two different relations as holding between the
same two relata. "

As far as yes/no-interrogatives are concerned anyway, Tichy's
position bears a striking resemblance to that taken by Frege
in 'Der Gedanke', where he writes (Frege 1918,62):

"Pragesatz und Behauptungssatz enthalten denselben Gedanken; aber
der Behauptungssatz enthalt noch etwas mehr, namlich eben die
Behauptung. Auch der Fragesatz enthalt etwas mehr, namlich eine
Aufforderung."

In analyses within the framework of speech act theory, too,
a position akin to that of Tichy can be discerned. For
example, Searle analyzes yes/no-interrogatives as having the
form ?(p), and constituent interrogatives as having the form
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?(p(x) ) . Here, ? stands for the il locutionary force indica-
ting device that corresponds to quest ions, p is a 'complete
proposit ion' , and p(x) a proposit ional function. (For details
see Searle (1969,31-32,66-67).) Though the respective frame-
works are radically d i f ferent , Searle's way of representing
interrogatives clearly resembles Tichy's analysis: the seman-
tic content of an interrogative is an 'ordinary' semantic
object (a proposi t ion, a predicate, a re la t ion ) , and the
difference between declarat ives and interrogatives is one
of i l locutionary force, i.e. it is one of use, not of content.
Hence the difference is not semantic, but pragmatic.

As we hope to make clear in the main text , we think that
it is a mistake to think that no semantic differences exist
between indicatives and interrogat ives, although we certain-
ly do not want to suggest that the semantic differences are
all there is to i t . There a re , no doubt, al l k inds of phencn
mena concerning indicatives and interrogatives which can not
be explained in semantic terms, but which essentially depend
on the differences between the characteristic use to which
they are put . However, a proper semantic analysis is a pre-
requisite for an account of such pragmatic dif ferences.

10. As we saw in the previous no te , there is no semantic di f fe-
rence, according to Tichy, between (a) and ( b ) :

(a) Bi l l walks
(b) Does Bil l walk?

The syntactic difference between the two is an indication of
a different "concern", of a different att i tude of the speaker
towards what in both cases is the same "topic", the same
semantic content , v i z . the proposit ion that Bi l l walks. The
semantic identity of (a) and (b) holds also for the corres-
ponding emdedded construct ions, i.e. for the corresponding
that-complement and whether-complement. Consider (c) and (d) :

(c) Tom asserts that Bill walks
(d) Tom asks whether Bill walks

According to Tichy there is no syntactic difference (no in-
version, no question mark) since there is no need to indicate
the att i tude, which is here explicitly mentioned. That he
considers the two complements in (c) and (d) as semantically
identical, is borne out by the following quotation (Tichy,
1978,276) :

"[a], [b], and the subclauses of [c] and [d] are logically indis-
tinguishable: they have the same referent and the same logical form.
The difference between [a] and [b] lies entirely in the pragmatic
attitude of the speaker. And the difference between [c] and [d]
boils down to the difference in meaning between the verbs "asserts"
and "asks". "

That, pace Tichy, there i£ a semantic difference, can be
argued for by means of such pairs of examples as (e) and (f),
and (g) and (h):



same interpretation. But that is simply not the case. If
Bil l does not walk , and Tom tel ls that BiH. does not walk,
(f) is t rue, but (e) is false. And if Bil l does not walk ,
and Tom knows that Bi l l does not walk, (h) is t rue, and (g)
is false.

So, it seems that there are purely semantic differences
between indicatives and interrogat ives, after a l l . (For an
extensive discussion and argumentation concerning the seman-
tics of var ious types of complements, see G&S 1982, section 1.'
However, disagreemert with Tichy's specific thesis concerning
the semantics of interrogatives does not imply disagreement
with his main methodological point . Although contrary to
Tichy we think there are important, systematic semantic
differences between indicatives and interrogat ives, we do
agree with him that there is no need for a special logic,
or a special semantics for interrogatives. Our semantic
theory should be able to cope with both.

For a general discussion of the kind of approach Tichy
favours, see G&S 1984c, section 4.2.

11. See Hausser (1976,1983). In section 4.2, of G&S 1984c
Hausser's proposals are discussed as an instance of what is
often referred to as the 'categorial' approach.

12. Abusing Frege's terminology, and at the same t ime more or less
contradicting his view on the mat ter , one might say that
questions are not complete thoughts in this sense that inter-
rogatives do not as such contain one specific thought. The
completion of a thought in the sense of the selection of one
among various possible ones, is what they ask for. See also
note 9, and G&S 1982.

13. As the formulation we use , reveals, the interrogatives we are
dealing with here express a question that has a unique true
semantic answer at an index. Not all interrogatives are of
this sort , some al low for more than one true semantic answer
at an index. Such interrogatives are discussed in G&S 1984b,
where it is shown that they can be dealt with elegantly with-
in our framework without affecting the semantic notion of a
question as it is characterized here. Basical ly, we analyze
such interrogatives as being connected with a set of quest-
ions. A complete answer to one of the questions in the set
is considered to be a complete answer to the interrogative.
With such interrogat ives, the addressee may choose, so to
speak, which question in the set expressed by the interrog-
at ive, he wil l answer. Weleave these 'choice-interrogatives'
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(and 'mention-some interrogatives') out of consideration
in this paper. The interrogatives which are treated here
are often called 'mention-all interrogatives'. We consider
these mention-all interrogatives, or exhaustive interroga-
tives, to be the most simple and basic kind of interrogati-
ve. The basic, exhaustive nature of interrogatives is not
explicitly argued for in this paper. We refer the reader
to the discussion of exhaustiveness in GsS 1982, in parti-
cular sections 1.5 and 3.4.

Further it should be noted that the fact that a question
has a unique true semantic answer in no way implies that
there is always only one way to actually answer the question
posed by an interrogative. In actual speech situations there
may be many different , and sometimes equally adequate ways
to answer a question. This, however, is largely a matter of
pragmatics. In G&S 1984a we discussed and defined such prag-
matic notions of answerhood. The semantics on which this
pragmatics is based is precisely the semantics of interroga-
tives presented here. The pragmatic notions of answerhood
will be put to use again in section 4 of this paper in
characterizing different kinds of linguistic answers.

14. This two-step derivation of interrogatives distinguishes our
approach from others, in particular from constituent answer
based theories such as those of Tichy (Tichy 1978) , Hausser
(Hausser 1976,1983) and Scha (Scha 1983). Roughly speaking
the latter theories remain in their analysis at the level
of abstracts.

As far as interrogatives, in distinction from wh-comple-
ments, are concerned, we would not want to claim that taking
the second step, the step from abstracts to S-expressions,
is absolutely essential. Still, we think it is an advantage
of cur approach that all intêrroyaLivês axe assigned one and
the same syntactic category, and hence one and the same kind
of semantic object. Notice that as abstracts they belong to
a whole family of different categories, and are assigned
all kinds of different semantic objects.

A second attractive feature, besides uniformity, is that
interrogatives are assigned a category of their own, and
consequently have their own kind of semantic object. As
abstracts they express properties or relations, i.e. kinds
of semantic objects they have to share with verbal and
nominal phrases.

These aspectsof our analysis become more important, if not
essential, when one dealswith wh-complements. (See G&S 1982,
section 1.8.) Constituent answer based theories tend to
provide poor analyses of wh-complements, if they try to do
so seriously at all.

On the other hand, it proves to be the case that a proper
analysis of linguistic answers essentially is in need of the
level of abstracts underlying interrogatives, as is argued
in section 2.3. This holds for constituent answers and for
sentential answers. This is true, even though a theory of
semantic and pragmatic relations of answerhood can be
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adequately and elegantly formulated in terms of a relation
between questions, the kind of objects expressed by inter-
rogatives on our analysis, and propositions, the kind of
objects expressed by indicative sentences. For details see
G&S 1984a and section 4 of this paper. It should be noted
though that that theory can be reformulated in terms of
relations between properties/relations and propositions.

In short, though the two-step derivation of interroga-
tives via abstracts may not be really necessary (the second
step might be interpreted as the step that takes us from
interrogatives to wh-complements), it does result in an
over-all elegant approach of interrogatives, wh-complements
and the relation of answerhood.

Let u s , to conclude with, just note that there may be
various, perhaps even rather strong arguments in favour of
treating interrogatives uniformly as questions. In G&S 1982
we argued that wh-complements should be analyzed as such,
noting, among other things, that wh-complements and that-
complements can be co-ordinated, a fact that suggests strong-
ly that they belong to the same category. In fact, co-ordi-
nation also occurs freely among interrogatives, without
discrimination between sentential interrogatives and consti-
tuent interrogatives of various kinds (with various numbers
of places). So, for interrogatives too, co-ordination provi-
des an argument in favour of a uniform analysis. (See G&S
1984b for a statement of such co-ordination rules for inter-
rogatives. )

Other arguments for a uniform analysis that, moreover, is
systematically related to the analysis of indicative senten-
ces, can be taken from the existence of sentences in which
interrogative sentences and indicative sentences are treated
on a par. One example is provided by 'conditional interroga-
tives' such as:

(a) If you saw John, did you talk to him?

which can be argued to consist of an indicative and an inter-
rogative (and not of a conditional as an interrogative). Other
examples are sentences like

(b) Hilbner is a great chess-player all right, but can he
stand the stress of the tournament?

in which an indicative is conjoined with an interrogative.
For an analysis of the latter kind of construction, see Hoepel-
man (1981), from which this example is taken.

15. In G&S 1982 we defined abstract categories in a slightly
different fashion. There, the label AB referred to the set
of categories:

«a, ^ AB"

AB 's are not included in the set AB defined in (a). The
definition used in this paper will prove to be somewhat more
convenient, and moreover will lead more readily to certain
generalizations.
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It should be noted that, contrary to what is suggested in
the text, an AB is a relation between individual concepts.
It is solely for the sake of simplicity that here we will
ignore them, and treat ABn 's as relations between individuals.

16. In this paper we only deal with constituent interrogatives
which express questions that ask for a specification of objects
(things, mostly persons) of type e. Our examples will al l-

most exclusively contain the wh-terms who and which CN. But
we do claim that interrogatives containing other kinds of
wh-terms, asking for specifications of objects of different
types, can be handled in a similar way. As abstracts, such
interrogatives simply express relations between other kinds
of objects.

But, as it happens, even interrogatives containing only
who or which CM as wh-terms may sometimes ask for specifica-
tions of other kinds of objects than just individuals or
things. For example, in G&S 1983 it is argued that some
interrogatives also have a reading in which they express a
request to specify a certain Skolem-function.

A second case in point are de dicto readings of such
interrogatives as :

(a) What does John seek?

(b) Whom does John worship?

The answer:

(c) A unicorn.
to (a) might be taken to express the same proposition as the
answer (d) to (a),interpreted de dicto:

(d) John seeks a unicorn.

The analysis presented here does not account for such de
dicto readings of interrogatives and answers. One way of
doing so, a way which stays as close as possible to the
way de dicto readings of indicatives are handled in Montague
grammar, is to use abstraction over sets of properties of
individuals besides (or instead of) abstraction over indivi-
duals. These kinds of examples are also left out of conside-
ration in the remainder of this paper. Incorporating them,
it seems, would be a basic exercise in Montague grammar, and
would not affect the fundamental features of the proposal
made here.

Although we do not have any definite opinions on the
matter yet , we are inclined to believe that abstraction over
sets of properties can also shed some light on the intricate
problems surrounding the meaning of 'Who is. . .?'<-interrogatives.

Of course, we can construct such interrogatives as (s)
and (f) :

(e) Who is John?
(f) Who is the president?

from abstracts over individuals, or individual concepts. For
(e) this makes sense only if proper names are not considered
to be rigid designators epistemically, otherwise the tautolo-
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gical question results. (See also note 89.) On that analysis,
(e) and (f) ask for the identification of an individual, the
one bearing the name 'John', and the one that has the proper-
ty of being the president, respectively. What in that case
counts as an adequate answer depends largely on the context
and on the information of the questioner. If the questioner
can see the man in the corner, a satisfactory answer could
be (g) :

(g) The man standing over there in the corner.

Or, if he can remember the man we met yesterday during lunch,
a good answer could be (h):

(h) The man we met yesterday during lunch.

But, as several authors have pointed out, we need not
always be interested in this particular type of answer. We
may not be interested in getting acquainted in this way with
a certain individual, or it may be quite impossible to get
acquainted with this individual in this way. Perhaps what
we are interested in is to know what role John plays in
a certain social context, or we might be interested in
knowing some salient properties of the president. Requests
for that kind of information can be made too by using the
interrogatives (e) and (f), but then we need a different
kind of reading for such interrogatives than the one we get
abstracting over individuals. It seems not unreasonable to
suppose that such a reading might be obtained by basing the
interrogative on an abstract in which abstraction runs over
sets of properties of individuals.

But this is certainly not the whole story. As soon as we
start quantifying or abstracting over properties, functions,
or sets of such entities, we run into the problem that there
simply are far too many around. We met this problem e.g. in
discussing functional readings of interrogatives, in G&S
1983. Szabolcsi (1984) also pays attention to it, for she
meets the same problem when she applies her theory of semantic
focus to other syntactic elements than terms. What seems to
be needed is a formulation of some kind of semantic or prag-
matic restriction on the functions, properties, etc. that
are relevant in the domain of discourse. The problem of how
to get such a restriction to work is a difficult one, and
one that is relevant in other contexts besides question-
answering as well.

The issue of 'Who is...?'-interrogatives is discussed at
length in Boer & Lycan (1975) in the context of the problem
what 'knowing who' amounts to. (An illuminating discussion
of the theory of Boer & Lycan, and of the proposals of
Aqvist, Hintikka and Kaplan can be found in Grewendorf (1983).)
Boer & Lycan approach the matter by calling to help the
notion of 'teleological relativity'. What knowing who amounts
to, they argue, depends on the purpose of such knowledge. In
terms of questions, it depends on what purpose they are to
serve, what kind of specification or characterization the
questioner is after, what exactly a 'Who is...?'-interroga-
tive asks for. We share this observation (which by the way



399

certainly applies to other kinds of interrogatives in much
the same way), but we do think the way in which Boer & Lycan
try to incorporate teleological relativity in a logical
framework :poses a fundamental problem. Their general stra-
tegy is to build it into semantics proper. They want to
assign different truth conditions to sentences of the form
'John knows who...is' relative to certain epistemic purposes.
It is our feeling that in this way a largely pragmatic phe-
nomenon is unduly brought into semantics.

But we hasten to add that certainly teleological relati-
vity is one of those intriguing phenomena where it is hard
to draw the line between semantics and pragmatics, between
conventional truth-conditional aspects of meaning and inter-
pretation and those which are conversational and non-truth-
conditional. Mention-some interpretations of interrogatives
are another case in point. We discuss them in G&S 1984b,
also paying attention to the question where to draw the
line between semantics and pragmatics. Some remarks pertain-
ing the different interpretations of 'Who is...?'-interrog-
atives can be found in G&S 1982b.

17. Wh-terms, like their logical counterparts, the X-abstractors,
are best viewed as syncategorematic expressions, but they
need not be viewed this way. We might also take each wh-term
to belong to a whole family of categories, viz. to each
member of the family of categories AB /AB . See also
G&S 1982, section 3.8., where it is explained why abstracts
are necessary, and what goes wrong if wh-terms are treated
as ordinary terms, as they ere for example in Karttunen's
analysis (see Karttunen 1977).

18. In this respect the theory outlined in this paper and others
is intended to be more than •? rlesc-rip-M v î y adequate? tVmnry
of interrogatives and wh-complements in English. In fact, we
would like to claim that some fundamental elements of the
theory are 'universals' of natural language semantics. For
example, we would like to claim that all natural language
interrogatives can be fruitfully interpreted as partitions
of the set of indices. Also, the analysis of the various
relations of answerhood developed in G&S 1984a, and the syste-
matic relationships between semantic and pragmatic properties
of term phrases and such answerhood relations, we think will
hold for any natural language. Other aspects of our analysis
may be more language dependent. E.g. the way in which certain
ambiguities manifest themselves will vary from language to
language. But we would be surprised to find languages that
do not have the means to express the readings in question.

19. See G&S 1982 section 2 for a concise sketch of Ty2 and a
comparison with IL, the language of intensional type theory.
A formal exposition and an extensive discussion of Ty2 can
be found in Gallin (1975). See also Janssen (1983,chapter III)
Ty2-models and IL-models contain basically the same ingre-
dients. The important difference between the two languages is
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that in Ty2, s is a basic type. Unlike IL, Ty2 has constants,
variables and complex expressions of type s. Only variables
of type s are being used here. The variables a , i and j are
used as variables of type s, where a is a designated variable
which we assume to be assigned the actual index. The modal
operators of IL correspond to universal and existential quan-
tification over indices, the intension operator corresponds
to X-abstraction, and the application of the extension ope-
rator to functional application to a. Ty2 has more expressive
power than IL. In section 6.2 of G&S 1982 it was claimed that
this excess power is really needed to state a correct trans-
lation rule for the process of quantifying terms into wh-
complements. This claim was refuted in Zimmermann (1984).

20. In the syntax of wh-complements of Karttunen (1977) and that
of G&S (1982), it is the first wh-term that is introduced,
that is preposed. Bennett (1977) préposés the last wh-
term that is introduced. He presents some syntactic and
semantic arguments. We think that there are also arguments
for the first position. As far as we can judge, the matter is
still open, and needs further investigation. In the present
paper, more in particular in the examples we will present, we
adopt Bennett's position, for reasons of convenience. It
makes it possible to state the semantic import of various
rules in a more straightforward and natural way.

21. Questions are concepts, functions from indices to propositions,
i.e. relations between indices. This means that they are
essentially intensional objects. This is an important point.
We firmly believe that it is beyond the resources of exten-
sional logic to offer an interesting theory of questions and
answerhood. If one tries to give an informal characterization
of the notion of a question, one finds oneself using intensi-
onal notions. A question marks uncertainty. A question exists
if several alternatives, several possibilities lie open. For
someone asking a question, there are several possible answers.
This multitude of possibilities is precisely what triggers a
question. The purpose of posing a question is to take away
this multitude of possibilities. It is to take away uncertain-
ty by eliciting an answer from our addressee, who is to point
out one of the possibilities as the actuality. And this is
precisely what our technical notion of a question is aimed
to model. And it is precisely for this reason that it is an
intensional object, a function which for different possibili-
ties, different indices yields . different answers, differ-
ent propositions.

This holds in much the same way if we look at interrogatives at
the level of abstracts. At that level too we have to consider
them as intensional objects, as properties or relations, i.e.
as functions from indices to extensions. What we want to be
informed about is an extension. And we request our addressee
to specify -the actual extension within a multitude of differ-
ent possible extensions.

From this perspective it is no coincidence that within
extensional frameworks, such as standard predicate logic, an
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interesting logical theory of questions and answers never got
off the ground. Viewing interrogatives as open formulas, or
predicates does no justice to the essentially intensional
character of their meaning.

The lack of success of extensional logic in getting to
grips with questions has been taken to reveal that interrog-
ative sentences, and thereby an important part of natural
language, lies outside the realm of logic saltogether. Conse-
quently, questions were declared by some to be of no logical
interest whatsoever, they were declined as purely a matter
of psychology, or, more fashionably, of pragmatics. And this
has led some linguists and some philsophers with an interest
in natural language to declare logic to be of little or no
interest for the study of natural language. The domain of
logic, it was held, consists of the true and the false, logic
deals exclusively with the assertoric, descriptive use of
language.

This ill fate of questions bears some resemblance to that
of the logical modalities. And it will be clear that it is
our opinion that the development of intensional logic not
only has brought the study of the logical modalities back
to where it belongs, but also has brought within reach the
construction of an adequate theory of questions and answers.
And that will lend strong support to the view that logical,
modeltheoretic semantics may be developed into a general
theory of meaning for natural language.

Just as it was no coincidence that extensional logic never
came up with a good theory of questions, it is no coincidence
either that several theories of questions have been developed
after possible world semantics came into existence. It is
not our intention to claim that possible world semantics
answers all our questions. It does not. Our main point is

tïieory o wersy y q
notion of intension. Perhaps not the technical notion of
intension we know from, say, intensional type theory, but
some notion. We are convinced that a purely extensional, or
a purely realist semantics will never be able to deal adequat-
ly with linguistic phenomena that pertain to information and
information exchange. It is a well-known fact that the stan-
dard theory of possible world semantics in this domain fails
in some respects too. It can be argued to be still too much
of a realist theory. Yet, we think it is beyond doubt that
at the present moment the framework of possible world seman-
tics, with all its varieties, is by far the best overall
framework to deal with intensional phenomena. Both in broadness
and in depth, is has no real competitors yet.

22. It is the notion of a complete semantic answer. Beside this
notion, other notions of answerhood are important as well,
such as that of a pragmatic answer, and that of a partial
answer. See also note 13, and section 4.

23. In this respect the analysis of the notion of answerhood out-
lined in G&S 1984a is a general one. Since it deals with
questions and answer as semantic objects, its application is
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not restricted to linguistic answers. In principle it applies
to all kinds of information carriers, linguistic and otherwise.
As for linguistic answers, sometimes an answer may carry in-
formation that has little or nothing to do with its conventi-
onal meaning, as the following example may illustrate:

TELUN6 EVERYONE
THAT I LIED 18 W
TEA£HB?,HAVBfT

YOU?

cwfr w torn THAT P»IO«6BTS
sMowmvacriWHsMai
THRTTMEVW WlN6?niJAMS»0CBn:
3UlPL««ME,IFALIEü)0Rtó.lTI5tfr
A LIE IUIHAT i » W m i N K Of THAT?

24. Not all theories conclude from this that constituent answers
belong to the same syntactic category as indicatives, the
category S. In Tichy (1978) and Scha (1983) the category of
constituent answers seems to be identified with the category
of the constituent. In Hausser (1976,1983) they are assig-
ned to the category S, but in a way that differs from the
one that is used here. Hausser turns constituents into full
sentences by adding so-called 'context-variables'. The cate-
gory of the context variable corresponds to the category of
what in our analysis is the abstract underlying the interrog-
ative . The contextual interpretation of constituent answers
is then carried out by assigning the interpretation of this
expression to the context-variable.

25. Scha (1983), Tichy (1978) and Hausser (1976,1983) all regard
constituent answers as basic. Hamblin (1976) and Karttunen
(197 7) apparently consider sentential answers to be such.
Sometimes the preference for one kind of answer over the other
is refle.cted in the terminology that is used. Hausser for
example uses the terms 'non-redundant answer' and 'redundant
answer'. Belnap (1982) is neutral, noticing we need both
kinds anyway.

26. This is a well-known phenomenon. Basing himself on Prior &
Prior (1955), Scha (1983) traces its observation all the way
back to Whately (1826). Hausser (1977) makes use of it to
argue for his giving priority to constituent answers. What
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seems to be original to our discussion of the phenomenon
is that we explicitly relate it to the phenomenon of exhaust-
iveness.

The message is that questions may serve to disambiguate
indicatives. For both theoretical and practical reasons it
may be important to study in detail to which extent this
is a fruitful idea. Logical semantics has it that almost
any sentence is multiply ambiguous. This is often . regarded
as a serious defect. For one thing, it seems to contradict
our intuitions. By this we do not mean that logical semantics
generally assigns readings to sentences which intuitively
they do not have. What we mean is that if almost all senten-
ces are as ambiguous as is predicted, one would not expect
languaqe to be the effective means of communication it is.
It would seem to predict that whenever a sentence is uttered
it would take a lot cf time and effort to decide which reading
of the sentences one has to choose. As everyone agrees, the
context is of great help in deciding between alternative
readings. But building an explicit, full-blown theory of
context and its functions is something that has not been
achieved sofar.

Our suggestion is that part of such a theory might con-
sist in working out the idea that assertive utterances are
generally implicitly or explicitly related to a question the
addressee of the assertion has. Interpreting an assertion as
a purported answer to a question may be of great help in
resolving ambiguities.

It are scope ambiguities that we are thinking of here in
the first place. In connection with this, it may be usefull
to notice that the way in which we view the derivation of
answers to take place, viz. by combining an abstract and a
constituent to form a sentential expression that expresses
a proposition, is auite similar t-n the way in v.Thich the rules
of quantification, which take care of scope ambiguities,
operate in Montague grammar. On this view, a quantified-in
expression would correspond to a questioned element.

A general theory of ambiguity resolution along these
lines, if it could be made to work, would be usefull too
in the application of logical semantics in 'natural language
engineering'.

27. An important difference between the treatment of constituent
answers in Scha (1983) and those in Tichy (1978) and Hausser
(197 7,1983) is that Scha, basing himself on G&S 1982, does
account for the exhaustiveness of answers, whereas Tichy and
Hausser do not. The resulting exhaustive interpretations of
answers generated in Scha's approach and in ours are much
alike. But we feel that our way of achieving these results
is more effective and theoretically more satisfactory. We
hope to make this clear in notes 45, 55, and 59.

28. A semantic treatment of certain focus phenomena can be found
in Szabolcsi (1981,1984). Interestingly enough, in her ana-
lysis of sentences with a focussed constituent (she only
takes sentences with one focussed element into consideration)
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she derives them from constituent interrogatives (analyzed
more or less like our abstracts). Her analysis of sentences
with a focussed constituent is quite like our analysis of
answers. A focussed constituent receives an exhaustive inter-
pretation. In her 1981 paper, Szabolcsi explicitly makes the
connection between the interpretation of sentences with
focussed constituents and the interpretation of answers.

29. We assume that the semantic interpretation of syntactically
singular and syntactically plural interrogatives is basic-
ally the same. Thus, according to us, both the singular (27)
and its plural counterpart (a):

(a) Which men walk in the garden?

ask for an exhaustive listing of men that walk in the garden.
As for (27) , one might feel that this interrogative presup-
poses that only one man walks in the garden, wheras (a)
leaves this open (or presupposes that there is more than one).
In G&S 1984c section 3.3 we have argued that, first of all,
such presuppositions are not semantic presuppositions, but
pragmatic presuppositions, which pertain to the expectations
the questioner who phrases the question has regarding the
answer. And secondly, we argued that the occurrence of
existence- and uniqueness-presuppositions is not determined
by the syntactic form of the interrogative, but is triggered
by far more intricate, and highly context-dependent factors.

In view of this, we will ignore all matters concerning
uniqueness- and existence-presuriDositions throughout this
paper. The reader who is not convinced by the argumentation
and examples in G&S 1984c, is requested to substitute plural
for singular interrogatives, and vice versa, wherever he or
she feels this is needed to maintain consistency. If all is
W£j.j., nothing tuut is argusc! for m this paper will hinge
on this.

30. See section 6.3. of G&S 1982. As we did there, we suggest
a pragmatic approach to the phenomenon of 'mention-some'
interpretations of interrogatives. In G&S 1984b, the matter
is discussed more extensively, and it is shown to what
extent a semantic approach is possible within our framework.
In this paper we deal exclusively with mention-all, or
exhaustive answers, which we believe to be semantically more
basic.

31. This fact was also observed in Zimmermann (1984), a paper
which contains many interesting remarks concerning G&S 1982
besides, e.q. a detailed comparison with the theory put
forwardby Boer (Boer 1978).

32. We owe this example to Peter van Emde Boas, who brought it
forward as an objection against the analyis of answerhood
presented in G&S 1984a. We will argue in the text that it
does not affect the analysis of answerhood as a semantic
relation between questions and propositions. However, exam-
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pies such as these do make clear that the abstracts underly-
ing interrogatives have to play an essential, role in deter-
mining the interpretation of linguistic answers. As a matter
of fact, the present paper originated as a reaction to the
criticisms made by van Emde Boas.

33. We will not attempt to give an exhaustive survey of all the
attempts that have been made to cure standard possible
world semantics from such disorders as the ascription of
logical omniscience, the failure to deal with inconsistent
beliefs, etc. Within possible world semantics, one might say,
some of these problems have been handled adequately by some
theories, but no theory has as yet dealt with them all in
such a way as to gain universal acclaim. This holds for the
approach that involves 'impossible worlds' (Hintikka), the
one that takes propositions and the like as primitive enti-
ties (Thomason), for approaches that use structured meanings
(Lewis, Cresswell), and others. Outside possible world
semantics alternative approaches are beginning to emerge,
of which we should mention the theory of situation semantics
(Barwise & Perry) and that of datasemantics (Veltman, Land-
man) . As we already stated earlier, we think that at present
none of these alternatives, promising and exciting though they
may be, has yet reached the status of a serious rival of
possible world semantics and its varieties as a theory in
which to study natural language semantics. (So no qualifica-
tion is meant here regarding these frameworks as rival logic-
al or philosophical theories.) In fact, we think that the
resources of possible world semantics are far from exhausted
and may fruitfully be explored further. Even though the fun-
damental limitations of a framework appear to be clear, it
may be reasonable, even advisable in some cases, to develop
it farther. NöL Only may one use a tool successfully in one
area, which fails in another, also doing so one may gain a
clearer conception of what exactly it is that is wron?, and
thereby a better view of what a more satisfactory framework
should be like. To give an example that relates to the subject
at hand, it is known that possible world semantics as a the-
ory of information and of the way in which information grows
and alters has its limitations (see e.g. Landman (1984)). Yet,
for relatively simple cases it is a clear, well-defined and
adequate tool, and applying it, as we did e.g. in developing
some notions of pragmatic answerhood, one may even be surpri-
sed at how far it will take one.
Let us not be misunderstood, we do not argue for rigid ad-
herence to an established framework. But neither would we
recommend setting aside a limited but usefull tool in the
absence of a definitely superior one. Linguistics, and
cer tainly semantics, is not yet that much of a fullgrown
branch of science, that we should not agree with Hugo Brandt
Corstius who once remarked that "in linguistics too, one
should let a thousand flowers bloom". (Though the use of
jqst a little herbicide every now and then, may do no harm.)
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34. At this point there is a difference between Scha (1983) on
the one hand, and Szabolcsi (1981,1984) and our approach on
the other. We want to apply the operation of exhaustivization
to constituents on their usual interpretation. Scha creates
a lexical ambiguity: constituents, terms, have two basic
interpretations, the ordinary one, and an exhaustive inter-
pretation. We prefer a compositional approach to exhaustivi-
zation in which the constituents as such are not considered
to be lexically ambiguous, but recieve an exhaustive inter-
pretation as a result of the application of a single semantic
operation of exhaustivization to ordinary constituent inter-
pretations .

35. The derivation of such pairs is not really an essential fea-
ture of our approach. We could just as well derive inter-
rogatives and answers separately. But what remains true even
then, is that we need an abstract underlying an interrogative.
The meaning of an answer is a function of the meaning of such
an abstractand of the meaning of a constituent. In a composi-
tional framework, such as that of Montague grammar, this
requires that the abstract is a derivational part of the
answer. If the context provided by an interrogative deter-
mines in part the interpretation of the answer, the frame-
work requires it to be a derivational part of it. This holds
just as well for sentential answers as it does for constitu-
ent ones. There is no way, or at least we see none, to derive
sentential answers as if they were isolated sentences, expres-
sing the propositions they express outside the context of an
interrogative, and combine them with the interpretation of
an interrogative or abstract to arrive at the required exhaus-
tive interpretation. (This holds also if one works with
structured propositions.) The only way to do it would be to

the abstract underlying the interrogative, and a part that
is a constituent that fits the constituent interrogative.
From these two parts the answer can be composed by exhausti-
fying the constituent part and putting it together again with
the abstract part. See also section 5, in which the (im)possi-
bility of a pragmatic approach to exhaustiveness is discussed.

36. In terms of the schema of figure 3 we can make a global com-
parison between our approach and others. A general difference
between our approach and constituent answer based theories
such as those put forward in Hausser (1977,1983), Tichy(1978)
and Scha (1983) is that they all interpret the interrogative
itself as an abstract. (This holds for the focus theory of
Szabolcsi (1981,1984) just as well.) Like them we use the
interpretation of the abstract as a property or a relation
in order to arrive at a proper interpretation of answers,
but the interrogative as such we treat as expressing a quest-
ion (see also note 14). Tichy and Scha do not treat consti-
tuent answers as sentential expressions, Hausser does, making
use of context-variables (see note 24). Tichy and Hausser do
not account for exhaustiveness, they simply combine the
interpretation of the constituent and that of the abstract,



407

without first exhaustifying the former. Scha does account
for exhaustiveness, but not by means of a separate, semantic
operation that applies to ordinary constituent interpreta-
tions, but by making the constituents as such lexically
ambiguous (see also note 34). In her theory of semantic
focus, Szabolcsi accounts for exhaustiveness. in much the
same way as we do. Except for Scha's, constituent answer
based theories all treat multiple constituent interrogatives
poorly, if at all. Similarly, Szabolcsi only deals with
sentences containing a single focussed constituent. Being
strongly biased towards constituent answers, the theories
of Scha, Hausser and Tichy pay little or no attention to
sentential answers. According to our interpretation schema,
both kinds of answers are to be treated on a par.

This comparison is rather global and streamlined, and
leaves out many more or less important features of the the-
ories discussed. In some notes still to come, we will dis-
cuss some details of Scha's and Szabolcsi's treatment of
exhaustiveness, those two approaches being the ones that we
consider to be closest to ours. A discussion of the theories
of Hausser and Tichy can be found in G&S 1984c, section 4.2.
and in notes 9 and 10.

37. But of course semantics may constrain syntax in certain ways
if one operates in a compositional framework. A case in point
regarding interrogatives and wh-complements, is the existence
of the syntactic level of analysis of abstracts. Purely syn-
tactic reasons for this do not seem to exist (if we disregard
the fact that it provides a uniform level of analyses of
interrogatives, wh-complements and another type of wh-con-
structions, viz. relative clauses, see G&S 1982, section 4.5.),
but for semantic reasons its incorporation in the grammar
is essential. In GSS 1982, section 3.S., we argued that
without abstracts no correct semantics for multiple wh-comple-
ments could be given, a fact that has been proved by Zimmer-
mann (see Zimmermann 1984).

38. Strictly speaking, an AB corresponds to a set of individual
concepts, and a T to a set of properties of individual con-
cepts. Since we have no need for individual concepts here,
we will ignore them, and speak of individuals, etc. See also
note 15. Some have argued that individual concepts can be
ignored alltogether (see e.g. Dowty, Wall & Peters (1981)),
whereas others see some use for them (see Gamut (1982) and
Janssen (1984)). The latter paper contains a discussion of
individual concepts and so-called 'concealed questions'.

39. There is one particular phenomenon that deserves special
mention. The term surfacing in a constituent answer may con-
tain what look like anaphoric pronouns that are bound by
terms in the abstract. Consider the following examples:

(a) Whom does John love?
(i) Himself,
(ii) John loves himself.
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(b) Whom does every man love?
(i) His mother.
(ii) Every man loves h is mother.

(c) Whom does no-one love?
(i) His alter ego.
(ii) No-one loves his alter ego.

At first sight these answers seem hard to account for given
the way in which (S:IA1) and (T:IA1) are defined. According
to these ru les , the term on which an answer is based has
wide scope with respect to terms occurring in the abstract
underlying the interrogative. The standard way to construct
the ordinary sentences that correspond to the sentential
answers (a) ( i i ) , (b)(ii) and (c)(ii) is to quantify the
terms John, every man and no-One into the open sentences
(d ) , (e) and (f) respectively:

loves PRO., -self
loves PRO.'s mother
loves PRO.'s alter ego

If someone should want to account for (a) to (c) in a way
which is analogous to this standard way of deriving these
corresponding ordinary sentences, the rules (S:IA1) and
(T:IA1) would stand in need of rather fundamental revision.
Conversely, if we assume that the formulation is basically
correct , we need a quite dif ferent way than the standard one
to account for (a)( i i ) , (b)(ii) and (c)(ii) .

We think that there are convincing reasons why one should
take the latter approach. It is only superficially that the
sentential answer (a)(ii)-(c)(ii) resemble their ordinary
counterparts. In fac t , it can be argued that the interroga-
tives ( a ) , (b) and (c) on their reading in which (a)( i ) - ( i i ) ,
(b)(i)-(ii) and (c)(i)-(ii) are proper responses, are quite
dif ferent from the interrogatives we discuss in this paper.
And this dif ference is reflected in the interpretation of
the const i tuent and sentential answers. In G&S 1983 we exten-
sively discussed such interrogative-answer pairs as (b) and
(c) . There we argued that in such pairs the interrogatives
can not be analysed as asking for a specif ication of indivi-
duals simplici ter, but rather have to be interpreted as
asking for a specif ication of functions from individuals to
indiv iduals, i.e. for Skolem-funct ions. For example, the
interrogative in the pair (c) asks to specify a function
f such that for no individual x it holds that x loves f ( x ) ,
the individual the function associates with x.

We defended the view that this really is a separate reading
of such interrogat ives, dist inct from the individual reading,
on which (c) asks for a specif ication of one or more indivi-
duals whom no-one loves, and dist inct too from the so-called
pair- l ist reading, which in the case of (c) is not a possible
reading at a l l .

On this view the terms h imsel f , his mother and his alter
ego , on which the answers in (a)-(c) are based, are not really
terms, but specif ications of such Skolem-funct ions. Thus ,
himself corresponds to a function f such that for all x .
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f(x) =x, and his mother to a function f such that for all x,
f(x) =the mother of x. (This means that these expressions
are of category e/e. As we shall see shortly, there are good
reasons to raise them to category T/T.)

What is important is that on this view these 'terms' do
not have an anaphoric nature in the strict sense of the word.
Their translation does not contain a free occurrence of a
variable that is to be bound by a quantifier occurring in
the translation of some other expression. They do get 'bound'
by a term in the abstract, as the examples illustrate, but
this is not binding in the ordinary sense. They are not bound
variables, and that distinguishes them from most anaphors.
This particular way of binding is discussed in some more de-
tail in G&S 1983.

Although these remarks basically give an explanation of
the way in which such interrogative+answer pairs as (a)-(c)
can be dealt with without having to change the rules (S:IA1)
and (T:IA1) in any fundamental way, something more is needed
to make it really work. One has to provide a syntactic and
semantic analysis of possessives and reflexives that allows
one to operate along the lines sketched above. This is, of
course, a subject on its own, and this is not the place to
deal with it, so let us just indicate the outlines of such
an analysis.

Possessives such as PRO's mother and the reflexive
PRO-self are considered to be expressions of category T/T.
Their translation would be something as indicated in (g)
and (h) :

(g) XPXP[P(a) (XaXz3x[Vy[[mother(a) (y) Aof(a)(y,z)] <-»•
x = y ] AP(a) (x)])]

(h) \?[V]
They nan combine with terms as in John's mother, every man's
mother, John himself (meaning the same as John), etc.

Using a form of category- and function-composition (see
Geach 1972, Zwarts 1983, Moortgat 1984, for various applica-
tions of such techniques), these T/T-expressions can be
combined with TV's for example, resulting in such IV's as
(i) and (j):

(i) love PRO's mother
(j) love PRO-self

The translation of such IV's is composed as follows:

(k) If S is a TV, a a T/T, £~ 6' , a~a ' , then the IV formed
from <S and a «
Xx[6'(Xaa1(XaXP[P(a)(x)]))(x)]

Reduced translations of (i) and (j) obtained using (k) are
(1) and (m) respectively:

(1) Xz[3x[Vy[ [mother(a) (y) Aof (a) (y,z) ] -«• x = y ] A
love(a)(z,x)]]

(m) xxtlove(a)(x,x)]
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Combined with subject T's in the ordinary way, these expres-
sions result in the proper translations for the resulting
sentences.

To construct such interrogatives as in (a)-(c) we proceed
in a similar way, using syntactic variables of category T/T.
In the same way as (i) and (j) are derived, we form an IV
from the TV love and such a syntactic variable of category
T/T. This IV is combined in the usual way with a subject T
(John, every man, no-one). The resulting S is used to form an
abstract from, by abstracting over the variable of category
T/T. Syntactically the same thing happens as when we abstract
over individuals: the wh-term who(m) is introduced and, in
this case, preposed. From these abstracts interrogatives are
formed in the usual way. The abstracts are of the proper
category to combine with the constituent answers in (a)-(c)
to form proper sentential expressions, the sentential answers
in (a)-(c) .

Two remarks to finish with. First of all, notice that the
rules (S:IA1) and (T:IA1) remain essentially the same. The
only possible difference could be in the order of functional
application, but that is not peculiar for these constructions.
We observed the same phenomenon with 'de dicto'-readings of
answers in note 16. Secondly, it should be noted that the
syntax sketched above differs from the one propesed in G&S
1983. There doubly-indexed variables were used. In that paper
we expressed our doubts concerning the elegance of the syntax,
and we much prefer the rather graceful approach indicated here.
The underlying motivations and ideas, and the semantic results
obtained, however, do not differ.

40. It should be noted that we construe the notion of a text
rather strictly here. There are of course texts which report
an event of question-answering, or texts in which a rethori-
cal question is raised which is immediately followed by the
answer. Such occurrences of interrogative-answer pairs too
we consider to belong to the domain of" what we called
'discourse grammar', and we believe them to be subject to
the same conditions and constraints as ordinary interrogative-
answer pairs. This will certainly hold for the first kind
of textual occurrences, which are nothing but instances of
direct speech.

41. There may be the slight difference, which we consider to be
of a more or less pragmatic nature, that the (c)-sentences
carry the (conventional) implicature that one might have
expected more people to be walking, an expectation which
is not expressed by the answers as such. Such aspects of
meaning will not concern us here. Notice though that nothing
in our analysis hinges on the semantic operation of exhaust-
ivization co-inciding with the meaning of only.

42. Sentence (4)(c) can also be interpreted differently, viz. as
expressing that of the set of boys all members walk, whereas
of other sets, say the set of girls, or the set of all male
individuals including adults, not all, but at most some
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members walk. This is an instance of a general fact. A term
of the form only + determiner + noun may have different inter-
pretations depending on what exactly the scope of only, which
is an expression that can be combined with expressions from
all kinds of categories, is. Throughout this paper we will
use only_ only as a term-modifier, i.e. the scope of only is
always the entire term, and not just some part of it. All
other readings will be ignored.

A second remark concerning (4)(c) is that some find terms
of the form only every + noun unacceptable. Probably, the
same people would prefer constituent answers such as the men,
or all men, to an interrogative such as Who walk(s)? to the
answer every man. The latter is also taken by some to be
excluded from focus-position, topicalization, and the like.
(Szabolcsi (1981) claims that the corresponding phrases in
Hungarian cannot be subject to semantic focus.) One might
think that the uneasiness felt with only every GN has some-
thing to do with pragmatic expectations (see note 41). Only
is taken to indicate that there are less than expected, but
how can one expect more than every? The answer is that one
can. If one expects every boy and at least three girls to
walk, the answer that it are only all the boys (but not
one of the girls) indeed goes contrary to what is expected.
The explanation, we think, has to be sought in another
direction which has to do with the distinction between
singular and plural. See note 47 for some speculations.

According to our intuitions the use of every CN as a con-
stituent answer is beyond reproach. As for its being modi-
fied by only, the least we can say is that we've grown
accustomed to it. But, as was remarked above in note 41,
nothing hinges on exhaustivization being expressible by
means of only or not.

43. It should be borne in mind that quantification, and hence
exhaustivization, nearly always runs over a (very) limited
part of the total domain. The existence of such contextual
restrictions is important in judging the effects of quanti-
fication and the like. See also the discussion in G&S 1982,
section 1.5 and 3.4.

44. See section 4, especially note 49.

45. As far as examples (12)-(16) are concerned. Scha (in Scha
1983) ends up with results which are equivalent to ours.
But there is an important difference between our approach
and the way in which Scha achieves these results. A proper
name such as John (our example (12)) is considered to be
ambiguous by Scha. Apart from its standard translation
(given in (12)(a)), it is also given a special translation
as a constituent answer, a translation which is equivalent
with our (10)(c). So the result is the same. As a consti-
tuent answer John is interpreted exhaustively. But this is
not the result of applying a semantic operation of exhaust-
ivization to the standard interpretation of John, but it is
obtained directly, by making proper names ambiguous. They
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have their standard interpretation, and a special interpre-
tation as constituent answers.

If only proper names were involved, this difference would
not be that important. But, for a start, disjunctions and
conjunctions of proper names can occur as constituent answers
as well. For a disjunction, such as John or Mary (our example
(15)), nothing spectacular is going on. Its interpretation
can simply be taken to be the standard disjunction of Scha's
constituent answer translations of John and Mary. For a con-
junction of proper names occurring as a constituent answer,
such as John and Mary (our example (13)), things are funda-
mentally different, however. In this case it will not do to
take the standard conjunction of Scha's constituent answer
translations of John and Mary. For the resulting translation
would be (a):

(a) XP[Vx[P(x)+*x = j] A V X [ P ( X ) - M - X = m] ]

And the set of sets denoted by (a) is the empty set. In fact,
that things go wrong this way, was already indicated implicit-
ly in the text, when we discussed the examples (9)—(11). It
was indicated there that only g or only g is equivalent to
only (q or g ) , but only a and only g is not equivalent to
only (q and g ) . Of the latter two, the first is a contradic-
tory term, and the second is the proper exhaustive interpre-
tation of a conjunctive term q and g.

But since Scha lacks a general semantic operation of
exhaustivization, he is forced to compose the constituent
answer interpretation of John and Mary from the constituent
answer interpretations of John and Mary respectively. This
is possible, but at a price: the introduction of a special
interpretation of and, i.e. of conjunction, when occurring
in constituent answers. I.e. John and Mary as a constituent
answer has to be derived from the constituent answers John
and Mary by a special conjunction rule for constituent
answers. If a and g are constituent answers translating as
q' and g' respectively, then their conjunction q and B trans-
lates as (b):

(b) AP[3X[q' (X) A 3Y[g' (Y) A P = Xxlx(x) v Y(x) ] ]
In settheoretical terms, a and g denoting sets of sets, this
conjunction corresponds to taking the pairwise union of the
elements (and not, as ordinary conjunction, to taking the
intersection of the sets as such). If we apply (b) to John
and Mary on Scha's special constituent interpretation, the
resulting translation is indeed equivalent to our (13)(b),
where exhaustivization is applied to the standard conjunction
of John and Mary on their standard interpretation.

But not only does Scha need special translations for proper
names as constituent answers and for conjunction of constitu-
ent answers, he also needs special translations for deter-
miners, such as every and a(n). (The special interpretation
of a(n) must have the effect of normal disjunction of 'exhaus-
tified' elements, and that of every must have the effect of
the special constituent answer conjunction of such elements.)
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And this is not the end. Many other expressions and rules
which are involved in the composition of complex term phrases
will need a special 'constituent answer' counterpart of their
ordinary interpretation.

We believe that these facts speak for themselves. Provided
that our approach gives equally good results,it is to be preferred
to Scha's for being simpler and theoretically more sound.

46. This means that exh can be applied to anything that denotes
a set of sets. Thus it has the same kind of variable charac-
ter as such logical expressions as quantifiers, the X-operator, etc.
This will become clear also in sections 3.2 and 3.3 where
exh will be used to exhaustify all kinds of other objects
than the sets of sets of individuals it semantically operates
on here.

47. We must distinguish between two kinds of cases here. First
of all, there are terms which, in order for exhaustivization
to arrive at the proper outcome, should be treated as essen-
tially plural terms. These are discussed in the next section.
Example are at least one girl, at most John, John or Mary
or both. These terms can be used to form constituent answers
from, i.e. answers which can be interpreted as exhaustive
specifications of the extension of some property. (For fur-
ther discussion, see the next section.)

But besides these plural terms, there are others, terms
which seem not to allow for an exhaustive interpretation at
all. Examples of such terms are no man, not John. Constituent
answers in which these terms surface, cannot be interpreted,
intuitively, as exhaustive specifications. On the contrary,
they are inherently non-exhaustive, 'negative' specifica-
tions. This intuition is reflected•_. formally in the fact
that exhaustivization applied to these terms gives bad
results. It reduces their denotation to the singleton con-
taining the empty set. Hence they should be excluded from
the interrogative-answer rules.

In order to formulate this restriction one would like to
have a semantic chaacterization of this class. Although
intuitively the terms in question form a homogeneous class,
a formal definition is hard to come by. That their exhausti-
vization is {0} is not a defining characteristic, this
holds for at most John for example too. A term such as the
latter, however, loses this characteristic as soon as we
treat it as a plural term, as we, arguably, should do. So,
the class of terms to be excluded seems to consist of those
monotone decreasing terms for which a plural treatment, a
'group' interpretation, is not possible. That is as close

to a characterization as we can get at this staae. A more
precise one requires a full extension of the apparatus of gene-
ralized quantifier theory (see Barwise & Cooper 1981, Zwarts
1981) to plural terms. Some work in this area has been done (see
the remarks in van Benthem 19 83), but much is yet unclear.

The notion of an essentially singular term might also be
used to explain some intuitions regarding the acceptability
of such terms as every boy as constituent answers (see note 42),.
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48. Problems arise once one starts treating collective (non-
ditributive) predicates, such as gather, conspire and the
like. Consider the following examples:

(a) The boys gather
(b) John and Bill conspire to gain control over the

vakgroep
(c) Peter and Fred carried the piano up the stairs

In (a) and (b) the property expressed by the predicate is
ascribed to the boys and John and Bill respectively as a
group, or as a whole, and not to each of them individually.
In (c) this collective reading is the most plausible one,
though perhaps not the only possible one.

49. It should be noted that the term 'group' as it is used here,
is intended to be neutral. I.e. it is not to have any conno-
tations regarding some form of spatio-temporal, or social
homogeneity.

50. For some early discussions see Bennett (1975), Bartsch (1973)
and Hausser (1974). Of recently formulated theories we mention
Link (1983) , and especially Scha (1981). In these works one
can also find many more examples than the few given in note
48, which show the necessity of a semantic theory of plural.

51. We assume that walk is a distributive predicate, i.e. one
that holds of a group iff it holds of its members. See also
the discussion of the examples (26) and (28) below.

52. This paraphrase of the meaning of At least n girls, as an
answer to the interrogative Who walk(s)? is correct only if
the answer is interpreted exhaustively. Superficially,it looks
au il Lhe same phrase can also be used to give an explicitly
non-exhaustive answer. But notice that in that case it carries
a distinctively different intonation pattern. (For an inter-
esting theory about intonation as a linguistic phenomenon
with semantic import, see Koene (1984).) Then it means that
n girls are ones that walk and that maybe others, girls or
boys or what have you, walk as well. As an explicit non-
exhaustiveness marker at least is a term-modifier (like only).
If at least n girls is to be interpreted exhaustively,
at least n is to be taken as a determiner, or quantifier. As
a non-exhaustiveness marker at least can also be applied to
a proper name for example, as in at least John. If we take
this term as a constituent answer, it is explicitly non-
exhaustive, and means that John walks and that, as far as
the speaker knows, others may be walking as well. See also
note 54 in which a similar difference between at most and
at most n is discussed.

53. Johan van Benthem helped us to realize that this cannot be
the whole story. The interpretation (34) of the plural term
at most n girls is, at best, one of the meanings this phrase
has.To see this, observe that according to (34), sentence
(a) can also be true in a situation in which, besides some
group of at most six girls, also a group of, say, seven
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girls gather:

(a) At most six girls gather

For collective predicates, or collectively interpreted
predicates, this seems not to be implausible. If one obser-
ves , opening the door of room 26 and piercing through the
heavy smoke, that a group of girls is gathering there, and
that they are at most six; and one further observes, opening
the door of room 27 in which the air is of crystall ine
puri ty, that there seven girls are having a meeting, it seems
one can truthfully say that at most six girls gather and
seven girls gather. To account for th is , we need to assign
to the phrase at most n girls (also) an interpretation which
involves existential quanti f icat ion over groups. Onder this
interpretat ion, which is meant to be captured by (34),
at most n girls means 'some group of at most n g i r l s 1 . (In
fact, perhaps this more elaborate phrase is more natural
to use in reporting such observations as described above.)

An interpretation like this one is also needed to account
for the intuitive judgement that sentence (a) is false, or
at least not t rue, in case no gir ls gather. To gather is a
property of groups with at least two members. The empty
group cannot be in the set of groups denoted by gather.
Suppose only John and Bi l l gather, then gather denotes the
set containing just the group consisting of John and Bi l l .
But this set cannot be one of the elements of the set of
sets of groups denoted by at most n g i r ls , if it is inter-
preted as in (34) . Each set of groups in the latter has to
contain some group of girls with less that n+1 members, e.g.
the empty group.

This seems to be suff icient reason to adopt an interpre-
tation like (34) as one of the interpretations(by some called
the 'referential' interpretation) such phrases have. It is
needed for collective predicates, and collectively inter-
preted predicates, and also to obtain the proper exhaustive
interpretation of such phrases when they occur as linguistic
answers.

The interpretation (34) of at most n girls runs parallel
to the interpretations (29) and (30) of at least n girls
and n girls respectively. They, too, contain existential
quantif ication over groups. The relevant interpretations
(34) , (29) and (30) of these three kinds of terms can be
obtained by composing them as fol lows. Assuming numerals to
be intersective adject ives, we can give them the Fregean
interpretation (b ) :

(b) {G| IGI = n } , where G ranges over groups

At least and at most can then be understood as modifiers
of such adject ives, being interpreted as (c) and (d)
respectively, where N is the interpretation of a numeral :

(c) {G I 3G'£N: G' c G }
(d) {G I 3G'€N: G c G 1 }
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The entire termphrases n g i r ls , at least n g i r ls , and
at most n g i r ls , are then formed as fol lows. From the
relevant (modified) numeral a determiner is formed"by
combining it with a morphologically empty determiner,
which is interpreted as existential quantif ication (over
g roups) . This complex determiner, which, using lambdas,
can be wri t ten down as in ( e ) , is then combined with the
plural noun g i r ls , which is interpreted as denoting the
set of all groups of gir ls, including the empty group:

(e) AXAY3G[GeM(N) S G E X & G e Y ] , where M(N) is the modi-
fied numeral , and X, Y range over sets of groups

The result ing interpretations of the termphrases are those
given in (30) , (29) and (34) .

Besides these interpretat ions, which are needed for
collective predicates and collectively interpreted predica-
tes , these termphrases also need another interpretat ion.
This is most clear in the case of at most n g i r ls . Consider
sentence ( f ) :

(f) A t most six girls walk in the garden

Interpreting to walk in the garden as a really distributive
predicate, it seems that (f) should come out false in case
there actually happen to be seven girls who are walking in
the garden. Analogoulsy, given the distributive interpreta-
tion of the predicate, (f) should come out true in case
no girls walk in the garden. So, it seems that for at most
n girls we also need an interpretation like (g ) :

(g) {v I Vfi: nex=» iGflgirll <_n> . where girl is the group
"*" of all girls

This interpretation gives the same results as the standard
singular interpretation of this term, which shows that, as
for as distr ibituve predicates are concerned, the term
need not be interpreted as semantically p lural .

But , as we have seen in the text , the singular inter-
pretat ion, and hence also this plural interpretation (g ) ,
give wrong results when submitted to exhaustivizat ion.
(Both the singular interpretation and the 'distributive'
plural interpretation (g) are monotone decreasing and have
the empty set as their smallest element. The other , 'collec-
t ive ' , plural interpretation (34) , being in essence an
existential ly quanti f ied term, is not monotone decreasing.)

What this points a t , is that if the term at most n girls
surfaces in an answer, this forces a collective interpreta-
t ion, even if the predicate in question is distr ibut ive. I.e.,
Who walk(s)? is answered by such a phrase as if it asks for
a specif ication of the group (or groups) Of which the members
walk . This is also suggested by the following observation
(which we owe to Johan van Ben them) . Suppose we do take the
plural walk in Who walk? distr ibut ively. Then it denotes the
set of all subgroups of the group of all wa lkers . The exhaustive
interpretation of the plural three girls is a set of singletons
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each consisting of some group of three girls. It does not con-
tain any subgroups, however. Now suppose that the ones that
walk are three girls. Then the distributive interpretation of
walk is not contained in the exhaustive interpretation of
three girls, which is wrong.

Again, this may be taken to show that even such outright
distributive predicates as walk in the garden should be inter-
preted collectively in certain interrogative-answer pairs. If
we interpret Who walk in the garden? as indicated above, viz.
as asking for a specification of the group of all people that
walk in the garden (allowing this specification to consist of
a specification of groups that together form the group of all
walkers), things work out alright.

Of course, there is also another way out. One could also
extend the analysis as follows. For singular terms and arbitrary
predicates, and for plural terms and collective, or collecti-
vely interpreted, predicates, the schema of applying the
exhaustive term interpretation to the predicate suffices. For
the case of plural terms and distributively interpreted pre-
dicates, one could add, after exhaustivization, an operation
of 'decollectivization1. First, we exhaustivy the plural term,
interpreted collectively, which results in a set of sets of
groups. Decollectivizing consist of adding to each set of
groups the group which is their union with all subgroups of
that union. Applying this result to the distributive predi-
cate also gives correct results.

Just like all other remarks made in the text and in other
notes about the analysis of plurality, these, too, should be
interpreted as speculations. The entire area of the semantics
of plurality is one with so many pittfalls, mysteries, and
exciting and depressing surprises, that it would be foolish
to claim to have said anything definitive. The point we want
to make here in connection with linguistic answers, more in
particular their exhaustive interpretation, is just that some
terms have to be given a 'collective' plural interpretation
too. That much can be argued for also on independent grounds,
and hence is, we take, uncontroversial. Our further aim has been
to indicate, roughly, what this interpretation would have to
look like, in order for exhaustivization to work properly.

54. In fact, this exhaustive interpretation of at most n girls
is also a possible interpretation of superficially the same
term in isolation, i.e. without applying the operation of
exhaustivization to it. In that case the term has a different
intonation pattren. The, we have to consider at most as a
term modifier, modifying n girls, and should not consider the
term to be constructed from the determiner~ör quantifier,
at most n and the noun girls. (Cf... what.was said in note 52
about a similar ambiguity of at least n girls.) As a term
modifier, at most can also be applied to proper names for
example, to form a term such as at most John, meaning John
or no-one at all. The meaning of at most as a term modifier
is related to the semantic operation of exhaustivization
(and hence to the meaning of only) in an interesting way.
Whereas John exhaustively interpreted (i.e. interpreted as
only John) corresponds to the set {{John}}, at most John
corresponds to the set {0,{John}}. Roughly speaking, and
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not paying attention to plurality yet, what the interpreta-
tion of at most does to the set of sets corresponding to
a term to which it is applied, is, first, to exhaustify it,
which results in a subset of the original set of sets, and,
next, expanding this new set by adding all the subsets of
the elements of this new set to it. Thus we can define:

(a) at-most(a) = XX[3Y[exh(g) (Y) A V X [ X ( X ) -> Y(x) ] ] ]

Like exhaustivization and only, the term modifier at most
requires that the terms to which it is applied are viewed
as semantically plural (even when they are syntactically
singular). At most John, for example, should not simply be
interpreted as the set of sets of individuals {0,{John}}.
Rather, it should be viewed as denoting the set of sets of
groups {{0},{[John]}} (where 0 stands for the empty group).
This can be argued for as follows. If we were to apply the
semantic operation of exhaustivization (or the semantic
interpretation of only) to the first, the result would be
{0}. But if we were to apply it to the second, the result
would be the same set {{0},{[John]}} again. The latter is
clearly correct, and the former even more clearly not. The
phrase only at most John might be a funny phrase to use,
but this is because the addition of only to at most John
really is redundant, and not because it would mean the same
as no-one. (Because exhaustivization is part of the inter-
pretation of at most, see (a), only is redundant as well
in at most only John. Both only at most John and at most
only John simply mean the same as at most John.)

Notice that there are many more term modifiers - that behave
in the same way as at most. Examples are everyone except
and no-one except as they occur in termssuch as everyone
except John and no-one except John.

This aoLe is a continuation of note 45 in which we discussed
the analysis of exhaustiveness of constituent answers given
in Scha (1983). There we concluded that our approach is to
be preferred, provided it gives equally good results as Scha's.
We had some reason to make this provision. The theory of Scha
has no difficulty in accounting for the correct interpreta-
tion of the constituent answer John or Mary of both (John
and Mary). Scha can construct this disjunctive- answer from
the constituent answer John, Mary and John and Mary. The
latter are already interpreted exhaustively, via the lexical
ambiguity of proper names and_the special conjunction rule.
Ordinary disjunction is then enough to obtain the correct
result.

However, this is only one example of a constituent answer
where Scha comes round without, and where we need, taking
plurality into account.As a matter of fact, at least n girls
and at most n girls need not pose a problem for Scha either.
He can take recourse to his by now familiar strategy and
create a lexical ambiguity for these determiners too. The
required exhaustive interpretation could just be added to
the standard one. And it looks like that, with some ingenuity,
any example can be dealt with provided one allows oneself
to create lexically ambiguous terms and all kinds of ambiguous
term phrase forming expressions and operations at will.

On our approach, however, no such multiplication of inters
pretations is needed (and could therefore be excluded, thus
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strengthening the predictions the theory makes). We do need
to assume that plurality is to be accounted for in the seman-
tic interpretation of terms. But that can be argued for too
on completely independent grounds, and therefore constitutes
no ad-hoc move.

Another relevant observation is the following. We have
noticed that the term modifier only is intimately connected
with the semantic process of exhaustivization. Exhaustiviza-
tion of constituent answers might perhaps be dealt with by
doing it in Sena's way, but that most certainly will not do
as an interpretation of only. The interpretation of only is
to be given in such a way that it gives correct results when
it is applied to simple and complex terms on their standard
interpretation. Scha's account of exhaustiveness cannot be
used to deal with the interpretation of only in an intelligi-
ble way. Ours can, as soon as plurality is taken into account.
(So, the semantics of only gives yet another reason for
taking plurality seriously.)

And one might add, finally, that only is not the only
case in point. The term modifier at most poses precisely
the same problems, as was argued in note 54.

56. In previous notes, we have already indicated that our approach
to exhaustivization is basically the same as that of Szabolcsi
(1981,1984). From Szabolcsi (1984) we can extract the follow-
ing alternative definition of exh:

(a) exh = XPXP[Xx[P(a)(x) A P(a)(XaP)]=
Xx[VP'[P(a) (XaXy[P(a) (y) A P' (a) (y) ]) - P' (a) (y) ] ] ]

In fact, this definition is equivalent to definition (36).
The difference is one of form, not one of content. But because
of (a)'s form, we did not succeed in getting a clear picture
of its content. (We suspect that Szabolcsi did uoL Succeed
in this either, since she does not give an informal character-
ization of the content of (a) , and seems rather embarassed by
its complexity.) We tried to get such a picture by applying
(a) to different examples. In doing so, we came to under-
stand why the different clauses in the definition are needed,
but still did not arrive at a general picture. It appears
as if Szabolcsi started out with a much simpler definition,
something like (b) (which happens to be equivalent to the'
translation of only we gave in G&S 1976) :

(b) exh = XPXP[Xx[P(a) (x) ] = Xx[Vp'[P(a) (P) -*P' (a) (x) ] ] ]

Definition (b) is simpler than (a), but it is not correct. It
gives intelligible results only when applied to certain kinds
of terms, such as proper names, conjunctions thereof, and
universally quantified terms. For disjunctive terms and exis-
tentially quantified ones, e.g., the results are not correct.
It seems as if Szabolcsi noticed these counterexamples to (b) ,
and arrived at (a) by adding clauses that avoid them. As we
noted, the result is effective, but not really beautiful.

In checking Szabolcsi's definition (a) by examples, we
also met the problems with plurality discussed in section
3.1.3. We then decided to put aside Szabolcsi's definition
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and to take a new start altogether. We took up the issue by
starting from the semantic side, and first tried to get a
clear picture of the semantic content of exhaustivization,
only to give it form in a definition afterwards. The results
are reported in the main text. We then had to find out that
the problems with plurality remain, but this time we were
in a better position to locate them and evaluate them. And
that led us to the conclusion that plurality is involved in
an essential way, and should be dealt with as such.

A last step, then, was to conclude that the new definition
we had come up with, and Szabolcsi's, which we had first
rejected, are equivalent.

57. This terminology may easily cause some confusion. Normally,
if something is referred to as being n-place, what is meant
is that it has n open places to be filled by n arguments. For
an n-place term this is different. For all n, including 0,
an n-place term takes only one argument, this argument being
an n-place relation. One could say that being n-place for
terms means that it has the capacity to fill in n-places(of
its one argument) at once.

Notice that, according to (T) an ordinary term phrase, i.e.
an expression of category T1 , is defined as S/AB1, and not
as S/IV, as is usual. But since IV = S/E = AB1 (cf. definition
(AB) in section 1 ) , the proper category is assigned after all.

Notice also that, according to (T), a T° is of category
S/S, the category to which also sentence adverbs belong. T°'s
are discussed in detail in section 3.3.

58. In note 20 we said the we assumed the last wh-term that is
introduced, to be preposed, and that we made this assumption
for reasons of convenience. The formulation of the rule
(T:Tn) is one of them. If we would choose the first wh-term
to be preposed, the order of abstraction in an abstract is
reversed. Then a 2-place sequence such as John, Bill would
have to denote the set of 2-place relations in which Bill
stands to John. We have chosen here for the order which
sounds more natural, but, of course, there is no problem at
all, if, for some reason, one wants the reversed order. So,
to stand is taken here in the issue as to what the adequate
syntactic analysis of multiple wh-complements in English
actually is. Both options can be accomodated.

59. Here we continue our comments on Scha (1983). His analysis
of constituent answers to single constituent interrogatives
can be extended quite easily to multiple constituent inter-
rogatives. His rule for forming n-place terms can be exactly
the same as ours. But, evidently, it cannot be applied to terms
on their standard interpretation, but has to work on terms
on their special constituent answer interpretation, n-place
constituent answers are formed from simple constituent answers.
Our rule of disjunction and Scha's analogue can be the same,
though, again, on Scha's approach a proper new n-place con-
stituent answer results only if n-place constituent answers
are taken as input. As was also the case with conjunction of
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single constituent answers, Scha needs a different, special
rule of conjunction for conjunctions of n-place constituent
answers. It will be parallel to the special conjunction rule
given in note 45 in exactly the same way as our rule for
conjoining n-place sequences (S:CTn)/(T:CTn) runs parallel
to the ordinary rule for conjoining ordinary terms.

Further it can be noted that what was said in 45 and 55
about Scha's analysis of single constituent answers applies
in much the same way to his analysis of multiple constituent
answers.

60. In categorial, constituent answer based approaches to inter-
rogatives, such as Hausser's (see Hausser 1977,1983), there
is also a tendency to view constitent answers to sentential
interrogatives as (being based on) sentence adverbs. But
there is a difference. Since categorial analyses of interrog-
atives remain at the level of abstracts, so to speak, their
proponents are hesitant to take truth value expressions, i.e.
our AB°'s, as what corresponds to sentential interrogatives.
Hausser, for example, treats them as a kind of constituent
interrogatives. The constituent in such cases is a sentence
adverb. Thus viewed, sentential interrogatives , like
constituent interrogatives, are based on 'real' abstracts,
in this case abstracts in which abstraction takes place over
the kind of semantic object that sentence adverbs stand for,
i.e. over functions from propositions to truth values. Thus,
in Hausser's analysis, the sentential interrogative (a) is
translated into something that in Ty2 looks like (b) (S is
a variable of type f(S/S)):

(a) Does John walk?
(b) XS[S(Xa walk(a)(j)) A [S =Xp p(a) v S = XpHp(a) ] ]

Co, the interrogative 'a) corresponds tc abstraction cvsr
what are called 'sentence modi', the possible values of the
latter being restricted to the interpretations of yes and no
respectively (see section 3.3.2).

Bauerle, who discusses several approaches to sentential
interrogatives in Bauerle (1979), characterizes Hausser's
approach as an alternative interrogative approach to senten-
tial interrogatives. Hausser's translation restricts the
alternatives to the complete positive answer and the complete
negative answer. This restriction is much too harsh, since,
as we shall see in section 3.3.3., the interrogative (a)
might just as well be answered bythe constituent answer
If Mary walks., which is also based on a sentence adverb
(or perhaps more accurately, on an expression that is of
the same category as sentence adverbs), but one that literal-
ly does not fit in Hausser's schema. This could be remedied
by taking (c) instead of (b) as translation of (a ) :

(c) XS[S(Xa walk(a)(j))]

But we feel rather sympathetic towards translation (b) since
it tries to capture the unmistakable fact that the proposi-
tions that John walks and that John does not walk, have a
special status as answer to (a). They are the two standard
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complete semantic answers. On our approach, however, this is
accounted for more effectively by analyzing (a) as an expres-
sion of category S, expressing a question which is a b i -
partition, i.e. which has two possible semantic answers. At
the same time, we account for the equally unmistakable fact
that (a) has more constituent answers than just yes, and no.
by treating it as being based on a 'degenerate' abstract,
an AB° . That such an AB° is a truth value expression need
not bother u s , since on our approach the level of abstracts
is only an intermediate stage in the derivation of the full-
blooded, question expressing interrogative.

On Hausser's approach to (a) , in which it is treated as
a kind of alternative interrogative, it seems to be natural
to view (d) as a simple variant of (a):

(d) Does John walk or not?

But, as Bauerle observes, (a) and (d) are answered in a com-
pletely different fashion. The interrogative (d) can not be
answered by a simple yes, or a simple no.. It requires full
sentences as answers.

A different, though related, phenomenon is observed by
BSuerle with respect to other types of alternative inter-
rogatives, such as (e):

(e) Does John walk, or Mary?

Though it looks in several respects like a sentential inter-
rogative, the characteristic answers of (e) are those of a
single constituent interrogative:

(f) John.
Mary.
Both,
Neither one of them.

Bauerle compares (e) with (g) :

(g) Who walks, John or Mary?

The single constituent interrogative (g) allows for all four
answers in (f) too, i.e. it allows for precisely the same
answers as (e). BSuerle praises Hausser's approach for ana-
lyzing (e) as (h) :

(h) XP[P(Xa walk(a)) A [P = XP P(a)(j) v P = XP P(a)(m)]]

But Bauerle does not seem to notice that it are only the
first two answers in (f) that are allowed for by (h).

We would consider (e) and (g) to be a special kind of
single constituent interrogatives, variants of each other,
which are both derived from an abstract translating as ( i ) :

(i) Xx[[x = j v x = m] A walk(a)(x)]

Such interrogatives could be characterized as 'single consti-
tuent alternative interrogatives1. The sentential alternative
interrogative (d) could be analyzed in a similar fashion. One
might derive (d) from an abstract that translates as (j) :

(j) Xp[[p =Xa walk(a)(j) v p =XaTwalk(a)(j)1 A p ( a ) ]
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If the abstract translating as (j) is transformed into an
interrogative by our standard means, it will express preci-
sely the same question as the simple yes/no-interrogative
(a). The fact that it is derived from a different type of
abstract accounts for the fact that it calls for different
kinds of answers: full sentences, expressing propositions,
rather than the simple constituent answers Yes, and No..
In this way we can make a clearcutdistinctlon- between simple
sentential interrogatives, such as (a), and alternative
sentential interrogatives, such as (d), in terms of the
syntactic form their answers may take, and at the same time
account for the fact that they express the same question.
(Interestingly enough, (j) is the translation of the final
stage of analysis of both (a) and (d) in Karttunen's approach
(see Karttunen (1975)). Like Hausser, Karttunen treats (a)
and (d) as simple syntactic variants having the same deriva-
tion, and thus also fails to account for the difference in
kind of answers they allow.)

BSuerle, who discusses these kind of phenomena in an
interesting and illuminating way, proposes a kind of solu-
tion to these puzzles which differs from the one outlined
above. The kind of approach he advocates might be characteri-
zed as an 'extreme categorial approach'. From such examples
as we discussed above, BSuerle concludes that so called
yes/no-interrogatives are really a kind of constituent inter-
rogatives. In his view, an interrogative such as (a) is a
constituent interrogative, more precisily an alternative
constituent interrogative that offers only one alternative.
He seems to suggest that, in fact, (a) is much like (k):

(k) Who walks, John?

which he considers to be similar to (g), the difference being
that (k) offers only one alternative,- whereas (g) nffprs two.
In our terms, BSuerle's proposal means that where (g) derives
from an abstract that translates as (i), (k) derives from an
AB1 that translates as (1):

(1) Ax[walk(a)(x) A x = j]

We don't think this view can be considered to be overall
correct. In our opinion, the interrogative (k) corresponds
to something like (m):

(m) Who walks? Is John the one who walks?

We believe that our view that (a) and (k) are different
interrogatives, express different questions, is supported
by the following observations. It is true that both (a) and
(k) can be answered positivily simply by Yes, or by (n):

(n) Yes, John.

This would seem to support the supposed equivalence of (a)
and (k). But things are different for negative answers. A
simple No. will not do as an answer to (k), although it is
perfectly allright as an answer to (a). Rather, for a negative
answer to (k) something like (o) seems to be required:

(o) No, Peter.
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Or some answer like (p) :

(p) No, nobody.

If (k) indeed corresponds to (m), as we conjectured, and not
to (a), as Bauerle would have it, this difference could be
explained easily and naturally. If it is answered by a simple
Yes., the second of the two questions posed by (m) is answered.
And a positive answer to the second question, in this case
provides the answer to the first one at the same time. In
the negative case this is different. If the second question
raised by (m) is answered negatively, the first question
remains unanswered. That is why in that case a simple No.
is not sufficient, and answers like (o) and (p) are called
for. For these answers not only answer the second question
negatively, they also contain an answer to the first one.

In some situations, the interrogative (a) is used in
such a way that it callsfor an answer such as (o) or (p) too
(should the answer be negative). This happens if John in (a)
carries emphatic stress, as indicated in (q):

(q) Does JOHN walk?

For (q) too, a simple Yes, will suffice, but a simple No.
will not, at least not as a complete answer, or so it seems.
In our opinion, (q) is best viewed as a simple yes/no-inter-
rogative, and the emphatic stress is to be interpreted as
an indication that at the background, so to speak, i.e.
behind the question that is actually, or literally, posed,
there is another question at stake, being the (constituent)
question who is the one that walks. A negative answer to (q)
answers the question it poses literally, completely, but it
does not provide an answer to this background question,
which, it seems, is ultimately the question one wants an
answer to, if one uses (q). This is why a simple No. strikes
us as insufficient, and why a further answer seems to be
called for.

61. In Gazdar (1979) a purely pragmatic explanation is offered
for the fact that natural language disjunctions, which are
semantically inclusive, are interpreted exclusively. However
in order to obtain this result Gazdar has to call to aid
a much too strong version of the Maxim of Quantity. Gazdar
deals with Quantity by means of two independent mechanisms.
One gives rise to so-called 'scalar implicatures'. A scalar
implicature of a disjunction <)> v ij> is that the speaker knows
that it is not the case that <j>A>ji. And a second implicature
that can be obtained, is that the speaker does not know
whether $ and does not know whether iji. Together, these two
implicatures have the effect of turning an ordinary disjunct-
ion in an exclusive one. Though Gazdar obtains the two by
means of two mechanisms, the effects they have are related.
It holds that § A I|J, <S>, and \p are all logically stronger than
$ v ij/. Other things being equal. Quantity implies that logi-
cally stronger sentences are to be preferred. The correct
formulation of Quantity would have to state this in a general
way. It is easy to see that such a formulation would give
rise, in the case of (|>VIJJ, to the implicatures ~IKS (<(> A 4>) ,
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~lKs(<j>), and ~~1 K s (ip) - Since at the same time Quality requires
Ks(4> v ijj) , both -lKs(Tt>) and ~IKS(T()) can be derived, as well.

The funny thing is that Gazdar's two mechanisms, which
are both related to Quantity, have different effects. Gazdar's
scalar implicature reads Ks~l(i|> A I|I) , rather than ~1 K s ($ A t|i) ,
He offers not motivation whatsoever for the curious fact that
one part of his formulation of quantity implicatures has a
much stronger effect, than another. And in fact, it is easy
to see that the strong scalar implicatures lead to absurd
consequences. For example, it will be implicatures of the
sentence Someone walks that K s ~1 John walks, Ks~lBill walks,
and so on for all the individuals in the domain of discourse.
But that means that it will be a scalar implicature of
Someone walks that the speaker knows that no-one does.

Unless one is prepared to accept this kind of absurdity,
it seems that no formulation of the Maxim of Quantity is
possible that will give rise to an exclusiveness implicature
for disjunctions. On the contrary, a correct formulation of
Quantity will give rise to the implicature thatTKs(<f>V i|>) ,
using V to stand for exclusive disjunction. And this for the
simple reason that $ V f is logically stronger than <t>vi|>.
Our'interrogative' approach to the matter, which hinges on
exhaustiveness, and relates the exclusive interpretation to
a particular kind of use of disjunction in a particular kind
of context, offers a far better explanation for the phenome-
non in question, than Gazdar's ad-hoc pragmatic approach.

62. This fact is pretty obvious, and can hardly escape attention,
or so one would think. It is rather suprising to notice, there-
fore, that often the problem is not even mentioned. And if it
is paid due attention to, as for example in Hoepelman (1981)
and Bauerle (1979), the problem is simply put aside by refu-
sing to give yes and nc the semantic interpretation they are
entitled to. It may sound interesting to hear it be declared
that "I agree with BSuerle (1979, p.68-69) that "yes" and
"no" are not to be taken as answers, but as "discourse ele-
ments that relate the answer to the question in some way or
other"." (Hoepelman,1981,224), but this is mere rethoric,
and does not solve anything if it does not come along with
a clearcut analysis of such 'discourse elements'. Intuitively,
yes and no are answers, and it is quite clear what their
meaning is. (For if they are not, what then exactly are they
supposed to relate when they are offered as responses 'on
their own'?) To be sure, the semantic analysis of yes and no
has its problems, but a solution of them cannot be had by
simply throwing away what seems to be at least part of the
truth, and replacing it by vacuous promises.

63. In various languages different lexical elements are availa-
ble to do the job, such as the Dutch ja and jawel, the German

old Enja and doch, the Frence oui and s_i, and the old English
yea and yes. See also Hoepelman (1981) d B S l (197
and the references cited in the latter.
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64. In Hoepelman (1981) an extensive discussion of negative inter-
rogatives. and other puzzles can be found. Although his in-
formal description of the difference between positive and
negative interrogatives and their answers seems to be akin
to ours, his way of dealing with the phenomenon is quite
different. Whereas we say that a positive, and a negative
interrogative express the same question, Hoepelman considers
them to express different questions, i.e. he treats them as
being semantically different.

According to Hoepelman, interrogatives denote truth-values.
Of these he has four, and he uses a four-valued logic based
on them to analyze interrogatives. The system Hoepelman ends
up with allows one to do some interesting calculations. Yet
his approach does not appeal to us at all. It lacks an intuitive
basis and it mixes up semantics and pragmatics in an intole-
rable way. Hoepelman considers an interrogative ?p to be
'true' iff the truth value of p is indeterminate. So, accord-
ing to Hoepelman, ?p is to mean something like 'p is the
question', or 'it is the question whether p'. Obviously then,
'truth values' are not really truth values, but rather some
kind of epistemic values. As we said, Hoepelman distinguishes
four of these. The maximum value seems to mean something like
having the information that p is the case, and the minimum
value something like having the the information that p is
not the case. Instead of one middle value, meaning something
like p being indeterminate as far as the information goes,
Hoepelman distinguishes two. In both cases the epistemic
value is indeterminate. They are distinguished in that the
middle value which is closest to the maximum value indicates that
one expects the answer to be a positive one, whereas the
other middle value, which is closes to the minimum, indicates
that one has negative expectations.

The latter distinction is meant to explain the difference
between positive and negative interrogatives. A positive
interrogative is 'true' if one does not know the answer, but
expects it to be positive. And the negative interrogative
is 'true' if one does not know the answer, but expects it
to be negative. In all other cases, interrogatives are 'false',
i.e. they are assigned the minimum value.

One question that, of course, immediately comes to mind
is whether four values is enough. It seems perfectly possible
to have a question without having any expectations as to
whether the answer to it will be positive or negative. But
such a situation is not allowed for by Hoepelman1s system.
As we argued in the text, we believe that the straightforward
interrogative, the positive, 'unmarked' case, corresponds to
this situation. If one has positive or negative expectations,
these need to be marked, in the interrogative, or otherwise.

It is clear that Hoepelman's system mixes up semantics
and pragmatics. Truth and falsity of interrogatives is really
nothing but correctness and incorrectness of (a certain form
of) questioning. But correctness is purely a pragmatic notion
and nothing seems to be gained by blurring the distinction
between semantics and pragmatics.

In support of his view Hoepelman notes that many languages
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have two different versions of 'yes' and 'no' (see also note
63) . Since 2 + 2 = 4, this matches nicely with the. four values
in his system. (But since 2 + 2 / 5, it does, not match nicely
with the five situations one should distinguish, on.ce one
starts distinguishing the way Hoepelman does.) Both versions
of 'yes' bring the questioner from the indeterminate state
into the maximally positive one. One version is reserved for
the case in which the questioner has positive expectations
and the other for the case in which his expectations are
negative (except in languages like Icelandic in which one
can say "Yes, we have no bananas.") The two versions of 'no'
are distinguished analogously.

We believe that the same phenomena can be captured in our
approach quite as easily. We think it is an advantage that
we do not have to takerecourse to a formal system that mixes
up purely semantic objects and semantic notions (truth, truth
conditions, entailment) with purely pragmatic ones (informa-
tion of language users, their expectations, correctness
conditions). The semantic interpretation we assign to inter-
rogatives is more standard, can be linked up with the stan-
dard semantics of indicatives without effort, and deals with
notions like entailment between interrogatives, and other
logical relations between interrogatives and indicatives
in an adequate and intuitively satisfying way (see G&S 1984a).
Linking this semantic theory with a pragmatic one meets with
little problems, be it that such niceties as expectations of
language users are not yet dealt with formally. But we think
this line of thought is promising, and is to be preferred
to Hoepelman 's approach which, though formal, lacls an intui-
tive basis.

65. Pragmatic considerations come in once we view question-
answering as a processof information exchange. Exchanging
information is a game played by at least two persons. A full
description of the game, its rules and its strategies should
take into account not only the information of the questioner,
but also that of the addressee. And equally important is
the information they have about each other's information.
The addressee will give an answer based on what he believes
to know. In communicating this information he has to put it
into words. In doing this, he has to anticipate on the inter-
pretation the questioner may give to his words. He will try
to formulate his answer in such a way that as far as his
information about the information of the questioner goes,
he stands the best chance to fill in the gap in the informa-
tion of the questioner which is indicated by her question.
Part of what is involved in this was discussed in sections
8 and 9 of G&S 1984a. See also the remarks in G&S 1984c,
section 2.2.3.

66. The notions of answerhood defined here are not exactly the
same as those introduced in G&S 1984a, and they are not al-
ways defined in precisely the same way. In the earlier paper
the emphasis lies on pragmatic notions of answerhood. Here
we start from semantic notions. For each pragmatic notion in
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G&S 1984a, we here introduce its semantic counterpart. But
nothing really new is introduced that way. Semantic notions
of answerhood are just the limits of the corresponding
pragmatic notions. The latter are defined with respect to an
information set, a subset of the set of indices. In case the
information set equals the set of indices, i.e. in case it
contains no information at all, the pragmatic notions
collapse into the semantic ones.

In this paper we will not repeat the explanations given
in our earlier paper in any detail. Though we use slightly
different notions and formulations here at some points, we
trust the reader will have no difficulty in tracing back
their counterparts and accompanying explanations and exam-
ples in G&S 1984a.

67. The only exception is the tautologous question, expressed
by both the interrogative Is it true that it rains or does
not rain? and Is it true that it rains and does not rain?
Such interrogatives do not have two, but only one semantic
answer. The linguistic answer Yes, to the first, and the
answer No. to the second, both express the tautology. The
partition corresponding to the tautologous question has only
one element, the tautology. So, the partition the fcautologous
question makes on I is {I}.

68. This definition, and other to follow, have to be stated
relative to a frame, or to a model. We will not bother about
this, since in the present context it would be a mere forma-
lity to do so.

69. There is one exception to this rule. The complete answer to
the tautologous question is not a partial one as well. Since
a <-?nif<->1ogons question has only one possible semantic answer,
it cannot be answered partially. It takes at least two possi-
ble semantic answer if a proposition is to exclude one possi-
ble semantic answer and be compatible with at least one.

It can further be noticed that though in general not every
partial answer is a complete one at the same time, this does
hold for partial answers to yes/no-questions, since these
have only two possible semantic answers. Though yes/no-quest-
ions are thus not open to really partial answers, they do
allow for another kind of non-complete answers, referred to
in GSS 1984a section 7 as 'indirect' answers.

70. This notion of the partial answer ,to a question givenby a
proposition which gives a partial answer to it, was lacking
in G&S 1984a. It proves to be quite handy in a definition of
notions of true answers, as Theo Janssen predicted.

71. This remarkable fact was given due attention in G&S 1984a
setion 5. See also section 4.2. below, especially the pair
of examples (18)and (19).

72. Problematic cases are terms such as no man, at most n men,
John or (John and Mary). On their standard treatment, which
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does not take plurality into account, these terms come out
as definite terms under definition (10) . This is. wrong, but
does not mark a defect of the definition, but is due to the
shortcomings of the standard way of treating terms. This is
borne out by the fact that, once semantic plurality is taken
into account, these terms indeed do come out. as being indefi-
nite. As we saw in section 3.1.3., a term such as John or
(John and Mary) will then no longer correspond to a set of
sets of individuals, having the set {John, Mary} as its
unique smallest element (as the standard treatment has i t ) ,
but rather will be treated as a set of sets of groups,
having two smallest elements, the set {[John]} and the set
{[John,Mary]}.

73. There is no need for a similar notion of semi-exhaustiveness.
According to definition (8) of exhaustiveness, if a term
is exhaustive, it remains so if it is extended with a non-
restrictive relative clause.

74. I:t need not be a surprise that exhaustiveness is involved in
all four notions of answerhood which are dealt with here. In
this paper we only discuss mention-all questions and their
answers, which are inherently exhaustive. We feel justified
in restricting ourselves this way, since we believe exhaustive
questions to be basic and mention-some questions largely to
be a pragmatic phenomenon. (This latter view we defend with
a little more doubt. See G&S 1984b for an extensive discussion
of the matter.) It can be noticed, however, that if one drops
the property of exhaustiveness in our statements (12), (17),
(22) and (23) , we do arrive at precisley the corresponding
facts concerning connections between properties of terms and
mention-some notions of answerhood. To give just one example,
a rigid and definite tcrir. will give rise to a semantic mentinn-
some answer to a question.
Taking both mention-all and mention-some answers into account
shows most clearly that the essential property of terms that
is involved in guaranteeing semantic answerhood is that of
rigidity. It is the one and only property that pops up in
any connection between properties of terms and notions of
answerhood.

75. Thus in a Court Room examination the interrogator and the
witness share a lot of information, information which is
often sufficient to guarantee the communicative succes of
what are semantically indefinite answers. So, if the D.Ao
asks "And who agreed to buy the jewellery you were to steal?",
an answer such as "Well, you know, the guy we talked about
last time", or "The same man who always fences for me", will
not do, even though the D.A. may know perfectly well who the
individual that is meant, is, and thus indeed has his question
answered. Instead, he will proceed to elicit a semantic
identification, saying e.g. "You mean mr. So-and-so?".

This is perfectly understandable if we realize what is
going on in this particular type of question-answering. The
D.A. is not asking questions as a private person, with ail
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the information he has as a private person, but he is asking
them on behalf of, as if he were, the entire community. (A
criminal trial, in many countries, is a case of the State,
or the Crown, or the People versus the accused.) So the
answers are directed to the community, and not to the D.A.
personally. This means that they should be satisfactory for
the members of the community, and hence.that they may assume
only as much information as being available as every member
of the community is assumed to have. Clearly , semantically
rigid answers fulfill this requirement best. (Of course,
what is semantically rigid, or what is assumed ./to be for
ideological reasons, may differ from society to society, or
from one social context to another, What is said here, should,
therefore, be taken as a description of ageneral mechanism, not
an actual situation.)

Quiz-situations, too, provide excellent examples of situ-
ations in which a semantically rigid answer is called for,
even in case the respondent is able to come up with an answer
that is complete and true, given the information available,
but that is not semantically rigid. Thus, a true description
will never be accepted as an answer to a 'Who won the such-
and-such then-and-then'-question. Only a name will do. The
explanation for this is not the same as for the Court Room
case. Here, it seems that quiz-question do not ask for infor-
mation at all (they do not really test the knowledge of the
candidate). If one candidate is able to come up with the
right name, although he evidently has absolutely no idea as
to who the referent of the name is, and another candidate
knows just about everything there is to know, except the one
thing that is needed in that situation, the name, then still
the answer the first candidate gives will be accepted as the
'right' answer, and the answer of the second will not (though
scrüeLXÏÜÖS Liiè CjuJ-Z—masteir will be sympathetic sn« count it
as if it were a good answer). See also G&S 1982b for
some other remarks.

76. The special role of standard answers in ordinary communica-
tive situations, or rather the comparative notion of one
answer being more standard than another, is discussed in some
more detail in sections 8 and 9 of G&S 1984a, and in appendix
2 of the present paper.

77. An information set Jx j_ 51 , represents the information of a
speech participant x at an index i. In the text the subscripts
x and i are suppressed. The indices j Ej are the indices com-
patible with the information x has at i. Each j £J could be
the actual index as far as the information of x goes. So, the
more information x has, the smaller J will be. The require-
ment that J be non-empty is the rquirement that the informa-
tion of x be consistent. It is the only requirement that is
being imposed on information sets here (since it is the only
one we need for our present purposes). Many more could, and
should be made to obtain a notion that is overall satisfac-
tory. Also, it should be noted that we do not require that
i be an element of Jx i. This would require the information to
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be completely true. So, if we talk about information, we talk
about belief, and not. about knowledge. In G&S 1984 both
belief sets (doxastic. sets) and knowledge, sets (epistemic
sets) are taken into consideration.

We only consider information x has about/at the actual
index, and we only consider factual information, i.e.
information about the world as such, and not information
about the information of other speech participants. For our
present purposes incorporating such aspects would only
complicate matters unnecessarily. Linguistic information,
i.e. information about the meanings of expressions of the
language is assumed to be fully incorporated in any informa-
tion set. A speech participant may be in doubt about the
facts, but not about the meanings. Within the present frame-
work it is a consequence of this assumption that if an inten-
sion is a constant function, i.e. in case we are dealing
with a rigid designator, a speech participant cannot fail to
know the denotation of such an expression. This unfortunate
property of the framework can be dealt with (see note 33,
and some of the notes yet to follow), but we will not do so
here, since it would only introduce unnecessary complica-
tions. For other relevant issues, see G&S 1981, and Landman
(1984) .

78. Clearly, I/Q and J/Q are related to each other. In particular,
the partition Q makes on I is preserved in J:
VX £ J/Q3Y £ I/Q: X c ï . See also G&A 1984a, section3.

79. This is not a straightforward paraphrase of defintion (25),
but it is completely in accordance with it. The paraphrase
is stated in terms of adding a proposition to an information
set, i.e. in terms of updating J with new information. This
is, of course, a quite natural way of looking at what happens
when a proposition is offered as an answer. In G&S 1984a
the various pragmatic notions of answerhood are defined
using this notion. For our present purposes it is more econo-
mic to define answerhood without introducing the notion of
update.

Notice that we do not need to require that P(1J f 0,
since P fl J e J/Q guarantees this. Since 3 f 0, 0£J/Q.

80. There is one exception to this. According to the semantic
definitions, a proposition can be or give an answer to the
tautologous question. If we take J equal to I, the pragmatic
definitions do not cover this exceptional case, since all
these definitions have as precondition that Q be a question
in J. For no set J £ I will the tautologous question be a
question in J.

81. This peculiar fact is given due attention in G&S 1984a,
section 5. We will meet an example in section 4.4 below,
example (38).
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82. In appendix 2 we will also meet the more direct pragmatic
analogue of the notion of the semantic answer to Q given by
P. This notion is that of the pragmatic answer to Q given
by P in J, defined as U{P' I P' £ J/Q & P'nPPIJ f 01. This
notion will prove to be convenient in making a comparative
evaluation of pragmatic answers.

83. In appendix 1 we will show that the notions of pragmatic
rigidness and pragmatic definiteness can also be used to
define the pragmatic distinction between the specific and
the non-specific use of terms, as it was discussed in
G&S 1981.

84. The fact that your father contains an indexical does not
really matter in this example.

85. This example was discussed in section 6.3. of G&S 1982. At
the time we thought that in order to be able to cope with
answers such as the one in (38), one would need a refinement
of one's semantics. We found such examples of answers to be
problematic cases for a semantics of interrogatives based on
the semantics of wh-complements we had developed in that
paper. The mistake we made there, was to think that answer-
hood is an overall semantic notion. The example poses no
problem at all as soon it is acknowledged that answerhood
is first and foremost a pragmatic notion.

86. The notion of pragmatic rigidness of definite description is
related to what is referred to as their referential (in
distinction of their attributive) use. See appendix 1.

R7 This is trve onlw if there is ^ust one ^l^erl^7 laHv ŵar-irtrT
glasses among the staff. But even in case there are more than
one, the answer in (40) could be a complete answer. This would
happen in case there is only one such lady in the shoe-
department, even though there are others in other departments
to which the description the customer uses applies as well.
In this case the fact that a complete answer results, not
only depends on the pragmatic interpretation of the term as
such, but also on the pragmatic interpretation of the inter-
rogative. It asks for an identification of a person who ser-
ved the customer when he bought boots, so only persons who
are working in the shoe-department are possible candidates.
(Cf. with what is said in appendix 1 about the specific use
of indefinite descriptions. There too both pragmatic proper-
ties of the term and the context of the sentence in which
it occurs, are relevant.)

88. This fact is intimately related to what is said in appendix 1
about the specific use of terms.

89. A definite description might even give rise to a better answer
than a proper name. This will happen in case- the questioner
does know who the referent of the description is, but not who
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the referent of the proper name is. However, since we assume
here that proper names are rigid designators such a situation
cannot occur in the framework we use. If a name is a rigid
designator it belongs to the linguistic knowledge of all
speech participants to know its referent.

Even within possible world semantics there are various
ways to do things better, without giving up completely the
rigid designator view of proper names, which, after all,
seems quite firmly established. One way to do this, which
uses rather orthodox means, is to add a non-universal acces-
sibility relation to the model. One can then introduce a
more restricted notion of being a rigid designator, e.g.
defining a to be rigid iff for i and jthat are related by
this relation it holds that the denotation of a in i is the
same as in j . Without further changes it then becomes possi-
ble not to know who the referent of a rigid designator is,
even when one does know (does have the linguistic knowledge)
that it is a rigid designator.(See also G&S 1982b
for a more extensive discussion and a different kind of
perspective on this issue.)

90. Contrary to what is suggested in Scha (1983, page 15, refer-
ring to G&S 1982), our theory of answerhood in no way depends
on the availability of semantically rigid answers at all. If
a language lacks rigid designators, or if they are lacking
for particular domains of discourse (which is more than
likely, see also G&S 1982b. . ) , this only means that
it is more difficult, in some cases perhaps impossible, to
formulate an answer linguistically, in words, that gives
a semantic answer (but there are other means too, of course).
This in no way denies that semantic answerhood exists as a
semantic relation, i.e. as a relation between model theoretic
entities. Cur pragmatic theory explains why even for such a
language, or for such domains of discourse, effective question-
answering is possible. Semantic answers function as a kind
of 'norm', so to speak, as an ideal one strives for in answer-
ing situations, but nothing dramatically happens if this ideal
can't be reached. More in particular, it does not mean that
effective and complete communication cannot be achieved. (See
also sections 8 and 9 of G&S 1984a, and appendix 2 of this
paper, for a further explanation of the normative role of
standard semantic answers.)

91. Our formulation here, and elsewhere in this section, might
suggest that we believe that there is a sharp dividing line
between factual and linguistic information. This we certain-
ly do not believe. Although we do not make this explicit in
the text, we use the notion 'factual information' in a kind
of technical sense, and the same holds for its counterpart
•linguistic information'. As tebhnical notions,.they only
make sense relative to some model, or some class of models.
By linguistic knowledqe we mean all information that is
build into the model, or is' expressed in restrictions that
are laid down in meaning postulates and the like. What is
true throughout the model, or class of models, will be true
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in any information set, given the way we construct them here.
Such truths constitute the linguistic knowledge, in the •.;
technical sense, with respect to that (class of) model(s).
All truths in an information set over and above these analy-
tical truths, constitute factual information, again in the
technical sense.

So, within a certain model, or class of models, there is
a sharp division between linguistic truth and. factual truth,
but it should be borne in mind that there are only few
a priori reasons which force a decision as to what kind of
information one should build into the model and what not.
In that sense, we believe, there is no sharp division
between linguistic and factual information. (This line of
thinking seems to agree with that of Johnson-Laird (1982)
and Partee (1982).)

92. Partial pragmatic answers to yes/no-questions are not possi-
ble according to our definitions (see also note 69). In
case the questioner has neither the information that Mary
comes, nor the information that she does not come, and at
the same time does not consider it impossible that my coming
to the party depends on Mary's coming, the answer constitutes
what we call an 'indirect' answer. Such an answer does not
give a definite yes or a definite no, but it helps the
questioner in this sense that it gives him a 'new' way of
getting answers via the answer to another question. Given
the answer If Mary comes, in the situation just sketched,
he may get an answer to his original question through an
answer to the question whether Mary is coming. For further
discussion of indirect answers, see G&S 1984a, section 7.

93. This holds for the exhaustiveness of. answers to constituent
interrcgitives more clearly than it does, for the exhaustive-
ness of answers to sentential interrogatives. As for the
latter, they do not, at least not in any intuitive sense
of the word, ask for a specification of, a list of, items.
Still, as we have seen in section 3.3.3 and section 4.5,
exhaustiveness is all important in the latter case; as well.
This casts some doubt on the reliability of the intuition
that exhaustiveness is a pragmatic phenomenon.

94. See also the discussion in note 61 about the impossibility of
giving a purely pragmatic account of the fact the natural
language disjunctions are sometimes interpreted as exclusive
disjunctions.

95. In Grice (1975) the Maxim of Manner contains the submaxim
"Avoid ambiguity". This should not, of course, be taken to
say that one may only use sentences which are completely semanti-
cally unambiguous. For such sentences hardly exist, and those
that do, are almost always very complicated and prolific
structures. Rather, we think we must take this submaxim to
require something less stringent, and the observation made
in the text may help to explain why this requirement may
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be less stringent than it looks at first sight. Also it may
be of some help to account for existence-presuppositions of
negative sentences containing definite descriptions.

96. The pragmatic distinction between specific and non-specific
use, as it is discussed and defined in G&S 19,81, is intimate-
ly related to the distinction between speaker.'s reference
and semantic reference, as it is drawn by Kripke in Kripke
(1979).

97. See Donnellan (1966), and the discussion in Kripke (1979).

98. In G&S 1984a a less general fact was stated, viz. (24)
restricted to epistemic sets. As we see here, this restrict-
ion is not necesssary. The only restriction that is made is
that P. and P_ are compatible in J.
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1. Introduction

In the literature there has been some discussion of certain

types of interrogative sentences which (seem to) allow for

more than one complete and true semantic answer. This paper

will be concerned mainly with the issue whether such interrog-

atives can be accommodated in keeping with the principles

underlying the theory of interrogatives and answers we develop-

ed in earlier papers.

The main features of our approach such as are relevant to

the contents of this paper, can be summarized as follows. An

interrogative sentence denotes a proposition, and its denot-

ation at a certain index is the proposition that an indicative

sentence should express if it is to constitute a complete and

true seirantic answer to that interrogative at that index.

The denotation of an interrogative being a proposition, its

sense (meaning) is a propositional concept , a relation between

indices. The relation expressed by an interrogative is an equi-

valence relation, and is called a question.

Syntactically, interrogatives are derived from n-place

abstracts, which express n-place relations. The corresponding

semantic operation turns such a relation into a proposition,

being the equivalence class of indices at which the extension

of this relation is the same as at the actual index.

An n-place abstract is derived from an (n-1)-place one by

introducing a wh-phrase. Semantically, this operation is

restricted X-abstraction.

All characteristic linguistic answers, both constituent

(short) and sentential (long) ones, express propositions. Syn-

tactically, they are derived from the abstract underlying the

interrogative and a constituent. The corresponding semantic

443
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operation consists in giving the constituent an exhaustive

interpretation and then forming a proposition from, it and the

relation expressed by the abstract.

Semantic notions of answerhood are defined as relations

between propositions, expressed by answers, and questions, ex-

pressed by interrogatives. Analogous pragmatic notions are

obtained by relativizing to information sets.

In principle, wh-complements are given the same semantic

interpretation as the corresponding interrogatives. Being

proposition denoting expressions, they are taken to belong to

the same major syntactic category as other types of comple-

ments .

Complement embedding verbs are distinguished in extensional

ones, such as know, which operate on the proposition denoted

by a complement, and intensional ones, such as wonder, which

take the sense of a complement as argument.

To the theory of interrogatives and answers characterized

by these features, we will refer as the core theory. The

central concept in this theory is that of a question. As we

saw above, a question is a function that assigns to every index

a unique proposition, which is the cdmplete and true semantic

answer at that index. In view of this characteristic, one might

wonder whether the core theory is able to deal with interrog-

atives which allow for more than one such answer.

As the term 'core theory' indicates, it is our opinion that

this theory can be extended in a natural and elegant way to

cope with these interrogatives, without giving up any of its

basic features. More in particular, the notion of a question

will be seen to be the central important notion for the analysis

of such interrogatives as well.

In section 2, we will discuss, rather extensively but inform-

ally, the various phenomena to be accounted for. We distinguish

three kinds of readings, pair-list readings, choice readings,and

mention-some interpretations. It is argued that the first two

are two sides of one coin, and hence are to be accounted for

uniformly. Mention-some interpretations are a different phenom-

enon, the status of which, semantic or pragmatic, remains a
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matter of dispute. It is also argued that pair-list readings

and choice readings of interrogatives are closely connected

with conjunction and disjunction of interrogatives.

Section 3, therefore, starts out with discussing general

rules of coordination, and of quantification and entailment.

In terms of these, various propositional theories of interrog-

atives, among these the theory of Karttunen, the core theory,

and the theory of Bennett and Belnap, are confronted with the

data. The conclusion of this discussion is that neither of

these theories accounts for all the facts observed in section

2, and that those of Karttunen, and of Bennett and Belnap do

not allow for standard rules of coordination, entailir.ent and

quantification.

The core theory does, and it is argued in section 4 that a

simple extension of it will account for the phenomena under

discussion in an elegant way. The extension that is needed,

which involves lifting interrogatives to a higher level of

analysis, is just another instance of a general strategy

employed in Montague grammar for dealing with coordination.

Section 5 is devoted to a discussion of mention-some

interrogatives. The pros and cons of a semantic and of a prag-

matic approach are <5i sr-nssed. and the semantic treatment with-

in the extended version of the core theory is worked out in

detail.

The final section is devoted to a short outline of the

principles underlying a more flexible approach to Montague

grammar. The extended core theory which is developed in this

paper within standard Montague grammar, fits in neatly with

this more flexible approach as it is currently being discussed.



2. Some phenomena

2.1. Pair- l ist readings of interrogatives

Among the three kinds of phenomena we wil l discuss in this

paper, so-called 'pair-l ist' readings of interrogatives are

perhaps the ones which are best understood. A standard exam-

ple of an interrogative which has such a reading is (1 ) :

(1) Which student was recommended by each professor?

Interrogative (1) is general ly acknowledged to be ambiguous.

It can express (at least) two different quest ions, which more-

over are of a di f ferent kind. On one reading (1) asks for an

answer such as ( 2 ) , on the other for an answer such as (3 ) :

(2) (a) John.

(b) John was recommended by each professor.

(3)(a) Professor Jones, Bi l l ; professor Wi l l iams, Mary;

and professor Peters , John,

(b) Professor Jones recommended B i l l , professor Wil l iams

recommended Mary, and professor Peters recommended

John.

The difference between these two readings of (1) wil l need no

further clar i f icat ion. Intuit ively, the source of the ambi-

guity is the relative scope of the wh-phrase which student

and the term each professor. On the first reading, the one

which calls for such answers as ( 2 ) , the wh-phrase has wider

scope, whereas on the second reading, on which answers of the

type of (3) are el ic i ted, it is the term each professor which

446
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has widest scope.

It is important to observe that on its second reading,

judged from the way in which it is answered, the interroga-

tive (1) seems to behave like a two-constituent interrogative,

even though it contains only one wh-phrase. Answers like (3)

give a list of pairs of individuals. They specify the exten-

sion of a relat ion, rather than the extension of a property

(as do answers such as (2) ) . So, it seems that the inter-

rogative (1) on its second reading is equivalent to the

explicit ly two-consti tuent interrogative (4 ) :

(4) Which professor recommended which student?

This ambiguity of interrogatives such as (1) is also exhibited

by sentences in which the corresponding wh-complements occur

eirbedded under verbs such as know or wonder. Consider (5) and

(6) :

(5) John knows which student was recommended by each

professor

(6) John wonders which student was recommended by each

In fact, whereas the interrogative (1) is two ways ambiguous,

sentences (5) and (6) have three dist inct readings.

The first reading of (5) is the one on which John knows an

answer like (2) to the quest ion expressed by the corresponding,

first reading of (1 ) . In other words , on this reading, (5) says

that John knows which student is such that he or she was recom-

mended by each and every professor. I.e. John knows what the

extension of the property of having been recommended by every

professor i s .

Similarly, (6) on its first reading means that John wants

to know an answer like (2) to the quest ion expressed by (1) on

its first reading, implying that John doesn't know that answer

ye t . I.e. (6) on its first reading implies the negation of (5)

on its f irst reading.
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The second reading of (5) is the one on which it expresses

that John knows an answer like (3) to (1) on its second, i.e.

its pair- l ist reading. Or , equivalently, that John knows the

answer to the two-constituent interrogative (4 ) . And (6) on

its second reading means that John wants to know an answer to

the question expressed by (1) on its second, its pair-l ist

reading. Again, (6) on its second reading implies the negation

of (5) on its second reading.

Besides these two readings, which stem from the ambiguity

of (1 ) , (5) and (6) have a third reading. Let us start with

(6) this t ime. On its third reading it says that for each

professor it holds that John wants to know which student was

recoiunended by h im or her . On this reading, (6) implies (7) ,

whereas on its second reading it implies (8 ) :

(7) For no professor, John knows which student he or she

recommended

(8) Not for all professors, John knows which student he or

she recommended

The dif ference is again one of scope. In sentence (6) there

are three scope bearing elements: the wh-phrase which student,

the term each professor, and the intensional verb wonder . On

the first two readings of (6) , the wh-phrase and the term are

both inside the scope of wonder . These two readings are analog-

ous to the two readings of the corresponding interrogative (1 ) .

On the third reading, the term each professor has w ide scope

over both the wh-phrase and the verb wonder .

Let us now consider sentence (5) . For this sentence, too,

three different readings can be distinguished. However, in

this case, the facts that can be observed are slightly differ-

ent . On its third reading, (5) states that for every individual

which in fact is a professor, John knows which student was re-

commended by that individual. As such, this is not sufficient

to guarantee that John knows the answer to (1) on its pair- l ist

reading, which is required for (5) to be true on its second

reading. To know the answer to (1) on its pair- l ist reading
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is the same as knowing the answer to (4). It is to know the

extension of the recommend-relation restricted to professors

and students respectively. So, (5) on this reading is equiva-

lent to (9) :

(9) John knows which professor recommended which student

As we have argued elsewhere, this involves a certain amount

of de dicto knowledge, of the professors involved, (9), and

hence (5) on its pair-list reading, requires that John is

aware of them being professors. The third reading of (5)

differs from the pair-list one exactly is this respect. In

this case the restriction to professors is made from outside

so to speak. On this reading, the term every professor has

wide scope over know, and in this case (5) is true iff John

knows of every individual that actually is a professor which

student that individual recommended. Unlike in the previous

reading, there is no implication concerning any de dicto

knowledge regarding who the professors are.

So, both (5) and (6) have three different readings, defina-

ble in terms of the relative scope of the term every professor.

There is a difference however, which has to do with lexical

semantic aspects of meaning of the verbs know and wonder. It

can be observed that if we replace the term every professor

in (5) by a rigid term, such as John and Mary, or everyone

(assuming the latter to range over all of one, fixed domain),

the third reading and the second one coincide. In (6) , however,

the difference remains, we still have two dif ferenfe.'.zmpiixtâ  *. •

tions, viz. (10) and (11):

(10) For no-one, John knows which student he or she

recomiranended

(11) Not of everyone, John knows which student he or she

recommended

The difference between the second and the third reading of

(5) depends essentially on the fact that knowledge of who
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the professors are, is a contingent matter. For rigid terms

this is different. Assuming the classical semantics of propo-

sitional attitudes, their extension is known to everyone.

2.2. Choice-readings of interrogatives

Let us now turn to the second kind of phenomenon we want to

discuss. The core theory described in section 1 seems to face

a potential problem. It seems to commit what Belnap has called

'The Unique Answer Fallacy'. The theory appears to presup-

pose that any interrogative has a unique complete and true

semantic answer at a given index. As is convincingly argued

for by Bennett and Belnap, some interrogatives have a reading

on which they do allow for more than one complete and true
o

semantic answer. A simple example of such an interrogative

is (12):

(12) Whom does John or Mary love?

The interrogative (12) is ambiguous. First of all, it has a

reading on which it asks for a specification of the individu-

als loved by either John, or Mary, or both. The question

which is expressed by (12) on this reading has a unique true

and complete semantic answer. At an index at which the indi-

vidual that John loves is Suzy, and the individuals that Mary

loves are Suzy and Bill, this unique answer is expressed by

(13):

(13)(a) Suzy and Bill.

(b) Suzy and Bill (are the ones that) are loved by

John or Mary.

On its second reading (12) asks either to specify the indivi-

duals loved by John, or to specify the individuals loved by

Mary. On this reading (12) allows for (at least) two different

complete and true semantic answers. In the situation just
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described, each of the answers (14) and (15) will count as

a complete and true semantic answer to (12) on this reading:

(14)(a) John, Suzy.

(b) John loves Suzy.

(15)(a) Mary, Suzy and Bill.

(b) Mary loves Suzy and Bill.

The expressions in (14) answer the question whom John loves,

those in (15) the question whom Mary loves. It seems that on

this reading (12) does not correspond to a single question,

but rather poses more than one question at the same time,

and leaves the addressee the choice which one he wants to

answer. One might say that on this reading (12) can be re-

phrased as the disjunction of interrogatives (16):

(16) Whom does John love? Or, whom does Mary love?

Such a disjunction is answered by answering (at least) one of

its disjuncts. This reading of (12) we call its 'choice-

reading'. On a choice-reading, an interrogative does not ex-

press a single question, but is associated with several diffe-

rent questions. Hence, it would be more appropriate to say of

a theory that does not account for these facts that it commits

'the unique question fallacy', rather than The Unique Answer

Fallacy, as Belnap does. Both terminologies express a view

on the matter in which the existence of interrogatives with

more than one complete and true semantic answer is taken into

consideration. But, as will become more clear later on, the

two views are by no means mere terminological variants.

Choice-readings of interrogatives are intimately related to

pair-list readings, which were discussed in the previous

section. Compare (12) with (17):

(17) Whom do John and Mary love?

Like (12), and like (1) in section 2.1, (17) is ambiguous.
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First of all, it may be taken as asking for a specification

of the individuals which John and Mary both love. In the situ-

ation described above, in which John loves Suzy, and Mary

loves Suzy and Bill, the unique true and complete answer to

(17) on this first reading is (18):

(18)(a) Suzy.

(b) Suzy is (the one who is) loved by John and Mary.

On its second reading, (17) asks both to specify the indivi-

duals that John loves, and to specify the individuals that

Mary loves. So, in our sample situation, (17) on this reading

has (19) as its unique true and complete semantic answer:

(19)(a) John, Suzy; and Mary, Suzy and Bill.

(b) John loves Suzy, and Mary loves Suzy and Bill.

One might say that (17) corresponds to the conjunction of

interrogatives (20):

(20) Whom does John love? And, whom does Mary love?

Such a conjunction is to be answered, of course, by answering

both conjuncts.

It will be clear that on the last reading, (17) is yet

another example of an interrogative on a pairrlist reading.

As was the case with the standard example (1), the two read-

ings of (17) are the result of the interaction of the scopes

of a wh-phrase, in this case whom, and a term, in this case

John and Mary. And, notice also that, as was the case with

(1) on its pair-list reading, (17) on this reading is charac-

teristically answered by specifying the extension of a relation,

and not that of a property. The answers in (19) give a list

of pairs, and doing so they specify the extension of the love-

relation restricted for its first argument to John and Mary.

So, interrogatives like (17), on the reading under discussion,

are like multiple constituent interrogatives, although they
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contain just one wh-phrase. The same fact was observed above

with respect to example (1).

Let us now return to the phenomenon of choice-readings.

Although this reading of interrogatives has the distinctive

feature of associating more than one queston with an inter-

rogative, it shares the two important characteristics of pair-

list readings just mentioned. First of all, for a choice-

reading too,it holds, at first sight, that it is the result

of giving the term in the interrogative wide scope over the

wh-phrase that occurs in it. So, the choice-reading of (12)

results if we give the term John or Mary wide scope over

whom, just as the pair-list reading of (17) is the result of

giving the term John and Mary wide scope. And secondly, on

its choice-reading, (12) behaves like a multiple (two-)consti-

tuent interrogative, judged from the way in which it is ans-

wered on that reading, viz. by answers such as (14) and (15).

These answers too specify the extension of the love-relation,

restricted in its first argument either to John or to Mary,

by giving a list of pairs. And this holds for pair-list

readings too, as we saw above.

The same observations can be made with regard to choice-

readings of interrogatives which contain an existentially

quantified term, rather than a disjunctive one. Consider (21):

(21) What did two of John's friends give him for Christmas?

Of course, (21) has the reading on which it can be answered

by such answers as (22):

(22) A watch.

The answer (22) to (21) on this reading expresses that a watch

was given to John by two of his friends, together, or by each

one of them. This reading corresponds to the first reading of

the other examples we discussed, and it is the one in which

the wh-phrase has widest scope. 9

The reading we are primarily interested in here, is the one
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in which the term two of John's friends has widest scope. In

that case we get the choice-reading, on which (21) asks

to specify for two of John's friends what each of them gave

him for Christmas. The hearer is left the choice for which

two he wants to answer. So,answers like (23) are in order as

answers to (21) on this reading:

(23)(a) Bill, a watch and a ball; Peter, a book and a pen.

(b) Bill gave him a watch and a ball, and Peter gave

him a book and a pen.

And, if Fred is a friend of John's as well, answers similar

to (23) but specifying the gifts of Bill and Fred, or those

of Peter and Fred, count as complete answers too. Again, it

seems rather clear that on its choice-reading (21) is like a

two-constituent interrogative in that it asks for specifica-

tions of pairs of individuals.

From the discussion of these examples, and others can easi-

ly be found,1 it seems save to conclude that the phenomenon

of pair-list readings and that of choice-readings have one

and the same source: a term having wide scope over a wh-phrase.

Depending on the nature of the term then. its having wide

scope results either in a pair-list reading, on which the

interrogative can be taken to express just one question and

consequently has a unique complete and true semantic answer,

or in a choice-reading, in which case the interrogative is

associated with more than one question and hence has more

than one complete and true semantic answer.

Although some terms give rise to pair-list readings, and

others to choice-readings, not all terms give rise to either

one of these two. Consider the following examples:

(24) Which student was recommended by no professor?

(25) What did at most one of John's friends give him for

Christmas?

These interrogatives do not allow for either a pair-list or
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a choice-reading, since the terms no professor and at most one

of John's friends cannot be interpreted as having wide scope

over the respective wh-phrases. The intuitive reason for this

is quite clear. If one were to take them to have wide scope,

a reading would result on which the interrogative could be

answered by saying nothing at all, i.e. by answering no

question. The semantic characteristic of terms for which this

holds is that they are monotone decreasing terms. Extensio-

nally, such terms always contain the empty set as one of

their elements. In fact, it seems that only monotone increas-

ing terms can be interpreted as having wide scope over a

wh-phrase in an interrogative. Within this class of terms,

those which always have a unique, not necessarily empty,

smallest element induce a pair-list reading which ranges over

the elements of this unique element. And the terms which give

rise to choice-readings are those which always have more than

one, non-empty smallest element, the choice ranging over

these smallest elements.

In view of the structural resemblances between pair-list

readings and choice-readings, it is to be expected that the

phenomena observed in the previous section with respect to

embeddings of the corresponding wh-complements under

various kinds of verbs, carry over. Consider sentence (26),

in which the complement corresponding to (12) is embedded

under the verb wonder:

(26) Bill wonders whom John or Mary loves

As was the case with (5), discussed in the previous section,

(26) is three-fold ambiguous. First of all, there is the

reading on which (26) claims that Bill wants to know the

answer to the question which individuals are loved by John,

or by Mary, or by both. The second reading expresses that

Bill wants either for John to know whom he loves, or for

Mary to know whom she loves, (or for both). So, on this

reading (26) says that Bill wants an answer to at least one

of the two questions whom John loves, and whom Mary loves.
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Besides these two readings, there is a third one, which says

that either for John, Bill wants to know whom he loves, or

for Mary, Bill wants to know whom she loves. Assuming that

to wonder implies to not know, these last two readings can be

seen to differ in that the second implies (27), and the third

implies (28):

(27) Bill does not know whom John loves and Bill does not

know whom Mary loves

(28) Bill does not know whom John loves or Bill does not

know whom Mary loves

Again, the differences appear to be a matter of scope. The

first reading is the one in which the disjunctive term is

inside the scope of the wh-phrase. The second one is the re-

sult of the term having wide scope over the wh-phrase. And

the third reading occurs if the term has wide scope over the

sentence as a whole.

The second and the third reading of (26) are parallel to

the de dicto and the de re reading of a sentence like (29):

(79) Rill spets John or Mary

On its de dicto reading, (29) claims that Bill will stop

searching both in case he has found John and in case he has

found Mary. On its de re reading, (29) expresses doubt as to

whom Bill actually seeks. It is either John, in which case

finding Mary will not satisfy Bill, or it is Mary, and then

finding John is of no help.11 Assuming that seeking implies

not yet having found, these two readings differ in that they

imply (30) and (31) respectively:

(30) Bill has not yet found John and Bill has not yet

found Mary

(31) Bill has not yet found John or Bill has not yet

found Mary
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The ambiguity of (29) disappears if we replace the intension-

al seek by the extensional find. And in fact, if we replace

the intensional wonder by the extensional know in (26) , the

second and the third reading coincide as well, as (32) shows:

(32) Bill knows whom John or Mary loves

But this happens only in virtue of the fact that John or Mary

is a rigid term. If we replace it by the non-rigid term two

girls, the two readings do not coincide. For its second, its

choice-reading, John then has to know de dicto of two girls

whom each of them loves. And for its wide scope reading, John

needs to know this de re of two individuals which are girls.

Let us sum up our findings of this and the previous section.

Pair-list readings and choice-readings exist as distinct read-

ings . On its choice reading an interrogative is associated

with more than one question, and, for that reason, has more

than one complete and true semantic answer. Pair-list readings

and choice-readings are related phenomena. Both are a matter

of scope, and induce an n+1-constituent interpretation of what

superficially is an n-constituent interrogative. Both readings
_3 j _ T _̂ 1 JJJ T X, .L. „ „ „ -.„T«

cide with wide scope readings, depending on the meaning of the

verb and the term. And finally we have seen that whether a

pair-list reading or a choice reading results when we assign

a term wide scope with respect to a wh-phrase, depends on the

semantic properties of the term.

2.3. Mention-some interpretations of interrogatives

Choice readings of interrogatives are not the only case of

interpretations of interrogatives on which they have more

than one semantic answer. The other case is what is often

called the 'mention-some' interpretation of interrogatives.

Our stock example of this interpretation involves the inter-

rogative (33) :
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(33) Where do they sell Italian newspapers in Amsterdam?

The mention-some interpretation of (33) is assigned to it

for example when it is asked by an Italian tourist who wants

to buy a paper because he is curious as to how things are

going in his country. If he addresses someone on the streets

of Amsterdam, and asks (33) , he thereby invites the addressee

to mention some place in Amsterdam where Italian newspapers

are sold, preferably one that is not too far away, and not

too difficult to find.

Though this is perhaps the interpretation of (33) that

comes to mind first, it is by no means the only possible one.

It is not too difficult to think of a context in which the

intended interpretation of (33) is a mention-all interpreta-

tion. For example, one can imagine someone who is interested

in setting up a distribution network for foreign newspapers

in Amsterdam. First she has to explore the market. If in such

a context (33) is used, the informant is invited to mention

all places in Amsterdam where Italian newspapers are sold.

Other examples of interrogatives that naturally allow for

a mention-some interpretation are (34) and (35):

(34) Who has got a light?

(35) Where can I find a pen?

On their mention-some interpretation (33), (34) and (35) allow

for several different semantic answers, whereas on their

mention-all reading they have a unique complete and true

semantic answer.

We deliberately avoid to speak of the mention-some reading

of interrogatives, but prefer to use the more vague termino-

logy of the mention-some interpretation. If we say of an

expression that it has different readings, we mean by that

that it is associated with different semantic objects (such

as propositions in the case of indicative sentences, and

questions in the case of interrogative sentences). If we speak

without qualification of different interpretations, we mean
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to leave open the possibility that what is involved is not

a semantic ambiguity, but rather a purely pragmatic multi-

interpretability.14

For similar reasons we avoided saying above that on its

mention-some interpretation an interrogative has more than

one complete and true semantic answer. It has more than one

semantic answer, that is certain, but whether these all can

be counted as complete and true answers, rather than merely

partial ones, we want to leave as an open question for the

moment. If they are to be counted as such, then the mention-

some interpretation is indeed a semantic reading. But as we

shall see, we believe that there are good reasons to doubt

whether this is the case.

Be this as it may, the fact that both mention-some inter-

pretations and choice-readings of interrogatives allow for

more than one answer, should not lead one to believe that the

two phenomena are basically the same. Even if the mention-

some interpretation is a distinct semantic reading, it most

certainly is not the same as the choice-reading. Various

arguments show this quite clearly.1

First of all, it should be noted that (33) on its mention-

some interpretation is answered in the same way as all one-

constituent interrogatives are, viz. by such answers as in

(36), which simply give the name of a place that has the

property that Italian newspapers are sold there:

(36)(a) At the Central Railway Station.

(b) At the Central Railway Station they sell Italian

newspapers.

In this respect, mention-some interpretations differ from

choice-readings, which, as we saw above, are typically answered

by the listing of a set of pairs, i.e. in the same way as

multiple constituent interrogatives.

Secondly, though the examples (33)-(35) contain all exist-

entially quantified terms, there are also interrogatives con-

taining universally quantified terms and negative terms which
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also have a mention-some interpretation. Examples are (37)

and (38):

(37) Where do they have all books written by Nooteboom

in stock?

(38) On which route to Rotterdam is there likely to be

no police-controle?

Depending on the context, (37) may be given a mention-all

interpretation, on which it asks for an exhaustive listing

of all decent bookshops, or it may be given a mention-some

interpretation, for example if I just want to buy all of

Nooteboom's books at the same time, in one bookstore. Like-

wise, (38) in some context may have a mention-all interpre-

tation. Or, and this is perhaps the interpretation that comes

most readily to mind, it may be assigned a mention-some inter-

pretation, for example if I want to go home 'safely' after a

delirious party. It should be noted that neither (37), nor

(38) has a choice-reading, such a reading being excluded by

the very semantic properties of the terms all books written

by Nooteboom and no police-control respectively. Giving

the first term wide scope results at best, for this isn't a

very likely reading of (37) at all, in a pair-list reading, but

not in a choice-reading. And for no police-control, it holds

that it cannot be taken to have wide scope at all.

Of course, if interrogatives can have distinct mention-some

interpretations, then so can the corresponding wh-complements.

In fact, this provides us with yet another argument for distin-

guishing mention-some interpretations from choice readings.

As we saw in the previous section, choice readings coincide

with wide scope readings in case the embedding verb is know

and the tern is semantically rigid. This means that on its *:

choice reading, (39) is equivalent with (40):

(39) John knows where Suzy or Mary is

(40) John knows where Suzy is or John knows where Mary is
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If mention-some interpretations and choice readings were one

and the same phenomenon, then (40) would have to be a correct

paraphrase of the mention-some interpretation of (39) as well.

But surely, this is not the case. If we take the complement

in (39) on its mention-some interpretation, then the sentence

means that John can indicate some place where either Suzy or

Mary can be found, without this implying, however, that John

knows which one of the two girls it is that can be found there.

But the latter is implied by (40), which we have seen to be

equivalent with (39) on its choice reading.

This and the other arguments given above, suffice to show

that mention-some interpretations differ in important respects

from choice-readings. Whereas the latter are the result of a

term having wide scope over a wh-phrase, where the term is re-

quired to have certain specific semantic properties, the

mention-some/mention-all dichotomy, whatever its nature may be,

does not appear to be the result of a difference in relative

scopes. Consider yet another example:

(41) John knows where a pen is

On i f t ; nwsnf i n n - a l l i nf prnrp+^f inn . (4'M mp^im fhat- ,Tnhn knnuc!
— _ — ^ , , — , _ —

of all and only the places where a pen is that there is a pen

there. On its mention-some interpretation, (41) expresses that

of some place where a pen is, John knows that there is a pen

there. In both cases, the wh-phrase where appears to have wide

scope with respect to the term a pen. It is the wh-complement

as a whole, so to speak, that can get interpreted either uni-

versally or existentially.

From the paraphrases we just gave, it is also clear that

(41) on its mention-all interpretation, implies (41) on its

mention-some interpretation, but only under the assumption

that there is at least one place (in the donain of discourse)

where a pen can be found. If nowhere there is a pen to be found,

and if John is aware of this deplorable fact, then (41) is true

on its mention-all interpretation, but one would not call it

true on its mention-some interpretation.
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Connected with thi s fact is another one which concerns the

nature of the answers that an interrogative on a mention-

some interpretation allows. Consider (42):

(42) Where can I find a pen?

On its mention-some interpretation, (42) allows for different

answers, but these must all be 'positive'. They all must

identify a place where a pen ^s . Places where no pen can be

found, do not count at all. All and only propositions which

of a certain place where a pen is, say that there is a pen

there, can count as answers. But for the mention-all inter-

pretation places where no pen is, do count as well. The

answer that nowhere a pen can be found, is a good answer to

(42) on its mention-all interpretation.

For the moment that is all we want to say about mention-

some interpretations of interrogatives. Going into further

detail would mean going further into their actual analysis

than is relevant at this stage. In particular, we will post-

pone the discussion as to whether they should be considered

to constitute distinct semantic readings, or rather should

be taken into account along pragmatic lines. At this point

it suffices to have shown that mention-some interpretations

are different from choice-readings, and that hence the latter

can be dealt with separately.

2.4. Conclusion

From the characterization of the core theory of interrogatives

given in section 1, it will be clear that it needs to be

extended if it is to be able to cope with the phenomena

discussed above. We will see that the extension of the theory

that is needed, is a completely straightforward one, which

uses general principles and strategies that are employed in

other domains as well. Nothing essential in the core theory,

in particular nothing essential about the semantic notion of a
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question needs to be revised in any way. Essential to this

notion of a question is that it has a unique complete and

true semantic answer at an index. The key to the proper

treatment of choice-readings and the like, is the distinction

between an interrogative as a linguistic object, and a quest-,

ion as a semantic object. Loosely speaking, on a choice read-

ing, an interrogative expresses more than one question, each

of these having its own complete and true semantic answer.

And in virtue of that, an interrogative may have more than

one complete and true semantic answer.



3. Interrogatives, coordination and quantification

3.1. General rules of coordination and quantification

In discussing the phenomena of pair-list readings and choice-

readings in the previous section, we noticed that they are

connected to coordination of interrogatives, to conjunction

and disjunction respectively. We also observed that pair-list

and choice-readings result if a term in an interrogative is

taken to have wide scope over a wh-phrase. A standard way to

account for such scope phenomena (though certainly not the

only possible way), is to assume that the term that has wide

scope is quantified-in. In the cases under discussion, this

would mean that the term is quantified into an interrogative.

In evaluating existing proposals for the analysis of these

phenomena, and in formulating our own proposal, it will prove

helpful to make use of insights into the nature of coordina-

tion and quantification as general processes. For that reason

we start out in this section with some general remarks about

the nature of these semantic processes. Thereby we base our-

selves on other work in this area, especially on that of

Barbara Partee and Mats Rooth.

Coordination, more specifically conjunction and disjunction,

is possible between expressions within many different catego-

ries. If two or more expressions of a category A are coordi-

nated, the result is again an expression of category A.

Though as a semantic operation, coordination applies to

objects of many different types, all these have something

in common. Basically, conjunction and disjunction apply to

sentences, expressions denoting truth-values. If expressions

can be coordinated at all, they belong to a type that is

464
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related to the type of truth-values in a particular way. Such
18

expressions denote objects of a 'conjoinable' type:

(CT) t is a conjoinable type;

<a,b> is a conjoinable type iff b is a conjoinable

type

All conjoinable types 'end' in t, so to speak. If we keep

applying an expression of a functional conjoinable type to

argument expressions of the appropriate types, we will eventu-

ally end up with an expression of type t.

The semantic result of the conjunction of two expressions

of the same conjoinable type can be defined generally in

terms of the application of one semantic operation n to the

objects they denote:

(CONJ) Let x and y be objects of a conjoinable type a.

Then xf~|y is recursively defined as follows:

(i) if a = t, then xf~Jy = 1 iff x = y = 1 ;

and xf~ly=0 otherwise
(ii) if a = <b,c>, then xfTy = Xzlxlzlfly(z) ]

Similarly, the semantic operation [_| associated with disjunc-

tion is defined as follows:

(DISJ) Let x and y be as above. Then x|_Jy is defined as:

(i) if a = t, then x U y = 0 iff x = y = 0;

and xLJy = 1 otherwise

(ii) if a = <b,c>, then x|Jy = Xz[x(z)Uy (z) ]

Not only conjunction and disjunction, but also (logical)

entailment can be defined in this general fashion, in terms

of the general relation(__ of (logical) inclusion:
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(INCL) Let x.,..,x. ,y be objects of a conjoinable type a.

Then x. , . . . ,xnCTy is defined as follows:

(i) if a = t, then x. , . . . ,x C y iff it is not the

case that x1p) . . . [~lx = 1 and y = 0

(ii) if a = <b,c>, then x.,... ,x HTy iff

Vz[ [x.J~"J. . .( |x ](z)L_y(z)]

Entailment as a relation between expressions of a language

can straightforwardly be defined as inclusion of their
19meanings,in a certain model, or in all models, respectively.

The fact that such general definitions of the semantic

interpretation of coordination and the semantic relation of

entailment are possible, gives rise, in a natural way, to the

following criteria of adequacy for a semantic theory.

Any syntactic operation of coordination by conjunction

should be interpreted as the semantic operation I I. ̂

Any syntactic operation of coordination by disjunction

should be interpreted as the semantic operation \ I .

Entailment relations between expressions should be accoun-

ted for by the general definition of entailment in terms of

inclusion: of their meanings.

Let us now turn to the general form of quantification

rules. In most cases a quantification rule is intended as a

means to give a term wide scope over other elements in a

construction. Disregarding 'negative' terms for the moment,

which as input of a quantifying-in process are problematic

anyway, we can say that this giving the term wide scope is

the result of distributing a property, constructed from the

phrase that we quantify into, over the elements in the coordi-

nation embodied in the term.21

This leads us to the following description of what a proper

quantification rule should look like. A quantification rule

takes two arguments, a term and some other construction. A

term is, extensionally speaking, a set of sets of elements

in some domain, i.e. it is an expression of type <<a,t>,t>,

a being the type of the domain the term quantifies over. So,

terms are always of a conjoinable type. The type of the
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construction that the term is quantified into, has to be

such that it can be turned into an expression that denotes

a property of objects of type,a, i«.e. an expression of type

<s,<a,t>>. If quantification is to have any real effect, this

property denoting expression should be constructed by abstract-

ion over a free variable of type a. All this means that the

expression that is quantified into, should be of a conjoinable

type too, just as the term. The procedure is then as follows.

From the expression that is quantified into, the required

property denoting expression is obtained by first lowering

its type to t, by applying it to suitable variables of the

appropriate types, if such be necessary. By abstraction over

the presumed free variable of type a, and by abstraction over

the variable of type s, the property denoting expression is

obtained. Functional application of the term to this express-

ion, distributes the property over the elements of the coordi-

nated structure which is semantically inherent in the term.

Quantification should always result, in the end, in an expres-

sion that is of the same type as the original expression that

is quantified into. This is obtained by abstracting over the

variables introduced in lowering the type.

So, taking intensionality into account, the following ge-

neral schema of quantification rules emerges: ̂

(QUANT) Let a be an expression of type <<s,<a,t>>,t>, and

3 an expression of a conjoinable type b, containing

a free variable x,. Quantification of a into 8 for
a

x has the following semantic effect: Q(a,x ,B ) ;
3. cL

where Qly,y,S) is defined as follows:

(i) if & is of type t, then Q(Y/y,S) = yUaXyfi)

(ii) if 6 is of type <a,b>, then

Q(Y,y,6) = Xxa[Q(Y,y,6(xa))]

According to QUANT, of which for example the quantification

rules defined in Montague's PTQ are straightforward instances,

the only operations which are allowed, are those of functional

application and abstraction. No other operations on the input
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of the rule, either the term or the phrase that is quantified

into, are to enter into it. This restriction, which in fact

excludes a number of proposed quantification rules, is moti-

vated by the purpose of quantification. Giving one element

wide scope over some other should not involve changing the

meaning of either of these elements in any way. Moreover,

imposing such restrictions on quantification rules, one gains

predictive power. For terms ranging over any domain, and for

expressions of any conjoinable type, the schema QUANT predicts

what quantification precisely is. So, from QUANT another

adequacy criterion for semantic theories naturally arises:

rules of quantification should be instances of the general

schema QUANT.

3.2. Coordination and quantification in some propositional

theories

In this section we give a brief overview of how various propo-

sitional theories of interrogatives and/or wh-complements

relate to the phenomena discussed in section 2. A discussion

of the various pro's and con's of these approaches may shed

some more light on the nature of the data, and may point the

way towards their proper analysis.

Among the semantic analyses of interrogatives and wh-

complements, one can distinguish two main types of approaches:

propositional theories and categorial theories. Of the latter

the best-known is probably Hausser's." Categorial theories

treat n-constituent interrogatives, interrogatives containing

n wh-phrases, as expressing n-place relations. Their main

advantage is that, under such an analysis, interrogatives can

quite easily be linked with constituent ('short') answers.

Their main disadvantage is that they end up with a great many

different kinds of interrogatives. Yes/no-interrogatives,

single constituent interrogatives, two-constituent interroga-

tives, interrogatives containing wh-phrases of different

categories, each one of these belongs to its own syntactic
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category, and hence, is assigned its own type of semantic

object. This has some obvious drawbacks.

In section 3.1 we have seen that coordination is defined

between expressions that belong to the same category. This

means that, strictly speaking, a categorial approach cannot

account for coordination of interrogatives in general. This

deficiency can be remedied only either by introducing ad-hoc,

non-standard coordination rules for interrogatives in differ-

ent categories, or by applying some semantic operation to

interrogatives which makes them expression of one and the

same semantic type after all. The first escape route leads

to a theory that does not meet the adequacy criteria, and

the second one to a theory that is no longer a categorial

theory.

Assuming interrogatives to be expressions of many differ-

ent categories also forces one to introduce a non-standard

notion of entailment between interrogatives. Obviously, the

general definition of entailment cannot be used in a categor-

ial theory, since it is defined only between expressions of

the same (conjoinable) type.

Also, a categorial approach to interrogatives predicts,

if we assume the equivalence thesis, which in its strong form

requires that interrogatives and wh-complements be semant-

ically equivalent, that wh-complements, and hence wh-comple-

ment embedding verbs, belong to many different syntactic

categories as well.

Especially in view of the phenomena we discussed in section

2, these facts give ample reason to abandon the categorial

approach. The theory of interrogatives that it leads to, does

not meet general adequacy criteria, and cannot be expected

to deal successfully with the phenomena that we are discussing

here. An adequate theory has to be one that assigns interroga-

tives to one syntactic category and one semantic type. Propo-

sitional theories fullfil this requirement, and it is to a

discussion of some of them that we now turn.
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3.2.1. Karttunen

The best-known propositional approach is Karttunen's, which

builds on the theory of Hamblin, which is the oldest proposi-

tional theory in the Montague framework.24 i n Hamblin's

analysis, the sense of an interrogative is a set of proposi-

tions. Roughly speaking, the elements of such a set are the

propositions expressed by possible semantic answers. As we

have argued elsewhere, Karttunen's most fundamental improve-

ment on Hamblin's theory is that he enriches it with the

standard distinction between sense and denotation. Karttunen

considers the denotation of an interrogative to be a set of

propositions, and hence, its sense to be a function from

indices to propositions. Roughly speaking again, if we take

the union of all such sets for all indices, we arrive at

Hamblin's set of possible answers. The members of the set of

propositions denoted by an interrogative at an index, jointly,

i.e. in conjunction, are the proposition expressed by the

complete and true semantic answer at that index. This charac-

terizes Karttunen's theory as one which, as it stands, is

restricted in its application to interrogatives which express

a unique question, i.e. have a unique true and complete answer

at an index.

The main advantage and disadvantage of Karttunen's propo-

sitional approach are complementary to those of Hausser's

categorial approach. Karttunen's theory is badly attuned to

constituent answers, but it does assign the same category

to all kinds of interrogatives, and hence to all kinds of

wh-complements. So, at least in principle, entailment relations

between and coordinations of all kinds of interrogatives can

be standardly accounted for. Also, a standard quantification

rule can be formulated in this framework, since <<s,t>,t>, the

type of sets of propositions, is a conjoinable type.

But, of course, whether a standard rule gives empirically

adequate results depends on on what kind of semantic objects

a certain theory has it operate. For example, if a theory

assigns the proper semantic object to interrogatives, then



471

the standard coordination rules must give empirically correct

results. This means that using the standard rules, an investi-

gation of the results will inform us directly as to the

theory's adequacy.

Karttunen's theory is a unique question/unique answer

theory, as we observed above. This in itself is a sufficient

reason to expect it to fail to account properly for disjunct-

ion of interrogatives, and for choice-readings of interroga-

tives. On the other hand, there is no a priori reason to think

that it cannot cope with conjunction of interrogatives, and

pair-list readings. A conjunction of two interrogatives which

each have a unique answer, can be answered uniquely too, viz.

by the conjunction of the answers to the conjuncts. And a

similar story can be told for pair-list readings. However, it

is easy to see that, despite this, Karttunen's theory also

fails to give a proper account of, for a start, conjunction

of interrogatives.

On Karttunen's analysis an interrogative denotes a semantic

object of type <<s,t>,t>, a set of propositions. The general

conjunction schema CONJ, defined in section 3.1, predicts that

the semantic part of the rule which forms conjunctions in

Karttunen's framework would have to be of the following form:

(1) Let <(>' and t|j' be the translations of two interrogatives

<j> and ij). Then the conjunction of <(> and i)i translates as

Xp[<t>'<p) A<p'(p)]

Interrogatives denoting sets of propositions, conjunction

comes down to intersection of these sets. However, since in

Karttunen's approach the' propositions in the set denoted by

an interrogative jointly form the true and complete answer

to that interrogative, this is evidently not the right result.

Consider what happens if we conjoin (2) and (3) , as in (4):

(2) Whom does John love?

(3) Whom does Mary love?

(4) Whom does John love? And, whom does Mary love?



472

The translations of (2) and (3) are (5) and (6): "

(5) Xp[p(a) A 3x[p = Xa[love(a) (j,x)]]]

(6) Ap[p(a) A3x[p =Xa[love(a)(m,x)]]]

Application of the conjunction rule f\) gives (7) as the

translation of (4):

(7) Xp[p(a) A 3x[p = Xa[love(a) (j,x)]] A3x[p = Xa[love (a) (m,x) ]

If John and Mary are different individuals, (7) denotes the

empty set. Thus, on Karttunen's analysis (4) would be an

interrogative which does not have an answer. >'.

In order to obtain correct results within Karttunen's

framework, one would have to introduce an ad-hoc conjunction

rule for interrogatives which has the semantic effect of

disjunction:

(8) Let <J>' and i|i' be as above. The con junction of § and IJJ

translates as Xp[<t>'(p) vi|»'(p)]

But v.Tith this conjunction mlfi the theorv no lonaer meets

one of the general adequacy criteria which we discussed above.

If. coordination of expressions in a certain category goes

wrong, i.e. cannot be handled in the standard way, but calls

for an ad-hoc definition, this is a sure sign that the

expressions in question are not assigned their proper semantic

type. And if that is the case, entailments between such expres-

sions are bound to go wroncj somewhere too.

In fact, the examples (2)-(4) already may serve to illus-

trate this. Intuitively (4) implies (2) (and (3)): asking

(4) is also asking (2). The question expressed by (4) contains

the question expressed by (2). Or to put it differently but

equivalently, any answer to (4) will be an answer to (2) as

well. The general, standard definition of entailment in terms

of meaning inclusion predicts the following definition of

entailment between interrogatives in Karttunen's framework:
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(9) Let cj> and I|J be two interrogatives translating as <)>'

and ij)1 respectively.

Then <(> entails ij; iff viVp[((>'(p) => i|»'(p)]

Using the non-standard definition of conjunction (8) to give

(4) its proper meaning, it is easy to see that (2) implies

(4), rather than conversely, as should be the case. So, an

ad-hoc rule of entailment between interrogatives is called

for as well in which the inclusion-relation is reversed, so

to speak.

But it should be noted that, although such a rule would be

correct as far as the entailment relations between a conjunct-

ion of interrogatives and its conjuncts are concerned, it

still would give improper results with regard to other entail-

ments. A simple example is the entailment of (11) by (10):

(10) Who walks?

(11) Does John walk?

In Karttunen's framework (10) and (11) translate as (12) and

(13), respectively:

(12) Xp[p(a) A3x[p =Xatwalk(a)(x)]]]

(13) Xp[p(a) A [p = Xa[walk(a) (j) ] v p = Aapwalk(a) (j)]]]

At an index at which John walks, (13) is a subset of (12), but

at an index at which he doesn't, this is not the case. So,

even using an ad-hoc definition of entailment, instead of (9),

will not allow one to account for the entailment relation

between (10) and (11). And the standard definition (9) does

not account for it either, of course.

If coordination goes wrong, it is to be expected that the

standard rule of quantification will not give the required

results either, since after all quantification involves

coordination (at least in the interesting cases). According

to the schema QUANT a rule that quantifies terms into inter-

rogatives has the following form, if interrogatives are
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analyzed as denoting sets of propositions:

(14) Let a' be the translation of a term a, and (j>' the

translation of an interrogative <J>, containing a free

occurrence of a variable x . The semantic effect of
n

quantifying-in a into <j> for x n is the following:

Xp[a' (\a\xnW (p) ])]

This rule is employed by Karttunen in deriving multiple

constituent interrogatives, but not in deriving pair-list

readings or choice-readings. Karttunen's theory being a

unique question/unique answer one, we can foresee that (14)

will not give adequate results, viz. choice-readings, if it

is applied to such terms as typically give rise to choice-

readings. If (14) works at all, it works for pair-list terms,

i.e. monotone increasing terms with a unique smallest element,

only.

Let us see what happens if we use (14) to quantify in a

simple example of such a term, (15), into the interrogative

(16) :

(15) John and Mary

(16) Whom does heQ love?

As is to be expected, the result is the same as that of

applying the standard conjunction rule to the interrogatives

(2) and (3), viz. (7). And as we already argued, this result

is not correct.

The remedy that suggests itself is again to d,efine a

non-standard quantification rule that treats the conjunction

in the term as if it were a disjunction. The semantic effect

of such a rule is described by (17) ( a' and $' are as in (14))

(17) Xp-|[cx' (AaAxn[T(J)1 (p) ]) ]

This rule has in fact been proposed by Karttunen and Peters.27

Adding such a rule to one's grammar solves the problem of
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quantifying in terms which result in pair-list readings, but

in a totally ad-hoc and non-standard way. The resulting theo-

ry no longer meets an important adequacy criterion: And, more-

over, it does not deal with the phenomenon of choice-readings

at all, let alone in a satisfactory way. Pair-list readings

and choice-readings are, as we have seen above, structural-

ly related phenomena. And an ad-hoc solution to one half is

no proper solution at all.

One last remark concerning Karttunen's propositional

approach concerns complement embedding verbs, such as know.

Karttunen assigns all wh-complements to one and the same

syntactic category, but he still needs to introduce two

different translations for the verb know (and others), since

this verb takes both wh-complements and that-complements as

arguments, and these are of different categories in Karttunen's

framework, whereas the former denote sets of propositions,

the latter do not (they are not even treated as proper consti-

tuents) . Of course, both in (18) and in (19), it is the same

relation of knowing that is at stake:

(18) John knows whether it is raining

(19) John knows that it is raining

And therefore Karttunen needs a special meaning postulate,

of an unusual kind, to account for this. Roughly speaking

this meaning postulate says that to know a set of propositions

(the relation of knowing exemplified in (18)) is to know all

its elements (the relation of knowing exemplified in (19)):

(20) ViVqVx[know(i) (x,q) = Vp[q (p) -»know+(i) (x,p) ] ]

(q is a variable of type <<s,t>,t>)

Not only may one doubt whether this strategy can be made to

work in all cases, it is also clear that for example coordi-

nation of wh-complements and that-complements cannot be
"? ft

accounted for in this way.
Taken together, all these observations convincingly show
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that in Karttunen's theory interrogatives are not assigned

their proper type of semantic object. They are treated uni-

formly, and, as we argued above in discussing the categorial

approach, this is necessary. But the fact that coordination,

entailment and quantification involving interrogatives have

to be dealt with by means of ad-hoc rules, which operate

only on interrogatives and which are not in accordance with

the general schemata of coordination, entailment and

quantification, leads to the inevitable conclusion that

interrogatives have to be regarded as belonging to a differ-

ent semantic type than Karttunen would have them belong to.

3.2.2. Towards the core theory

In this section we describe a possible propositional theory

which lies in between Karttunen's theory and the core theory

as it was characterized in section 1. * We will refer to it

as 'the intermediary theory'. The intermediary theory avoids

the problems we discussed in the previous section. However,

it inherits some problematic characteristics of Karttunen's

original theory we did not discuss yet, and which will later

be seen to be relevant for the analysis of the phenomena

which we discuss in this paper.

In view of the fact that in Karttunen's analysis an inter-

rogative denotes a set of propositions which jointly consti-

tute the true and complete semantic answer to it, it is a

natural step beyond Karttunen to actually join these propo-

sitions and to let an interrogative denote the single propo-

sition that results. In this way it becomes more transparent

that Karttunen's theory is a unique question/unique answer

theory. This is the basic idea underlying the core theory,

and it is a characteristic of the intermediary theory as well.

So, in the intermediary theory an interrogative denotes

a proposition and expresses a propositional concept, with

the special properties which make it into an equivalence

relation on the set of indices. For a yes/no-interrogative
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such a propositional concept has two possible values: the

proposition expressed by the positive answer, and the comple-

mentary proposition expressed by the negative answer. The

true one among these two propositions is the one which is

denoted by a yes/no-interrogative at a certain index. The

semantic part of the rule that forms a yes/no-interrogative

from an indicative sentence <|> in the intermediary theory

is the same as in the core theory:

(21) A i U 1 = (Xacj)1) (i) ]

The intermediary theory is like Karttunen's in that constitu-

ent interrogatives are formed by quantifying-in a wh-phrase

into a yes/no-interrogative containing a free variable.

Multiple constituent interrogatives are formed by repeated

application of this quantifying-in process. However, whereas

in Karttunen's theory a wh-phrase is treated as an existen-

tially quantified term, the intermediary theory treats is as

a universally quantified term. So, the translation of who

is the same as that of everyone, and that of which CN is the

same as that of every CN.

The quantification rule which is used, is the one which

is predicted by the general schema QUANT for quantifying in

a term a into an expression <f> of type <s,t>, being the type

of expressions interrogatives now translate into, where $'

contains a free occurrence of a variable x . The semantic
n

part of the rule can be described as follows:

(22)
As a matter of fact, this same standard rule of quantification

can also be used to quantify terms which give rise to pair-

list readings into interrogatives. In this way, the two-

constituent interrogative (23), and the superficially one-

constituent interrogative (24) on its pair-list reading, are

treated on a par, and receive the same translation (25):
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(23) Whom does which man love?

(24) Whom does each man love?

(25) XiVx[man(a) (x) ->Vy[love(a) (x,y) = love (i) (x,y) ] ]

Not only quant i f icat ion, but also conjunct ion of interroga-

tives can now be dealt wi th in a standard way. Interrogatives

being expressions of type <s, t>, the predicted semantic rule

of conjunct ion of two interrogatives <J> and i|i is ( 2 6 ) :

(26) Xi[ cf. • (i) A \ji' (i)]

So , since the interrogat ives (27) and (29) now translate as

(28) and (30) respect ively, their conjunct ion (31) translates

as (32) :

(27) Whom does John love?

(28) AiVxUove(a) (j,x) = love (i) (j ,x) ]

(29) Whom does Mary love?

(30) XiVx[love(a)(m,x) =love(i)(m,x)]

(31) Whom does John love? And, whom does Mary love?

(32) Xi[Vx[love(a)(j,x) =love(i)(j,x)] A

Vx[love(a)(m,x) =love(i)(m,x)] ]

As can be expected beforehand, (32) is also the translation

of (35) on its pair-list reading, which is the result of

quantifying in the term John and Mary in (33), which translates

as (34) :

(33) Whom does heQ love?

(34) XiVytlove(a)(xQ,y) =love(i)(xQ,y)]

(35) Whom do John and Mary love?

The standard definition of entailment between two interroga-

tives <f> and t|i which the general schema predicts for the

intermediary theory is (36) :

(36) <t> entails I|J iff VaVi[<t>'(i) * i|i'(i)]
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This definition correctly predicts that (31), and (35) on

its pair-list reading, entail (27) and (29). At the same time

it also correctly predicts that (37) entails (38):

(37) Who walks?

(38) Does John walk?

All this is quite satisfactory, and it strongly supports the

basic view underlying the intermediary theory and the core

theory that interrogatives denote propositions and express

propositional concepts of a particular kind.

Further support comes from the fact that the intermediary

theory gives rise to an elegant theory of wh-complements.

We can simply assume all complements to be proposition-

denoting expressions. Complement-embedding verbs, such as

know and wonder, are translated uniformly.as expressions

of type <<s<s,t>>,<e,t>>, i.e. as expressions denoting rela-

tions between individuals and propositional concepts. By means

of a standard meaning postulate, extensional verbs, such as

know, can be reduced to relations between individuals and

propositions.

For sentence (39) we then get three different translations.

On its reading on which every man has narrowest scope, it

translates as (40). On its pair-list reading, on which every

man has wider scope than whom, but lies inside the scope of

wonder, its translation is (41). And (42) is the result if

the term every man is quantified into the sentence as a whole

in the standard fashion, thus receiving wide scope both over

whom and over wonder.

(39) John wonders whom every man loves

(40) wonder(a) (j,XaXiVy[Vx[man(a) (x) -> love(a) (x,y) ] =

Vx[man(i) (x) -.loved) (x,y)] ])

(41) wonder (a) (j ,XaXiVx[man (a) (x) -» Vy [love (a) (x,y) =

loved) (x,y) ]])

(42) Vx[man(a) (x) -»wonder(a) (j ,XaXiVy [love (a) (x,y) =

loved) (x,y) ])]
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However, given the meaning postulate for extensional verbs

such as know, indicated above, and assuming that to know two

propositions is to know their conjunction as well, we get

only two different translations for sentence (43). The read-

ing on which every man has narrow scope translates as (44).

And both the pair-list reading and the wide scope reading

translate as (45):

(43) John knows whom every man loves

(44) know^a) (j,XiVy[Vxtman(a) (x) -> love (a) (x,y) ] =

Vx[man(l) (x) -> loved) (x,y) ] ])

(45) Vxtman (a) (x) -»know*(a) (j , XiVy [love (a) (x,y) =

loved) (x,y) ])]

This is not fully in accordance with our findings in section

2.1. There we noticed that with the verb to know, the wide

scope and the pair-list reading coincide just in case the

term in question is semantically rigid. And the term every

man in (43) is not. This means that the way in which pair-list

readings are obtained in the intermediary theory, they are

interpreted de re, and not, as is required, de dicto.

In fact, as we saw above in discussing examples (22) and

(23), pair-list readings are equivalent with explicitly two-

constituent interrogatives. The fact that the two come out

equivalent is a virtue of the theory. But at the same time it

indicates that constituent interrogatives, too, are assigned

de re readings, and not de dicto ones. We will return to this

feature of the intermediary theory shortly.

First, we notice that assuming to wonder to imply to not

know, the three readings of (39) imply the negation of (44),

the negation of (45) and (46) respectively:

(46) Vxtman (a) (x) -»nknow*(a) (j , XiVy [love (a) (x,y) =

love(i)(x,y) ])]

In other words, (39) on its first reading implies the negation

of (43) on its first reading, which can be paraphrased as (47);
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(39) on its pair-list reading implies the negation of (43) on

its pair-list reading, which can be paraphrased as (48); and

the implication (46) of (39) on its wide scope reading can

be paraphrased as (49):

(47) John does not know who is such that every man loves

him or her

(48) Not for all men, John knows whom they love

(49) For no man, John knows whom he loves

These results seem to be in accordance with the observations

made in section 2.1. It should be noticed, though, that in

case of the pair-list reading (41) of (39) too, we still get

'de re' readings to some extent. Though the term every man

does not get wide scope over the intensional verb wonder as a

whole, and therefore is not interpreted fully de re, we can

see from the implication in terms of not knowing, that if we

decompose to wonder in to want to know, the term does get wide

scope with respect to the component to know. And in this sense,

the term is not interpreted fully de dicto either. But it is a

full de dicto reading that appears to be required for (39) on

its pair-list reading.

All this shows that the intermediary theory is tlieuj-'eLical-

ly satisfactory in that it meets the adequacy criteria pertain-

ing to conjunction, quantification and entailment. And further,

that it is empirically partially successfull in that it accounts

for a number of the facts we observed to hold for pair-list

readings, but not for all of them. Finally, the intermediary

theory being a unique question/unique answer theory, the

phenomenon of choice-readings, and relatedly that of disjunct-

ion of interrogatives , remain out of its reach.

As we mentioned in passing, pair-list readings and constit-

uent interrogatives are derived in an analogous way: by quant-

ifying-in a term into an interrogative. From this it is to be

expected, that the problems arising with pair-list readings,

arise with equal force for all constituent interrogatives (and

vice versa).
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The analysis of constituent interrogatives provided by the

intermediary theory, has three major deficiences, which for

the larger part, it shares with Karttunen's analysis. All

three are essentially due to the fact that constituent inter-

rogatives are derived by means of a quantifying-in process.

First of all, as we already saw in discussing pair-list

readings, constituent interrogatives are assigned a de re

interpretation. A simple example illustrating this feature

is (50):

(50) Which men walk?

XiVx[man (a) (x) -> [walk (a) (x) = walk (i) (x) ] ]

Of each of the individuals that actually are men, the propos-

ition denoted by (50) says whether or not that individual walks.

Its de re nature lies in the fact that of these individuals,

it does not express that they are men. The proposition that

would, is a quite different one.

As a consequence, if we embed (50) under a verb like know,

the result would be that to know which men walk, no knowledge

is really required as to which individuals are men. This means

that under this analysis, there is no guarantee whatsoever

that if one knows which men walK, one would come up wiLu Llie

correct answer when asked the question which men walk.

The same point can be illustrated in another way. Under its

de re analysis, (50) is predicted to be entailed by (51):

(51) Who walks?

AiVx[walk(a) (x) =walk(i) (x) ]

We believe this to be wrong. The interrogative in (51) as such

does not entail (50) , it does so only in combination with (52):

(52) Who is a man?

A complete answer to (51) will not always be a complete answer

to (50) as well. If we are told of each individual whether or
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not that individual walks, i.e. if we are given a complete

answer to (51), this will only give us an answer to (50) as

well, if the question who the men are is completely settled.

It is only when we take a de dicto view on (50), that it is

accounted for that it is entailed by (51) only given the

additional 'premis' (52).

A second failure of the intermediary theory might be called

its 'over-exhaustiveness'. It makes (50) come out equivalent

with (53) : 3 1

(5 3) Which men do not walk?

XiVxtman (a) (x) -» Hwalk (a) (x) = "Twalk (i) (x) ] ]

Under certain rather strict assumptions, this may be correct,

but it is not so in general. If the set of men is a fixed set,

it is reasonable to take it that a complete answer to (50)

gives a complete answer to (53) as well, and vice versa. But

if it is a contingent matter who the men are, which it pre-

sumably is, then (50) and (53) should not come out equivalent.

What causes this over-exhaustiveness of the analysis offered

by the intermediary theory, is that (50) is analyzed as asking

to say of every man whether or not he walks. The proposition

denoted by (50) not only says of every individual that actual-

ly is a man and walks that he walks, but also says of every

man that does not walk that he does not. For a proper analysis

it is required that it characterize a complete answer to (50)

as a proposition stating that ... and ... are the men that

walk, which would only imply a similar characterization of the

men that do not walk if it is completely settled who the men

are.

The third and last deficiency of the intermediary theory

that we want to draw attention to, is that it is quite unclear

how it is to account for the interpretation of characteristic

linguistic answers, more in particular for constituent ('short')

answers. If (50) is answered by (54), the answer expresses that

Bill and Peter are the iten that walk:
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(54) Bill and Peter.

In order to be able to account for this fact, we need to com-

bine the interpretation of the term Bill and Peter surfacing

in (54) with the interpretation of the interrogative at some

level of its analysis. The only plausible candidate in the

intermediary theory is the interpretation of the open sentence

(55), which in this theory lies at the bottom of the derivation

of (50):

(55) HeQ walks

From (55) we arrive at (50) by first turning it into the open

yes/no-interrogative (56), by means of the rule of which the

semantic part was stated in (21) above:

(56) Does heQ walk?

Next, by means of the standard rule of quantification, the

wh-phrase which men is introduced, which receives the same

interpretation as the ordinary term every man. This results

in (50).

If we combine the term Bill and Peter in (54) with the

open sentence (55), the semantic result will be the proposition

expressing that Bill and Peter are (the) individuals that walk.

But it is certainly impossible that the result would be the
32proposition that they are the men that walk. And the latter

is what the constituent answer (54) means as an answer to (50).

Instead of (55), expressing the property of walking, we need

an expression corresponding to the property of being a man that

walks, to get the proper interpretation of the answer (54) . Such

an expression should play a role in the analysis of the inter-

rogative (50) .

Clearly, these three deficiences of the intermediary theory

are due to a central feature it has in common with Karttunen's

theory. The source of the problems is that constituent interrog-

atives are derived by quantifying wh-phrases into yes/no inter-


















































































































































































