




Bose-Einstein condensates

in radio-frequency-dressed potentials

on an atom chip





Bose-Einstein condensates

in radio-frequency-dressed potentials

on an atom chip

ACADEMISCH PROEFSCHRIFT

ter verkrijging van de graad van doctor
aan de Universiteit van Amsterdam
op gezag van de Rector Magni“cus

prof. dr. D.C. van den Boom
ten overstaan van een door het college voor promoties ingestelde

commissie, in het openbaar te verdedigen in de Agnietenkapel
op dinsdag 13 januari 2009, te 12:00 uur

door

Johannes Joris Pieter van Es

geboren te •s-Gravenhage



Promotiecommissie:

Promotor: prof. dr. G.V. Shlyapnikov
Copromotor: dr. N.J. van Druten

Overige leden: prof. dr. T. Gregorkiewicz
prof. dr. E.A. Hinds
prof. dr. ir. P. Kruit
prof. dr. K.A.H. van Leeuwen
dr. R.J.C. Spreeuw
prof. dr. J.T.M. Walraven

Faculteit der Natuurwetenschappen, Wiskunde en Informatica

ISBN: 978-90-5776-186-7

The work described in this thesis is part of the research program of the
•Stichting voor Fundamenteel Onderzoek der MaterieŽ (FOM),
which is “nancially supported by the
•Nederlandse Organisatie voor Wetenschappelijk OnderzoekŽ (NWO).

It was carried out at the group
•Quantum Gases & Quantum InformationŽ
Van der Waals-Zeeman Instituut, Universiteit van Amsterdam,
Valckenierstraat 65, 1018 XE Amsterdam, The Netherlands,
where a limited number of copies of this thesis is available.
A digital version of this thesis can be downloaded from
http://www.science.uva.nl/research/aplp



Contents

1 Introduction 1
1.1 Historic perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Conception of Bose-Einstein condensation . . . . . . . . . . . 2
1.1.2 Technological advances . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Cooling and trapping of neutral atoms . . . . . . . . . . . . . . . . . 4
1.3 Atom chips . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 The Celsius experiment . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 This thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Theoretical background 9
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Magnetic trapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2.1 Basic principles. . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Atom-chip magnetic traps . . . . . . . . . . . . . . . . . . . . 11
2.2.3 Realistic trapping “elds . . . . . . . . . . . . . . . . . . . . . 13

2.3 Radio-frequency dressed potentials. . . . . . . . . . . . . . . . . . . 16
2.3.1 The rf-dressed potential . . . . . . . . . . . . . . . . . . . . . 17
2.3.2 RF magnetic “eld . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.3 Character of the rf-dressed potential . . . . . . . . . . . . . . 21

2.4 Electrostatic manipulation . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5 Properties of trapped ultracold gases . . . . . . . . . . . . . . . . . . 23

2.5.1 In-trap longitudinal density distributions . . . . . . . . . . . . 23

3 Atom chip fabrication and characterization 25
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Design considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 Fabrication protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.4 Wire pattern design . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.5 Wire characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.5.1 Thickness and surface properties . . . . . . . . . . . . . . . . 32
3.5.2 Chip wire resistance . . . . . . . . . . . . . . . . . . . . . . . 34
3.5.3 Inter chip wire resistance . . . . . . . . . . . . . . . . . . . . . 35
3.5.4 Magnetic potential roughness . . . . . . . . . . . . . . . . . . 36
3.5.5 Thermal properties . . . . . . . . . . . . . . . . . . . . . . . . 38
3.5.6 Chip wire breakdown . . . . . . . . . . . . . . . . . . . . . . . 41

3.6 Summary and conclusion. . . . . . . . . . . . . . . . . . . . . . . . . 43

v



vi CONTENTS

4 Experimental setup 45
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2 Overview of the experiment . . . . . . . . . . . . . . . . . . . . . . . 46

4.2.1 Vacuum system . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2.2 Magnetic “eld coils . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2.3 Lasers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2.4 Atom chip mount . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2.5 Dispenser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2.6 Absorption imaging system . . . . . . . . . . . . . . . . . . . 51

4.3 Experiment automation . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3.1 Computer control hardware . . . . . . . . . . . . . . . . . . . 51
4.3.2 Computer control software. . . . . . . . . . . . . . . . . . . . 53

4.4 DDS rf generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.4.2 Hardware con“guration . . . . . . . . . . . . . . . . . . . . . . 57
4.4.3 Programming . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4.4 Radio-frequency signal characteristics . . . . . . . . . . . . . . 62

4.5 Experimental cycle „ trapping and cooling sequence . . . . . . . . . 63
4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5 Longitudinal character of atom-chip-based rf-dressed potentials 67
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.2 Radio frequency dressed potentials. . . . . . . . . . . . . . . . . . . 69
5.3 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.4 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.4.1 E�ect of magnetic “eld variations . . . . . . . . . . . . . . . . 73
5.4.2 Longitudinal dipole oscillations . . . . . . . . . . . . . . . . . 76
5.4.3 Beam-splitters for Bose-Einstein condensates . . . . . . . . . . 79

5.5 Summary and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 82

6 Matter-wave interference 85
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.2 Background information . . . . . . . . . . . . . . . . . . . . . . . . . 86

6.2.1 Interfering atoms . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.2.2 The interference pattern . . . . . . . . . . . . . . . . . . . . . 87
6.2.3 The phase of the macroscopic wave function . . . . . . . . . . 88
6.2.4 Properties of the double-well potential . . . . . . . . . . . . . 89

6.3 Experimental optimization . . . . . . . . . . . . . . . . . . . . . . . . 90
6.3.1 General procedure . . . . . . . . . . . . . . . . . . . . . . . . 90
6.3.2 Bare-trap dynamics after switch-o� of the rf dressing . . . . . 91
6.3.3 Spin distribution . . . . . . . . . . . . . . . . . . . . . . . . . 93

6.4 Matter-wave interference . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.5 Summary and outlook . . . . . . . . . . . . . . . . . . . . . . . . . . 101



CONTENTS vii

A The rf-dressed potential 103

References 106

Summary 123

Samenvatting 125

Dankwoord 129

Publication list 131



viii CONTENTS



1 Introduction

This thesis deals with experiments on clouds of ultra cold (� µK) rubidium gas
trapped in magnetic “elds. At such low temperatures rubidium has some remarkable
properties. Amazingly, in these experiments the rubidium does not solidify, but
stays a gas. Even more surprisingly, at this low temperature, quantum statistics
and the bosonic nature of the rubidium starts to play a role. That is: all the
atoms collect in the lowest-energy state and start to show collective behavior, as
one big quantum-mechanical object. This state of matter is called a Bose-Einstein
condensate (BEC) and in our experimental setup we make, manipulate and study
it. This thesis deals especially with experiments in which we manipulate Bose-
Einstein condensates through both static and radio frequency (rf) magnetic “elds
in microscopic potentials produced on a microfabricated chip.

Experiments like these are relatively complicated as they involve a fair amount
of technology and experience to get them working. So before concentrating on the
details of our particular setup this introductory chapter gives some background in-
formation about the physics and especially about the technology involved. First, in
Sec. 1.1 we discuss the historic developments that led to the idea of Bose-Einstein
condensation as well as some important inventions such as the laser and micro-
fabrication in the semi-conductor industry. Section 1.2 introduces the research “eld
of cold neutral atoms and mentions some of the developments that led to the pro-
duction of the “rst BEC. In Sec. 1.3 we discuss the device that we use to create
magnetic “elds and that is essential to our experimental setup: the atom chip. Sec-
tion 1.4 provides some more information about the experimental setup. After a
short description of a typical experiment, the history of the setup is described and
the relation of this thesis to other results is indicated. This chapter concludes with
an outline of the remainder of this thesis.

1.1 Historic perspective

The developments described in this section have had a profound in”uence on both
physics and everyday-life. Often they were important enough to be acknowledged
with Nobel prizes. As a matter of fact, the press-releases from the Royal Swedish
Academy of Sciences accompanying the prizes served as an excellent source of infor-
mation for this chapter. They make interesting reading for those interested in many
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2 Introduction

of the most important developments in physics since 1900 [1…6].

1.1.1 Conception of Bose-Einstein condensation

At the end the of 19th century German physicist Max Planck was trying to “nd a
rigorous derivation and a good physical understanding of Wien•s law for black-body
radiation [7]. After working on the subject for some time, Planck found that he
had to determine the entropy, and to determine the entropy he needed to count
the number of ways a given amount of energy can be distributed among a certain
number of oscillators. To be able to do the counting, Plank divided the energy up
into portions, for which he introduced a new constant,h [8].

Now we look at this moment as the start of a new kind of physics, quantum
physics, but at the time the quantization of energy was just seen as a mathematical
trick and was not regarded as a new founding principle. There was no doubt that the
nature of light was continuous due to di�raction and interference behavior. Light was
wave-like and surely did not come in lumps. As time would go by and understanding
of light would improve, physics would surely do away with the quantization again,
at least that was the idea. Even when Einstein got the Nobel prize in 1921 for
the discovery of the law of the photoelectric e�ect the majority of physicists still
considered light as a wave phenomenon, despite the fact that the photoelectric e�ect
can be regarded as a manifestation of the quantum nature of light [9].

In 1924 the Indian physicist Bose, however, did think of light as consisting of par-
ticles and developed a new statistics for them. The idea of light particles (photons)
was still not without controversy, as can be seen from the fact that the scienti“c
journal •Philosophical Magazine• rejected the work of Bose for publication [10]. He
sent his work to Einstein who recognized its importance. Einstein personally made
sure the work of Bose got published [11] and also generalized the work of Bose to
identical particles with nonzero mass with the number of particles conserved [12…14].
The Bose-Einstein distribution function is

N (E) =
1

exp
�

E Š µ
kB T

�
Š 1

,

with kB Boltzmann•s constant,T the temperatureE the energy andµ the chemical
potential� . This distribution coincides with the classical (Boltzmann) distribution
at high temperatures, but at very low temperatures it has the peculiar property that
in a sample of atoms for a given total energy, the entropy is maximized if there were
a substantial fraction of the atoms in the ground state, and in“nitesimal fractions of
the atoms in each of the discrete excited states. The substantial fraction of atoms
in the ground state is called the Bose-Einstein condensate or quantum degenerate
gas [15].

Experimental veri“cation of the Bose-Einstein condensate remained absent for a
long time. Only in 1938 Fritz London suggested to interpret the HeI…HeII transition
as a Bose-Einstein condensation [16]. The experimentally measured temperature of

� Taking µ = 0 gives the distribution function for photons.
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the transition point of 2.19 K coincides rather well with the theoretical value of
3.1 K. But we now know that the strong interactions of the atoms in this system
complicate the behavior and only about 9% of the atoms is in the condensate [17,18].
It would take until 1995 before dilute atomic vapors, systems with weak interactions,
could be cooled to su�ciently low temperatures, in order to realize Bose-Einstein
condensation in a well-controlled experimental system [6,19…23].

1.1.2 Technological advances

Microelectronics

The transistor was invented in 1947, and in 1956 William Bradford Shockley, John
Bardeen and Walter Houser Brattain received the Nobel prize for •their researches
on semiconductors and their discovery of the transistor e�ectŽ [1,24]. It marked the
start of the age of solid-state electronics replacing the vacuum tube as an electronic
component. The maximum number of these tubes in machines was limited to about
a thousand due to their size, reliability and their energy consumption. With the
smaller, more reliable and more energy e�cient transistors, more complex machines
were possible as they could be applied in greater numbers. However the complexity
of machines was still limited by the number of transistors as they all had to be
connected, typically by making solder connections [5].

The interconnection problem was solved by the invention of the integrated circuit.
In 1958 Jack Kilby showed that it was possible to fabricate all discrete electrical
components needed for an oscillator in semi-conductor materials like silicon and
germanium. As obvious as it may seem now, at the time it was a bizarre idea to
not only use expensive silicon for transistors but also for passive components that
could be made of other, cheaper, materials [25, 26]. Robert Noyce also worked on
the integration of electrical components in silicon. He showed that the electrical
components in silicon could well be connected with deposited aluminum strips as
aluminum adheres very well to both silicon and silicon oxide [27]. This method
would become the standard in the industry for many years to come.

Between the early days around 1960 and today the semiconductor industry has
made unbelievable progress. The feature size has decreased from 5µm in the late
1960s [28] to 65 nm today [29]. Layers only several atoms thick can be made reliably
and materials purity is controlled in the ppb range [5].

Lasers

The invention of the laser can be dated to 1958 with the publication in Physical
Review of a paper with the title •Infrared and Optical Masers• by Schawlow and
Townes [30]. The essence of their idea was that the principles of the maser could be
extended to the optical region of the electromagnetic spectrum. They applied for a
patent and received it in 1960. In 1964 Townes shared the Nobel Prize in Physics
with A. Prokhorov and N. Basov for •fundamental work in the “eld of quantum
electronics which has led to the construction of oscillators and ampli“ers based on
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the maser-laser principleŽ [2]. In 1981, Schawlow also received the Nobel Prize, to-
gether with Nicolaas Bloembergen for •their contribution to the development of laser
spectroscopyŽ [3]. The acronym laser (Light Ampli“cation by Stimulated Emission
of Radiation) is attributed to Gordon Gould, a graduate student at Columbia Uni-
versity, who wrote it in his notebook in November 1957 together with a description
of the essential elements of the device. He introduced the term to the public in a
conference paper in 1959 [31].

In 1960 Theodore Harold Maiman constructed the “rst laser. The then-new
Physical Review Letters summarily rejected his report of making an •optical maserŽ
as •just another maser paper.Ž Maiman therefore wrote a short report which was im-
mediately accepted for publication in Nature where it appeared August 6, 1960 [32].
Maiman later published a more detailed analysis of the “rst working laser in Physical
Review [31,33].

Around 1957 Kroemer presented the “rst worked-out proposal for a better tran-
sistor using a heterostructure. A heterostructure is a combination of 2 or more
dissimilar semiconductor layers. These semiconductor materials have unequal band
gaps. By using multiple (thin) semiconducting layers, one can tune the band gap,
electron a�nity and work function and the properties of the transistor improved. In
practice this meant faster transistors (up to� 100 GHz) and less noise [5].

Kroemer and Alferov independently suggested the principle of the double het-
erostructure laser in 1963 [34]. In this type of laser both the charge carriers and
the photons are con“ned to the heterostructure making for more e�cient lasing.
Initially it was impossible to reliably fabricate these structures, but in 1970 the “rst
heterostructure lasers were made having considerably lower threshold current, and
the possibility of continuous operation without additional cooling [5]• .

1.2 Cooling and trapping of neutral atoms

As already mentioned in Sec. 1.1.1, Bose-Einstein condensation was achieved for the
“rst time in dilute atomic vapors in 1995 [19…23], “nally con“rming the predictions
that Einstein had made 70 years earlier. This achievement had become possible
as a result of developments in the “eld of laser cooling and trapping of neutral
atoms [35…37] that had started in 1975 with a proposal by H¨ansch and Schawlow [38].
A few highlights of the developments since then are listed below.

The Io�e-Pritchard magnetic trap is used often nowadays in experiments with
cold neutral atoms. It was suggested in 1983 by Pritchard [39] and is similar in
design to traps developed by Io�e [40]. It has harmonic con“nement in all directions
and a non-zero “eld in the potential minimum at the center, which makes it a good
alternative for quadrupole traps in which atoms are lost because of the absence of
a “eld in the potential minimum.

The magneto-optical trap (MOT), suggested by Dalibard [35], was realized “rst

• In our experimental setup we use diode lasers. Although the double heterostructure laser was
surpassed by more advanced types of diode lasers in the 1980s and 1990s, our setup would surely
look very di�erent without the work by Kroemer and Alferov.
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by Raab et al. [41] in 1987. It uses a small spatially varying magnetic “eld to
make the light force on the atoms position dependent yielding a much deeper trap
(0.4 K) than a purely magnetic trap, allowing atoms to be collected from a room
temperature gas and cooled to theµK regime. The MOT soon became the starting
point of numerous experiments employing cold atoms.

Early on it was realized that laser cooling could possibly provide a route to
BEC [42], but along the way it turned out that laser cooling alone was insu�cient
due to atomic recoil caused by photon (re)scattering. Some additional way of cooling
the atoms without lasers and increasing phase space density was needed. The miss-
ing technique turned out to be evaporative cooling. In evaporative cooling atoms
with an energy higher than average are removed from the trap by continuously re-
ducing the trap depth. The remaining atoms re-equilibrate through collisions to a
lower temperature [43]. The technique was “rst proposed by Hess in 1986 [44] for
hydrogen and later successfully applied to trapped gases of alkali atoms [45]. Until
today, evaporative cooling also remains an indispensable tool for reaching quantum
degeneracy.

1.3 Atom chips

The experiments with cooled and trapped alkali atoms that led to Bose-Einstein
condensation in 1995 were performed using traps made with cm-sized electromag-
netic coils. In the beginning of the 1990s it was realized that miniaturizing the
magnetic trap would allow for tighter traps since magnetic “eld gradients scale as
1/r 2 with r the distance from the “eld generating element. In 1995 Weinstein and
Libbrecht proposed the “rst conservative three-dimensional magnetic trapping po-
tential with miniaturized conductors in a single plane which could be intregrated
on an electronic chip [46]. In 2001 quantum degeneracy was reached also in these
micro-fabricated traps [47,48].

These traps, called atom chips, guide atoms above a surface much like electrons
are guided through conductors in conventional electronic chips, and have proven
themselves as powerful tools in cold atom research [49…51]. They o�er a number of
advantages over the conventional BEC experiments. The tighter magnetic con“ne-
ment shortens the experimental cycle time and relaxes the demands on the quality
of the vacuum. Furthermore it is relatively easy on an atom chip to scale up from
one magnetic trap to arrays containing many traps [52…55]. Atom chips also o�er
the possibility of integrating di�erent atom optical elements such as waveguides,
beam splitters and interferometers. Apart from magnetic traps it has been shown
that electrodes for electrostatic manipulation [56] and optical “bers and cavities for
single atom detection [57…61] can be integrated on a chip.

The fabrication of atom chips bene“ts tremendously from techniques developed
in the semiconductor industry over the last decades. They containµm-size magnetic
structures on a planar substrate typically several cm2 large. Normally these struc-
tures are current-carrying wires that support current densities up to 1011 A/m 2 [62]
and that are fabricated in speci“c patterns to make particular magnetic poten-
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tials [63…65]. Instead of wires sometimes magnetic “lms are used, while hybrid
chips try to combine both current-carrying wires and permanent magnetic mate-
rial [66…69]. Atoms are trapped at a distance between several micrometers and sev-
eral hundred micrometers from the surface. Near the surface (< 10 µm) the trapped
atoms su�er from currents induced by Johnson noise and the attractive Casimir-
Polder potential [70,71], while at large distances (� 100µm) the advantage of the
strong magnetic con“nement is lost.

After having secured their own niche in cold atoms research, the prospects of
atom chips are excellent. Atom chips employing current-carrying wires are very well
suited for studying (nearly) one-dimensional quantum gases. The magnetic “eld
gradient of a wire is used to increase the con“nement such that in the transverse
direction only the ground state is populated. The weakly interacting 1D Bose gas
has recently been realized on our own and other atom chips [72, 73] and e�orts
to also make the strongly interacting gas [74…77] are still continuing. 1D systems
attract much attention because they allow exactly solvable models to be compared
to experiments.

Radio-frequency-dressed potentials‚ are becoming a popular tool in atom chip ex-
periments [78…84]. These potentials come about when the Zeeman states of trapped
atoms are actively coupled by radio-frequency radiation. They have become popular
because rf-dressed potentials can be given shapes that are di�cult to achieve with
static potentials, such as a double-well potential. Such elongated double-well poten-
tials allow studies of the intriguing coherence properties of (nearly) 1D gases [72,82].
The use of rf-dressed potentials is not limited to atom chips, but the close proximity
of the “eld producing elements to the atoms, makes it especially easy to create large
amplitude radio-frequency magnetic “elds on atom chips.

Finally, atom chips are mentioned in relation with quantum information process-
ing (QIP). In recent years signi“cant progress has been made in the coherent control
of atom clouds on atom chips [85]. The addition of state-dependent control enabled
by rf-dressed potentials [80] and the easy scalability of atom chip potentials [55] are
interesting for QIP applications [86,87].

1.4 The Celsius experiment

This thesis describes the development of, and experiments performed using theCel-
sius setup (Chip Experiment for Low-dimensional Strongly Interacting Ultracold
Systems) initiated in 2002 at the University of Amsterdam. The setup involves a
single-chamber ultra-high vacuum (UHV) system. The atom under study is the bo-
son87Rb that is brought into the system by resistive heating of dispensers mounted
inside the vacuum system. A simple laser setup containing 3 diode lasers delivers
the 780-nm light for laser cooling. After laser cooling the atoms are trapped in
the magnetic “eld of an atom chip with current-carrying wires. On the chip the

‚ These potentials are referred to in the literature asadiabatic potentials or rf-dressed adiabatic
potentials or rf-dressed potentials. We feel that the rf-dressing is the most noticeable feature
distinguishing them from static magnetic potentials, so we call themrf-dressed potentials.



1.5 This thesis 7

atoms are evaporatively cooled to BEC. Resonant absorption imaging after ballistic
expansion is used to detect the atoms.

In 2002, Aaldert van Amerongen was the “rst graduate student to work on the
project. Starting with an empty lab (locally known as C513), he achieved magneto-
optical trapping in November 2003. Around that same time the author of this thesis
started as the second graduate student on the project beginning with fabrication
of the atom chip. During 2004 and 2005 buildup continued and the “rst BEC was
produced in April 2006 on an atom chip of the third generation. The remainder
of 2006 measurements were performed on 1D gases [73] and phase-”uctuations. In
2007 measurements involving rf-dressed potentials were performed several of which
are described in this thesis.

The present thesis has been written to complement the thesis by Van Ameron-
gen [88], while at the same time providing su�cient detail so that it can be read
independently. Together they give a complete overview of the experimental setup
and the procedure used to achieve BEC. Also the equations for the static magnetic
“eld can be applied to the experiments in both theses. The character of the ex-
periments is very di�erent. Van Amerongen focused on the physics related to the
one-dimensional character of the quantum gases (in a single-well magnetic trap)
while this thesis describes the use of radio-frequency “elds to modify the trapping
potential including novel possibilities that these modi“ed potentials o�er to study
quantum gases, with particular emphasis on the possibilities of the elongated double-
well potential for studying coherence properties of the trapped degenerate gases.

1.5 This thesis

The outline of this thesis is as follows.
Chapter 2 discusses the theoretical background of the experiments. Its main

subjects are the static magnetic “eld created by the atom chip in our setup and the
rf-dressed potential that is created by adding oscillating radio frequency magnetic
“elds to the static “elds.

Chapter 3 is concerned with the atom chip we use for our experiments. Its
design and fabrication are detailed. We characterize the chip by describing the chip
wire resistances, the maximum current it can handle and a measurement of the
roughness of the magnetic potential it produces.

Chapter 4 deals with the experimental setup except the atom chip. Parts of
the setup, such as the vacuum system, the laser system, the chip mount and the
imaging system have already been described in detail by van Amerongen [88]. We
have included a summary of these components in this thesis mainly for convenience
of the reader and because some details have changed. A more complete description is
given of the parts that have not been described before, such as the computer system
controlling the experiment and the rf signal generation via direct digital synthesis
(DDS).

Chapter 5 describes several experiments that were done to characterize the
rf-dressed potential in our experiment and compare it to the bare (un-dressed) po-





2 Theoretical background

2.1 Introduction

This chapter provides some theoretical background to the subsequent experimental
chapters. The main focus is on the magnetic potentials, both static and rf-dressed,
in which we trap and manipulate ultra cold atoms.

This chapter is organized as follows. In Sec. 2.2.1 we present the basic principles
behind magnetic trapping and expressions for the “eld of the Io�e-Pritchard trap.
In Sec. 2.2.2 we discuss the scaling laws that govern the magnetic “eld gradient in
microtraps and show why the use of microtraps is favorable. We present our speci“c
microtrap geometry: an atom chip structure with two separate wires. Sec. 2.2.3
contains expressions for several approximations to the static magnetic “eld generated
by the atom chip. We continue in Sec. 2.3 by characterizing the rf-dressed potential
that comes about when a radio-frequency magnetic “eld is added to the static “eld.
The expression for the potential is presented in Sec. 2.3.1 after a brief description
of the derivation. A detailed derivation is contained in Appendix A. We describe
the way we generate the rf “eld on our chip and present expressions for the rf “eld
strength in Sec. 2.3.2. Section 2.3.3 describes the transverse shape of the rf-dressed
potential ranging from single well, double-well to Mexican hat. We discuss the
in”uence of electrostatic “elds on the trapped atoms in Sec. 2.4 and conclude the
chapter with a description of the in-trap density distribution for both a (quasi-)BEC
and a thermal cloud (Sec. 2.5).

2.2 Magnetic trapping

2.2.1 Basic principles

The idea of magnetic trapping [89] is that in a magnetic “eldB , a neutral atom with
a magnetic momentµ will have quantum states whose Zeeman energy increases with
increasing “eld and states whose energy decreases, depending on the orientation of
the magnetic moment compared to the “eld. The increasing-energy states, called
low-“eld seekers, can be trapped in a region where the magnitude of the magnetic
“eld has a minimum. The decreasing-energy states, calledstrong-“eld seekerscannot
be trapped because it is impossible to create a static magnetic “eld maximum in

9
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free space. For a proof, see Wing•s theorem [90] which is speci“cally about magnetic
“elds while the similar Earnshaw theorem [91] only deals with electrostatic “elds
(see also [92] and [93]).

In this thesis, we restrict ourselves to relatively modest magnetic “elds, where
the Zeeman shift is linear in|B | and the magnetic interaction energy can be written
as

Umag = Šµ · B = mF gF µB |B |, (2.1)

wheremF is the magnetic quantum number of the atomic state (with angular mo-
mentum F), mF = ŠF, . . . , F , gF is the Landé factor andµB the Bohr magneton.
Low-“eld seekers havegF mF > 0 while the strong-“eld seekers havegF mF < 0. Of
course themF = 0 state can also not be trapped magnetically since its potential is
independent of the magnetic “eld. In all our experiments we work with87Rb that
in the electronic ground state has eitherF = 1 or F = 2. We useF = 2.

For stable trapping it is necessary that the kinetic energy of the atom is lower
than the depth of the magnetic potential well, and that the magnetic moment
must move adiabatically in the magnetic “eld. The latter condition means that
the changes inB (due to movement of the atom through the “eld) must be slow,
such that the orientation of the magnetic moment can follow and stay unchanged
with respect to the “eld. This adiabaticity condition can be expressed as

d� L

dt
� � 2

L , (2.2)

with the Larmor frequency, � L , the frequency at which the magnetic moment pre-
cesses about the magnetic “eld direction, (corresponding to the Zeeman-level spac-
ing), given by

� L =
gF µB

�
|B |. (2.3)

The adiabaticity condition is violated in regions where the magnetic “eld is too small.
In such a region the spin cannot follow the changing direction of the magnetic “eld
and might ”ip its orientation relative to the “eld, changing mF in Eq. (2.1). A spin
”ip like this is named after the Italian physicist Majorana and the associated loss of
atoms from a magnetic trap is known as Majorana losses [94]. Sukumar and Brink
have studied Majorana spin ”ips in detail [95]. It is the task of the experimentalist
to construct his magnetic trap such that even in the magnetic “eld minimum the
“eld is su�ciently large to prevent losses.

Io�e-Pritchard trap

The standard magnetic-“eld con“guration used nowadays for magnetostatic trap-
ping of ultracold gases has a non-zero minimum “eld, and is known as the Io�e-
Pritchard trap [39,40]. Near the minimum of the potential, the “eld can be expressed
in cylindrical coordinates (r, �, z ) as [89,96]

Br = ŠGr sin 2� Š Crz,
B� = ŠGr cos 2�,
Bz = B0 + Cz2 Š 1

2Cr2,
(2.4)
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where G is the transverse “eld gradient andC the curvature of the longitudinal
“eld. Note that the “eld is realistic in the sense that it is divergence- and curl-free,
satisfying the two relevant Maxwell equations

� · B = 0, (2.5)

� × B = 0. (2.6)

Close to the “eld minimum, the “eld strength B = |B | may be expanded yielding

B = B0 + Cz2 +
1
2

�
G2

B0
Š C

�
r 2, (2.7)

which is rotationally symmetric.
This expression is based on the conventional con“guration in which the longitu-

dinal con“nement is generated by coils positioned such that their axes coincide with
the axis of the trap. Although useful as a “rst approximation for chip-based Io�e-
Pritchard traps, the expression is often not su�cient, because of the close proximity
and non-symmetric positioning of the “eld-producing currents on atom chips. In
the following we will present a number of useful expressions for the magnetic “eld
generated by atom chips based on current-carrying wires.

2.2.2 Atom-chip magnetic traps

The standard way to calculate the magnetic “eld of a current-carrying structure is
to integrate the Biot-Savart law [97], i.e.,

dB =
µ0I
4�

dl × r
r 3

, (2.8)

where dB is the magnetic “eld generated by a piece of wiredl, I is the current in
the wire, µ0 the permittivity of free space, r the position vector connectingdl and
dB , and r = |r |.

For instance, by integrating the Biot-Savart law [Eq. (2.8)] in one direction we
“nd the well-known result of the magnetic “eld of an in“nitely long, thin, straight
wire through which a current I runs. In cylindrical coordinates the only non-zero
component is

B� =
µ0I
2�r

, (2.9)

where the radial coordinater is the distance from the wire. In fact, this result is
also valid for a cylindrical wire with radius R, as long asr > R . The gradient in
magnetic “eld strength is

� |B |
�r

= Š
µ0I
2�r 2

. (2.10)

The latter result can be used to illustrate the power of microfabricated atom chips
over other (cm-sized) traps based on current-carrying wires. Consider the magnetic
“eld at the distance r � R from an in“nitely long cylindrical wire with radius R.
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Figure 2.1: Geometry of the two most important “eld-generating wires in our magnetic trap. Di-

mensions of the wires are not to scale. The upper wire has a rectangular cross section and lies on a

substrate. It has a Z-like shape. The wire underneath the substrate has a circular cross section. The

coordinate system is also indicated.

Decreasing the wire radius decreases the minimumr . Reducing r from cm-scale
to µm-scale increases the magnetic “eld gradient by orders of magnitude, allowing
for much tighter traps, in which in it possible to perform rapid evaporative cooling
because the collision rate is so much larger. In reality the scaling is often some-
what less favorable than suggested by Eq. (2.10), because the allowed current also
depends onr [49,88,98]. For instance, when heat removal is the limiting factor, the
following scaling is relevant: The generated power in the wire per unit lengthPgen

is proportional to I 2/R 2. The power has to be removed via the outside area of the
wire, thus the removed power per unit lengthPrem is proportional to R. Equating
Pgen and Prem yields I max � R3/ 2, so that the maximum achievable gradient scales
as RŠ 1/ 2, showing it is still favorable to reduce the wire diameter [99].

Wire geometry

A sketch of the geometry of two key wires in our atom chip assembly is shown in
Fig. 2.1 together with the coordinate system used. These two wires are closest to
the ultracold atoms in our static magnetic trap. In order to accurately describe the
magnetic trapping potential, we will need accurate expressions for the magnetic “elds
they generate. The wire on top has the shape of a Z. It is part of the atom chip that
was made using micro-fabrication techniques (see Ch. 3). It lies on a ”at substrate
and has a rectangular cross section and the central part has a lengthL. The two
ends of the chip wire are perpendicular to the central section. Such Z-shaped wires
are commonly used on atom chips [49,51], because (as we will see), when combined
with a homogeneous external “eld they generate a robust and strongly con“ning IP
trap, trapping the atoms at the center of the central section.

Intuitively it is easy to see why the Z-shaped wire gives a three-dimensional trap.
The central section, together with an external bias “eld in they direction, provides
con“nement in the y-z plane of Fig. 2.1, resulting in a waveguide alongx. The “eld
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of the waveguide, together with a uniform “eld in thex direction, BI , is conveniently
described by

B =

�

�
BI

Gz
Gy

�

	 , (2.11)

whereG the local “eld gradient of the wire andBI is the •Io�e• “eld, the “eld in the
direction of x that o�sets the magnetic “eld minimum from zero. The expression
for the absolute “eld strength

|B | =



B 2
I + G2 (y2 + z2), (2.12)

clearly shows the con“nement in they-z plane and the lack of con“nement in thex
direction.

The two ends of the Z contribute to the longitudinal bias “eld, with the largest
contribution directly over the wire ends. As a consequence the middle of the central
section has lower longitudinal “eld, providing con“nement longitudinally.

The second wire we call the miniwire. It lies underneath the substrate, has
a circular cross section and runs parallel to the two ends of the chip wire. The
miniwire generates an additional spatially varying “eld in the longitudinal direction
and allows to tune the longitudinal con“nement of the Z trap. The exact details of
the trapping “eld will be calculated in the following sections.

We are interested in the “eld above the central part of the chip wire as this is the
place where we will trap and manipulate cold atoms. Thus the precise details of the
current paths in the wires beyond the edges of the sketch in Fig. 2.1 will be ignored
for now. The details of the wire ends do not substantially change the “eld geometry
near the atoms because these wire segments are so much further removed from the
atoms [cf. Biot Savarts law, Eq. (2.8)]. In order to obtain analytical expressions
we will assume that the wire ends extending beyond the edges of Fig. 2.1 continue
straight to in“nity.

2.2.3 Realistic trapping “elds

This section is devoted to “nding realistic descriptions of the static trapping “elds
of the two wires in Fig. 2.1. We will derive a useful expression by going from the
simple thin wire formula to increasingly complicated expressions. We start with the
miniwire, and take it to be aligned alongy, in“nitely long, and at a depth d below
the chip surface. Expressing Eq. (2.9) in Cartesian coordinates yields

B(x, y, z) =
µ0I

2�
�
x2 + ( z + d)2�

�

�
z + d

0
Šx

�

	 . (2.13)

To “nd the gradients and curvatures that will be relevant later, we expand this
around (x = 0, z = z0 + d) to 2nd order in � = zŠ z0

z0
and � = x

z0
. This yields

Bx =
µ0I
2�z 0



1 Š � + � 2 Š � 2

�
, (2.14)
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Bz =
µ0I
2�z 0

� [1 Š 2� ] . (2.15)

Long broad wire

In atom chip experiments the conductors often have rectangular cross section (cf.
Chap 3). Normally the width w of the wires is signi“cantly larger than the thickness
h (w � h). In most experiments the distance of the trapped atoms to the conductor
is of the order of the width of the wire. Under these conditions it is inappropriate to
approximate the conductors as being cylindrical. A better approximation is that of
the in“nitely long, thin broad wire. From integration of Biot-Savart for such a wire
centered at (y = 0, z = 0) and current ”owing in the positive x direction we “nd:

By(x, y, z) = Š
µ0I
2�w

�
arctan

�
y + w/ 2

z

�
Š arctan

�
y Š w/ 2

z

��
, (2.16)

Bz(x, y, z) =
µ0I
4�w

ln
�

(y + w/ 2)2 + z2

(y Š w/ 2)2 + z2

�
. (2.17)

The “eld straight above the wire is

By(0, 0, z) =
µ0I
�w

arctan
� w

2z

�
, (2.18)

with a gradient along z of [49]

�B y

�z
=

µ0I
�

2
w2 + 4z2

. (2.19)

Realistic Z wire

Modelling the central part of the Z wire as an in“nitely long broad wire gives accurate
expressions for the transverse “eld and transverse gradient, but is in error when it
comes to the longitudinal con“nement. To include the longitudinal con“nement we
have to reduce the length of the central part of the Z and add the two ends extending
to plus and minus in“nity in the y direction. One way to calculate this is to calculate
the “eld of an in“nitely thin Z-shaped wire and integrate the result along a “nite
width w in the y direction. This yields the magnetic “eld B Z of a Z wire with a
central section alongx with length L = 2a and width w = 2b centered at the origin
and thin, in“nitely long ends.

4�
µ0I

B Z(x, y, z) =
1

(x + a)2 + z2

�

�
z
0

Šx Š a

�

	 +
1

(x Š a)2 + z2

�

�
z
0

Šx + a

�

	 +

1
2b

[f (x+ a,yŠ b, z) Š f (x+ a,y+ b, z) + f (xŠ a,y+ b, z) Š f (xŠ a,yŠ b, z)] ,

(2.20)
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with the auxiliary vector f (x, y, z):

f (x, y, z) =
r

x2 + z2

�

�
z
0

Šx

�

	 + arctan
� xy

zr

�
�

�
0
1
0

�

	 + arctanh
� x

r

�
�

�
0
0
1

�

	 , (2.21)

wherer is:
r =

�
x2 + y2 + z2.

To describe our complete trapping “eld we have to add to this the “eld of the
miniwire, Eq. (2.13) at a depthd underneath the chip surface and the uniform “eld

B bias =

�

�
Bbias,x

Bbias,y

0

�

	 , (2.22)

produced by external coils.
Equations (2.13), (2.20) and (2.22) yield a very accurate analytical approxima-

tion of the magnetic “eld that can serve as alternative for a full numeric simulation
of the trapping “eld. The most important simpli“cations in this analytical approach
are the thickness of the Z wire that is set to zero and the width of the two ends of
the Z wire, that is also taken to be zero. The in”uence of these simpli“cations can
be neglected in our experiment as the distance between the Z wire and the trap-
ping region is much larger than the thickness of the Z wire and the distance of the
trapping region to the ends of the wire is much larger than the widths of these ends.

Although suited to replace numerical simulations, the expression (2.20) is not
very useful for manipulation by hand. For this purpose it is better to approximate
the magnetic “eld near the trap center as

B(x, y, z) =

�

�
Bx,0 + C(x2 Š z2)

Gz
Gy Š 2Cxz

�

	 , (2.23)

where the coordinate system has been shifted in the direction ofz such that the
origin coincides with the magnetic “eld minimum. The constantC relates to the
longitudinal trapping frequency like

� � =

�
mF gF µB

m
d2Bx

dx2
=

�
mF gF µB

m
2C, (2.24)

while the gradient G, together with the longitudinal “eld Bx, corresponds to the
transverse trapping frequency

� � =

�
mF gF µB

m
G
Bx

. (2.25)

The actual values of the bias “eld gradient and curvature in Eq. (2.23) depend
on the precise geometry and respective currents in the two wires of Fig. 2.1 and
the applied bias “eld. For instance, comparison of (2.23) and (2.14) shows that the
contribution of the miniwire to the curvature is C = Š µ0I

2� (z0+ d)3 while the contribu-
tion of the Z wire to C and G follows from Eq. (2.20).G is approximated nicely by
Eq. (2.19).
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2.3 Radio-frequency dressed potentials

We have described static magnetic potentials in which neutral atoms can be trapped
if they are in a low-“eld seeking state [positivemF in Eq. (2.1)]. These states have
higher energy than themF � 0 states, but as long as the adiabaticity criterion
is satis“ed the energy separation is large and no transitions to the lower energy
states occur at the timescale of experiments. In the following section we look at the
in”uence of a radio-frequency magnetic “eld with which we couple the spin states.
We assume a linear Zeeman e�ect such that there is only one resonance frequency
to couple all states. The atoms are not necessarily lost from the trap due to the
induced spin ”ips. Instead a new e�ective potential arises in which they can remain
trapped.

Figure 2.2 illustrates the principle. Fig. 2.2(a) shows the potential of the 5
Zeeman states of anF = 2 atom around the static magnetic “eld minimum of a
waveguide [Eq. (2.12)]. The arrows indicate the position where the rf is resonant
with the energy spacing between the levels. Because the Zeeman e�ect is linear, the
position of the resonance is independent of the level. Fig. 2.2(b) shows the resulting
potential including the rf. The potential for �m > 0 has two minima separated by a
barrier with “nite height, while the �m < 0 states see a single, shallow potential well.

The resulting e�ective potential is called rf-dressed potential. The name refers
to the dressed atom picture that was developed in the 1960s by Haroche and Cohen-
Tanoudji [36, 100]. It gives a full quantum mechanical treatment of an atom in a
radiation “eld, quantizing both the radiation “eld and the atom. We will show in
Sec. 2.3.1 that such a rigorous treatment is not essential in our case. We can also
describe the potential by treating the radiation “eld classically. Still these potentials
are referred to here as rf-dressed potentials.

In 2001 Zobay and Garraway proposed the use of rf-dressed potentials in neutral
atom trapping and cooling experiments, not for evaporation, but to modulate the
trapping potential [101,102]. They showed that by adding a static and rf magnetic
“eld a new, two-dimensional, trap is created in which neutral atoms can be loaded
and trapped. The idea was soon validated in a “rst experiment [78] that was followed
by others [79, 82]. Although rf-dressed potentials are not limited to atom chips,
especially in combination with chips they have been very successful in the creation
of double-well potentials and matter-wave interferometers and the study of (nearly)
1D systems [72,103].

Strictly speaking the use of rf-dressed potentials was not new to the “eld in 2001.
The established technique of forced rf evaporation also combines a static and an rf
magnetic “eld but with the goal to remove atoms from a trap. Radio-frequency
evaporation was “rst suggested in 1989 [104] and used in the mid-1990s to achieve
BEC [19…21]. Nowadays forced evaporative cooling [43, 105, 106] is the standard
method employed in numerous atomic physics experiments to deliver the “nal in-
crease in phase space density before reaching quantum degeneracy. The di�erence
between rf evaporation and the rf-dressed potentials that we are considering here
depends on the dressed state quantum number �m which is ŠF in the usual rf evap-
oration scheme, while it is +F for the split double-well potential. The quantum
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Figure 2.2: Comparison of the bare spin states in a static magnetic trapping potential for an atom

with F = 2 (a) and the states in an rf-dressed potential (b). The static magnetic “eld is that of a

waveguide [Eq.(2.12) with r =
�

y2 + z2]. Plotted is the potentialU against the spatial coordinate

r . The arrows in (a) indicate the position where the rf is resonant with the energy spacing between the

levels.

number in turn is determined in practice by the frequency at which the rf “eld is
switched on.

2.3.1 The rf-dressed potential

Here we present an expression for the rf-dressed potential and give a brief outline of
the derivation. The complete derivation for linearly polarized rf is treated in more
detail in Appendix A.

The Hamiltonian for a neutral atom with a magnetic moment experiences in a
time-dependent magnetic “eldB(t) is

�H = Š �µ · B (t), (2.26)

which is the same as in the static case apart from the time dependence of the
magnetic “eld. The total B (t) “eld can be divided in a static part B s and an
oscillatory part B rf (t).

Classically, in the absence of an oscillatory “eld, the magnetic moment will pre-
cess around the static “eld with an angular frequency given exactly by the Larmor
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frequency Eq. (2.3), which also gives the spacing of the quantum-mechanical energy
levels. The part of the time-dependent “eldB rf that is perpendicular to the static
magnetic “eld can now be decomposed into two rotating components: one rotating
with the precessing atom, and another component rotating against the direction of
precession. A key step that can now be made is the so-called rotating-wave ap-
proximation (RWA) [108]. It consists of only taking into account the co-rotating
component. This approximation is particularly good when the oscillation frequency
of the rf “eld is close to the Larmor frequency. In that case, the co-rotating compo-
nent will appear as a (nearly) static term in the frame rotating with the precessing
atom. Physically, in the rotating frame the atom will actually see a reduced static
longitudinal “eld together with the slowly-varying co-rotating component mentioned
above. The magnetic moment will now precess around the (nearly) static “eld in this
frame. Other (non-co-rotating) terms will oscillate so rapidly in this rotating frame
that their e�ect averages out as long as these non-RWA terms are weak enough.

In short, if we take a linearly polarized, sinusoidally time-dependent rf “eld with
frequency � rf , and strength brf perpendicular to B s, the e�ective static magnetic
“eld in a frame rotating at a frequency� rf is

�B =
�

Bs Š
� � rf

|gF µB |

�
ez +

1
2

brf ex . (2.27)

The factor of two lowering in the e�ect of brf is directly related to the fact that only
the co-rotating part of the linear rf “eld contributes to the e�ective magnetic “eld.

Thus, the new potential can be expressed as

U = �m�
�

� 2 + � 2, (2.28)

with �m = ŠF, . . . , F , where � 2 is called the resonance term with � the detuning of
the rf frequency with respect to the Larmor frequency

� = � rf Š � L = � rf Š
|gF µB |

�
|B |. (2.29)

The other term, � 2, is referred to as the coupling term. The position-dependent
Rabi frequency is given by the circularly polarized rf-“eld component referenced to
the local direction of the static magnetic “eld:

� =
|gF µB |

�
|brf × B |

2|B |
. (2.30)

In general the RWA fails for � , � � � L / 3. Above these values non-RWA, also
called beyond-RWA, contributions must be taken into account to accurately describe
the potential. In experiments characterizing the potential with rf spectroscopy the
non-RWA contributions show up as a shift of resonances and the appearance of new
resonances [109,110].
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Figure 2.3: Sketch of both wires producing the static magnetic trap and the rf wires. The rf wires are

positioned symmetrically with respect to the central Z wire. See Fig. 2.1 for the geometry without the

rf wires.

2.3.2 RF magnetic “eld

We generate the radio-frequency “eld which we need to create radio-frequency po-
tentials using two on-chip wires. The geometry is shown in Fig. 2.3. We use two
wires, positioned symmetrically with respect to the central Z wire producing the
static magnetic trap. The rf wires also have an overall Z shape. The close proxim-
ity of these wires to the trapped atoms (� 200 µm) allows us to achieve large “eld
strength (� 1 G) with minimal e�ort (10…100 mA). To create such an rf “eld with a
coil inside the vacuum system (or worse, outside the vacuum system) would require
much more e�ort.

A consequence of the use of wires that are close to the atoms instead of larger
coils is the existence of “eld gradients that we have to deal with. These gradients
complicate our experiments because we have to compensate for the di�erences caused
by di�erent rf “eld strengths at various heights of the trap above the wire. On the
other hand the rf “eld gradient also helps us since it can be used to compensate the
e�ect of gravity on the trapped atoms. The e�ect of gravity and its compensation
is treated in more detail in Sec. 5.4.3.

The use of two separate chip wires to produce the rf “eld give us the possibility
to vary the rf polarization. By tuning the rf amplitude ratio in the two wires and
setting the phase di�erence to either 0 rad or� rad we can produce linearly polarized
rf in any direction in the y-z plane (note that the central parts of the rf wires run in
the x direction, so that B rf is predominantly in the y-z plane around the center of
the trap). The direction of the linear polarization we denote by� , the polarization
angle in they-z plane with respect to they axis, such that:

B rf =

�

�
0

brf cos�
brf sin�

�

	 , (2.31)

where brf is the amplitude (> 0) of the rf magnetic “eld B rf . The Rabi frequency
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Figure 2.4: RF dressing “eld strength (a) and RF dressing “eld gradient (b) as a function ofz

coordinate. The “elds were calculated using Eq.(2.33) for a sinusoidal current with an amplitude of

100 mA in both wires andyrf =150 µm. The solid line corresponds to the case that both currents have

equal phase and the direction of the rf “eld is in they direction (� =0). The dashed line corresponds

to currents in counter-phase and the rf “eld in thez direction (� = �/ 2).

now becomes

� =
|gF µB |

�

brf



B 2

x + ( By sin� Š Bz cos� )2

2|B |
, (2.32)

whereBx, By and Bz are the components of the static magnetic “eld.
To obtain an expression forB rf in the trapping region in terms of the rf wire

currents I 1 and I 2 and the wire spacing|y1| = |y2| = yrf , we consider only the
central section of the two rf wires and model them as in“nitely long, thin, straight
wires. This approximation is reasonable since the distance between these wires and
the atoms is much larger than the width of the wires, while on the other hand the
distance is small compared to the length of the central section of the Z. The phase
di�erence � between rf currents is included by takingI 1 and I 2 with equal sign for
� = 0 rad and with opposite sign for� = � rad. We arrive at

brf (0, 0, z) = Š
µ0

2� (y2
rf + z2)

�

�
0

z(I 1 + I 2)
yrf (I 1 Š I 2)

�

	 , (2.33)

by using Eq. (2.9) for each wire and taking the superposition of the two “elds. We
see that we can indeed set any value of� by tuning the rf current ratio.

Figure 2.4 shows the rf magnetic “eld strength and gradient for realistic numbers
(|I 1| = |I 2| = 100 mA, yrf = 150 µm). Notice that the rf magnetic “eld gradient in
the direction of z is positive for� =0 and negative for � = �/ 2.

It is also possible to apply a phase di�erence of	 = �/ 2 or 	 = 3�/ 2 to the rf
currents. In that case the “eld will have elliptical polarization because in general the
two “eld components of the two wires are not perpendicular. Only at one speci“c
height, z = yrf , the “elds are perpendicular and the polarization is circular for equal
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Figure 2.5: Cross-sections of 4 (rf-dressed) potentials atx = 0 . Lighter color denotes higher potential;

atoms are trapped in the dark-colored potential minima. The 4 plots are for identical static magnetic

“elds. The rf-dressing “eld is di�erent in the 4 plots. In (a) the rf-dressing “eld is absent and we are

left with the bare magnetic potential. In (b) the rf “eld polarization is circular, rotating in they-z

plane. The potential has the shape of a Mexican hat. In (c) the rf “eld vector is oriented vertically

(direction of z) and the potential minimum splits in the direction ofy. In (d) the splitting is in the

direction ofz, while the rf “eld vector is alongy. See the text for more details.

currents, I 1 = I 2. In most of the experiments described in this thesis we limited
ourself to linear polarization.

2.3.3 Character of the rf-dressed potential

RF-dressed “elds can be used to modulate the trapping potential in ways that are
not allowed for static magnetic potentials because of Maxwell•s equations. Before
looking in detail at one speci“c rf-dressed potential, the double-well, we will “rst
look at the general shape of these potentials.

Figure 2.5 shows cross-sections of 4 di�erent potentials in they-z plane at x = 0.
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Because thex dependence of the static magnetic “eld is generally weak and because
the rf “eld is only weakly dependent ofx the most interesting features of these
potentials can best be observed in they-z-plane.

For low rf frequency (� � � L ), the detuning is large and the resonance term in
Eq. (2.28) dominates over the coupling term. In this case the rf dressed potential
looks just like the bare potential [Fig. 2.5(a)]. For increasing rf frequency, the
resonance term “rst decreases to zero (� rf = � L ) and then starts to grow again. But
while the resonance term in the center is growing again, parts outside the center
with a larger static “eld amplitude are at resonance. The resonance term de“nes a
resonance surface that is an ellipsoid in three dimensions and to “rst approximation
a circle in the y-z plane. The coupling term in Eq. (2.28) further structures the
potential minimum at the resonance surface. Note that in the static “eld minimum
the rf “eld vector is perpendicular to the static “eld aligned alongx and the coupling
term is maximum. Moving from the center outward, the static “eld vector turns
away from x and also has components in they-z plane. Moving from the center
outward along z, the “eld has a growing By and the “eld vector rotates toward
y [see Eq. (2.11) or Eq. (2.23)]. On the other hand moving from the center in
the direction of y the static “eld has an increasingBz and the “eld vector turns
into the direction of z. Now assume a linearly polarized rf “eld with “eld vectors
along z. Moving from the center in the direction ofz, the static “eld vector rotates
but always stay perpendicular to the rf “eld. The magnitude of the coupling term
in Eq. (2.28) is constant. Moving in the direction ofy something else happens.
There the static “eld vector aligns in the direction of the rf “eld vector reducing the
coupling term. So the resonance term makes that the minima are on a ring and the
coupling term makes that, for this particular rf “eld, they are in the planez = 0.
This is the situation of Fig. 2.5(c). A rf “eld directed alongy produces minima at
y = 0 [Fig. 2.5(d)].

Fig. 2.5(b) shows the potential for a circularly polarized rf “eld. In this case
the rf “eld vector is rotating in the y-z plane and the angle of the static “eld with
respect to the rotating “eld is the same everywhere along the resonant circle. The
contribution of the coupling term to the potential is equal everywhere along the
circular resonance surface. The potential minimum thus remains circular resulting
in a Mexican hat potential.

In the x direction the potential varies only slowly due to the relatively weak
longitudinal con“nement. As a consequence the resonance circle in they-z plane
slowly gets smaller when moving alongx away from the trap center. At some
distance from the center the ring merges in one point, closing the 3D ellipsoid that
describes the resonant surface.

2.4 Electrostatic manipulation

In the preceding sections we have only discussed potentials formed by magnetic
“elds. Electrostatic “elds can also be used to trap and manipulate neutral atoms [50,
98]. For the Rb atom, with its single unpaired electron, the electric polarizability� is
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a scalar. The polarizability of87Rb atoms in the 5s 2S1/ 2 state is 5.3× 10Š 39 Cm2/V
[111]. The interaction energy of the induced dipoled and the electric “eld E is:

Uel(r ) = Šd · E = Š
1
2

�E 2(r ). (2.34)

The electrostatic interaction can be used to enhance the functionality of magnetic
atom chips for instance with beam splitters or a •motor• to transport atoms along a
magnetic guide [56].

Given the typical dimensions of the wires on the atom chip and the distance of
the trapped atoms to the surface (both tens ofµm) voltages of� 200 V are needed
to make the strength of the electrostatic and magnetic interaction comparable for
87Rb in the F = 2 state. This is also roughly the value of the voltages used in [56].

2.5 Properties of trapped ultracold gases

2.5.1 In-trap longitudinal density distributions

The past sections have dealt with the precise details of the trapping potentialV(r ).
This trapping potential determines to a large extent the density distribution of the
atoms in a (quantum) gas. The two simplest cases that are usually considered for
a Bose gas are (i) a •classicalŽ gas, where e�ects of quantum degeneracy can be
ignored, and (ii) a •condensateŽ near zero temperature, where the e�ects of a “nite
(non-zero) temperature can be ignored.

In the elongated trapping geometry that is typical in atom traps these two
regimes are separated not only by the phase transition associated with Bose-Einstein
condensation, but also by various cross-overs, for example going from 3D to 1D. An
extensive overview of the cross-overs that are typically encountered for a Bose gas
on an atom chip can be found elsewhere (Ch. 2 of [88] and references therein). Here,
we limit ourselves to two cases that will be relevant in the subsequent chapters,
and discuss how one can extract the potential shape from the observed longitudinal
density distribution in both cases.

First, for a •classicalŽ gas, when temperature is su�ciently high and density
su�ciently low that e�ects of degeneracy and interactions are negligible, the density
distribution is given by Boltzmann•s law

n(r ) = n0 exp (ŠV(r )/k BT) , (2.35)

wherekB is Boltzmann•s constant andT is the temperature. In Ch. 3 we will want
to infer the longitudinal potential from the observed density distribution. If the
3D potential V(r ) can be written as a sum over a radial potentialVrad(y, z) and a
longitudinal potential Vl(x), this can be done by radially integrating over the above
density distribution and inverting the result, yielding

Vl(x) = ŠkBT ln [nl(x)/n l,0] , (2.36)

with nl(x) the measured longitudinal linear density.
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Second, in the opposite extreme of near-zero temperatures, the physics of the re-
sulting condensate is dominated by the interaction energy, which in turn determines
the chemical potentialµ. In 3D, for a weakly interacting gas this is summarized by
the simple relation

µ = gn0, (2.37)

with g the 3D coupling constant,

g =
4� � 2a

m
, (2.38)

with a the scattering length (5.24 nm for87Rb in the F = 2, mF = 2 state). In
1D a similar equation holds near zero temperature, with an e�ective 1D coupling
constant [112].

A simple analytical description for the density distribution found by Gerbier [113]
that works well throughout the 3D-1D crossover for su�ciently low temperatures
will be useful in the following Chapters. Assuming harmonic con“nement in the
radial directions with a frequency� � , he found

µ = � � �
� �

1 + 4anl Š 1
�

, (2.39)

with nl the linear density along the longitudinal direction. The latter result can
also be used to infer the longitudinal potential from the measured linear density, by
using a local-density approximation

µ(x) + V(x) = µ, (2.40)

whereµ(x) is the local chemical potential, referenced to the local potential energy
V(x) and the global chemical potentialµ. This yields

V(x) = Š� � �

� �
1 + 4anl(x) Š 1

�
. (2.41)



3 Atom chip fabrication and
characterization

3.1 Introduction

This chapter serves as a record of the fabrication procedures used to create an atom
chip incorporating extremely long, narrow and straight wires for producing magnetic
potentials for trapping atoms, and as a guide for future researchers aiming to produce
their own atom chips. It is organized as follows. Section 3.2 gives general information
on the atom chip and its fabrication and discusses the design considerations. Sec. 3.3
treats the actual microfabrication recipe in detail. The design of the wire pattern is
shown in Fig. 3.3 and described in Sec. 3.4. The properties of the resulting chip wires
are the topic of the following section 3.5. Finally, Sec. 3.6 contains the conclusions
with regard to the atom chip fabrication and characterization.

3.2 Design considerations

Before describing the fabrication protocol in detail, we give an overview of the most
important features of the chip, the fabrication process and the considerations that
led us to choose this process and feature set. Two factors played an important role.

First of all, we aim to produce well-de“ned, and possibly even tailored trapping
potentials, such as those needed to study quantum gases in the 1D regime [73]. From
earlier studies [114] it is clear that the techniques chosen for the fabrication to a
large extent determine the quality of the current-carrying wires and the smoothness
of the resulting trapping potentials. The desired “ne structured trapping potentials
also require that the atoms are trapped in close proximity to the wires and the
chip should allow for this. Second, the goal was to keep the process as simple as
possible in order to save on the time spent on mastering the fabrication process and
on the fabrication in general allowing many chip designs to be implemented in a
short time. So instead of making a complex atom chip, we decided to make a simple
chip that would enable us to do the experiment(s) we had in mind. The vicinity of
and our direct access to the cleanroom of the Amsterdam nanoCenter made this a
natural choice for the fabrication to take place. Thus, the process described below
was developed in close collaboration with its main engineer, Chris R´etif, and makes
optimal use of the facilities available there.

Driven by our desire to create 1D magnetic potentials we decided to use an atom
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chip employing current-carrying wires instead of magnetic thin “lms, because such a
wire chip is very well suited for making elongated potentials. To reduce complexity
as much as possible we decided to have only one conducting layer on our chip. This
imposes some restrictions on the wire pattern as it is impossible to let the wires
cross each other, but it greatly simpli“es the fabrication process.

To allow for tight traps that are also su�ciently deep, it is important to maximize
the current in the chip wires. And since ohmic heating of the wires is usually the
limitation we wanted to make our chip of materials that are good heat conductors.
We chose gold for the conducting layer material and silicon for the substrate. Apart
from their good thermal conductivity these materials have the advantage that they
are commonly used in microfabrication and ample experience processing them is
available at most microfabrication centers.

The maximum current in the chip wires depends strongly on the thickness of the
gold layer. To produce a magnetic trap deep enough for reaching BEC in a Z wire
trap (see Ch. 2) we require at least 2 A of current. In a 100µm wide, 2 µm thick
wire that would amount to a current density of 106 A/cm 2 which is lower than values
reported in literature [115], though the wires in this reference were made of copper,
not gold. Also such a wire with a length of� 5 mm has an estimated resistance of
0.5 �. The corresponding dissipation 2 W is low enough to allow it to be cooled by
conduction through the silicon substrate.

To fabricate the gold layer, which is rather thick to microfabrication standards,
we chose to use two layers of resist. The top layer is a photo-sensitive resist that is
patterned using optical lithography. The bottom layer is a lift-o� resist, which acts
as a spacer that lifts up the top layer and prevents it from being buried under the
gold (see Fig. 3.1). We chose to deposit the gold on our chip through the process of
evaporation because (i) this process is known to produce very smooth wires and (ii)
because this technique was readily available to us at the Amsterdam nanoCenter.

We selected a substrate thickness of 300µm, for which 3Ž wafers are readily
available. This is su�ciently thin for the magnetic “eld of the miniwires to be
e�ective (see Ch. 2 and also [88]), while su�ciently thick that inadvertent breaking
of substrates during microfabrication and gluing is rare. For electrical insulation
between the chip wires we rely on (i) the resistivity of the silicon which we took as
large as possible and (ii) the native silicon oxide layer, a thin layer of oxide that is
present on all silicon surfaces exposed to air. Not adding an extra oxide layer on the
substrate surface helps to keep the fabrication process simple while also maximizing
the thermal contact between the wires and the substrate.

Finally, we decided to use the mirror-MOT technique [116] for the initial optical
cooling, where two of the beams re”ect o� the chip surface. To enable the mirror-
MOT technique we have to make the chip at least as large as the MOT laser beams
(15 mm, 1/e2 beam diameter). On the other hand the chip size is limited by the
CF40 ”ange through which the chip enters the vacuum system. We make the chip
re”ecting at 780 nm by covering the area in between the wires also with gold which
has an excellent re”ectivity at this wavelength [117]. The light scattering o� the
narrow trenches that de“ne the chip wires we take for granted.
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Figure 3.1: Schematic representation of the atom chip fabrication process. The substrate is cut to

size (1) and two layers of resist are applied (2,3). After exposure to NUV light (4) and development

(5) the edges of the resist have an undercut of� 1 µm. Gold is vapor deposited on the entire chip (6),

after which the super”uous gold is removed through lift o� (7).

3.3 Fabrication protocol

The fabrication process is summarized in Fig. 3.1. The substrate is coated with
two layers of resist and is patterned using optical lithography. In the following
development the lower resist layer dissolves faster than the top layer, automatically
generating the typical shape, called undercut, in which the top extends over the
bottom layer. A layer of gold is deposited through vapor deposition. By virtue
of the overhang the edges of the deposited gold are well-de“ned, while the open
structure allows exposure to a solvent. The solvent dissolves the resist e�ectively
removing the gold lying on top of it. This technique is known as lift-o�. What
remains is a patterned gold layer on the silicon substrate. The fabrication process
is described in more detail in the following paragraphs, and Fig. 3.2 shows some
microscopy images taken at various stages of the process.

Preparation of the substrate

Substrates are cut from 3Ž silicon wafers with a (1-1-1) crystal orientation, a thick-
ness of 300µm and a resistivity of at least 4000 �cm. We selected this silicon because
of the thickness and the large resistivity. Atom chip substrates were produced from
the wafers by laser cutting at the Energy research Centre of the Netherlands (ECN)
in Petten. The dimensions of the resulting substrate are 24.63 × 16.00 mm2. We

1. silicon substrate

2. coating with
LOR 20B resist

3. coating with
S1813 photoresist

4. exposure

5. development

6. vapor deposition

7. lift off
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Figure 3.2: Microscope images of atom chips at various stages of the fabrication process. (a) Optical

microscope image of the resist structure for a single 5µm wide wire. The undercut shows up in the

image as a double line edge. (b) SEM image of the cross section of a chip after gold evaporation. Both

images show the resist structure with undercut and a layer of gold on top. Optical microscopy images

of the actual chip used for the experiments described in this thesis after gold evaporation (c) and after

lift o� (d).

clean the substrate prior to microfabrication in an ultrasonic bath, a hot ammonia
solution and a hot hydrogen-peroxide solution to remove possible Si debris and any
hydro-carbons attached to the surface.

Resist

We dry the substrate prior to applying the resist, because water adhering to the
silicon surface has a detrimental e�ect on the resist. The substrate is dried on a
hot plate at 150� C for 5 minutes. After the substrate has cooled down we apply
the “rst layer of resist by spin coating. The viscous lift-o� resist LOR 20B forms
a 2.5-µm-thick layer after spinning for 1 minute at 3000 rpm. The exact thickness
of the layer varies depending on air humidity (this is not controlled independently
at the Amsterdam nanoCenter), but is at least 2.0µm. The substrate is baked
again 5 minutes at 150� C. The second layer consists of Microposit S1813, a positive
photoresist. It is applied by spin coating for 1 minute at 5000 rpm and forms a layer
of 1.2 µm thick. After baking for 30 minutes at 90� C the resist is photosensitive.

(a)

(b)

(c)

(d)
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Optical lithography

The resist is exposed for 7.4 s to the 10-mW/cm2, 365-nm near-ultra-violet (NUV)
light of a Karl Suss MJB3 mask aligner. The mask is a 4Ž Cr mask that was made to
speci“cation by Deltamask (Enschede, The Netherlands). This company fabricated
it with a 442-nm HeCd laser with a resolution of� 1 µm, based on a design drawing
in AutoCAD. In our case the practical resolution is not limited by the lithography
mask, but by scattering and divergence of the light inside the thick bilayer resist to
about the total thickness of the resist layer (� 3 µm). The mask tends to contaminate
(and even damage) with use, because it is pressed on the substrate during exposure.
To extend the lifetime, the mask contains four identical copies of the atom chip wire
pattern. As one copy degrades we simply switch to the next to continue fabrication.

The exposure is followed immediately by development. We submerge the sub-
strate for 1 minute in Microposit MF319 developer after which it is rinsed in water
to stop development. The undercut, the typical structure with the top resist layer
extending � 1 µm over the edge of the lower layer, comes about automatically in
development as the lower layer dissolves faster than the top layer. Prior to gold
evaporation we expose the chip to a low-energy oxygen plasma for 5 minutes to
remove possible resist residue from the exposed silicon.

Gold deposition

The gold layer is deposited at� 10Š 5 mbar in a PVD (Physical Vapor Deposition)
system. First we deposit a 2.5 nm layer of titanium at a rate of 0.1 nm/s as adhesion
layer between the silicon and the gold. We have also tried chromium as adhesion
layer. Mechanically both materials appear to do equally well, but titanium was cho-
sen because it is nonmagnetic, avoiding possible complications due to magnetization
of the Cr layer.

Next we evaporate the gold at a rate of 1 nm/s. The crucible in the PVD system
can only hold 3 g of gold at a time, enough for a 1.25-µm-thick layer. After a re“ll
we continue the evaporation until the “nal thickness is reached (typically 2.0µm).
The thickness of the gold layer has to be less than the thickness of the LOR 20B
resist layer, otherwise lift o� does not work.

Lift o�

We leave the chip in a beaker containing Microposit Remover 1165 with a tempera-
ture of 68� C for � 1 hour to lift o� the super”uous gold. It was found to be helpful to
create a bit of ”ow in the beaker with a syringe. We do not use ultrasonic agitation
as that can damage the remaining gold structures. Normally we move the chip to
a beaker containing clean Remover ”uid once or twice, to reduce changes of gold
shreds re-depositing on the substrate.

After lift o� we rinse the chip several times in acetone and iso-propanol to make
sure no remover ”uid stays behind. Finally we use the oxygen plasma again to
remove any remainders of resist or solvent.
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Chip mount

Microfabrication is now complete. After initial characterization with optical mi-
croscopy, Scanning Electron Microscopy (SEM) and Atomic Force Microscopy (AFM)
(described in section 3.5), the chip is glued onto a custom-built chip mount with
Epo-tek 377 epoxy. The chip wires are connected to the sub-D-type pins on the chip
mount via wire bonding. Each contact pad on the chip is connected with 10 bonds
of 25-µm-diameter, � 1 mm-long aluminium wires, except the 125µm-broad Z-wire
that has 14 bonds to support the high current (up to 3 A) that will be sent through
this wire. The chip mount is described in more detail in section 4.2.4. See also
Sec. 3.3 and 3.4 of [88].

3.4 Wire pattern design

Figure 3.3 shows the wire pattern on the chip as used in the experiments of Ch. 5
and Ch. 6. The properties of the wires are listed in table 3.1. The design is centered
around a 125-µm-wide Z wire. The length of the central section is 3 mm and is
necessary to make the initial magnetic trap large enough to hold su�cient atoms.
The width is necessary to carry 2.25 A of current during compression while keeping
the dissipation below 4 W. As explained in Ch. 2 the overall Z shape is necessary to
provide three dimensional con“nement, required to capture and evaporatively cool
large numbers of atoms.

As a consequence of the choice for a single conducting layer and a Z shaped
central wire, all other wires also have an overall Z shape. Wires 3 and 7 are Z
wires with widths of 50 and 30µm respectively. Their smaller width allows their
use as tighter Z traps, because of the larger magnetic “eld gradients possible. In
the experiments described in this thesis, however, they are used to generate the
radio-frequency dressing “eld. Their almost symmetric positioning at a distance of
� 100µm around the 125-µm wire, results in the two “eld components being nearly
orthogonal, so that it is easy to change the direction of the linearly polarized rf “eld.

The remaining wires have wiggles that de“ne 1D box potentials. The length of
the wire section in between two wiggles determines the length of the box. Because
of the overall Z shape of these wires the resulting box potential also has a harmonic
component. The harmonic component scales with the height of the atoms above the
chip surface and as the boxes were designed to trap atoms as close as 20µm from the
surface, the harmonic component is small. Experiments using box potentials will be
the topic of future work. Wire 6 was used to generate the oscillating magnetic “eld
for rf evaporation and rf spectroscopy.

In the center of the chip the exact shape and quality of the wires are crucial
because of the close proximity of the trapped atoms. Outside the central section
the exact current path is less critical. We let the wires fan out as much as possible
to reduce wire resistance and thus heat dissipation. Along the long edges of the
chip 2.1-mm-wide contact pads provide ample space to connect each wire with wire
bonds to a contact pin on the chip mount. The 125-µm-broad Z wire has a wider
4.4 mm pad. The short edge of the chip does not have contact pads. The connecting
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Figure 3.3: Atom chip wire pattern. The area in blue corresponds to the uncovered silicon substrate,

while yellow represents the conducting gold layer. (a) Overview of the complete chip. The dashed

rectangle measures3.1 × 4.3 mm2 and is shown (rotated 90 degrees clock-wise) in (b). The wire

numbers correspond to the numbers in table 3.1.

(a)

1
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4
5 6 7 8

1 2 3 4 5
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wire minimum calculated measured function
width resistance resistance
(µm) (�) (�)

1 10 2.93 3.15 double box structure
2 5 3.32 3.70 wiggle test wire
3 50 1.33 1.47 Z wire, radio-frequency “eld
4 10 3.18 3.89 1.00 mm long box
5 125 0.65 0.72 Z wire, initial trapping and cooling
6 10 2.30 2.42 0.20 mm long box, rf evaporation
7 30 1.83 2.06 Z wire, radio-frequency “eld
8 20 2.19 2.30 0.90 mm long box

Table 3.1: Properties of the wires on the chip. The experiments described in this thesis utilize wire 5 for

the static magnetic trap, wires 3 and 7 for the rf-dressing “eld and wire 6 for the forced rf evaporation

“eld and the rf spectroscopy “eld. The other wires are not used.

wire bonds would obstruct the light beam propagating just above the surface of the
chip for absorption imaging. The total number of wires on the chip is limited by the
number of connecting pins on the chip mount (currently 32 of which 12 are reserved
for miniwires).

In the center of the chip neighboring wires are separated by 10-µm-wide gaps
in the gold layer. Outside the center, where more space is available, the wires are
separated by a 20-µm-wide gold strip in between a pair of 10µm gaps. This double-
groove structure reduces the risk of shorts due to fabrication ”aws, while maximizing
NIR re”ectivity. The sections of the gold layer that are not part of a wire, like the
20 µm strips in between wires, are left electrically ”oating.

Finally, the edge of the chip contains several markers. Small triangles align with
the designed position of the miniwires underneath the chip. The square structures
in the corners are used to align the lithography mask to the substrate during micro-
fabrication.

3.5 Wire characterization

3.5.1 Thickness and surface properties

Figure 3.4 shows the resulting wire structures after “nishing microfabrication. The
typical gold grain size in the deposited layer is 50 nm as can be seen in the SEM
image in Fig. 3.4(a). The AFM data in Fig. 3.4(b) gives a similar picture. In a larger
SEM image [Fig. 3.4(d)] we see that the top surface and the sides of the wire are
smooth down to the grain size of the gold. The “nite resolution of the fabrication
process is expressed in the smoothing of the corner. The fact that the gold layer was
evaporated in two stages can be seen as a change in structure in the side of the wire,
though it does not appear to increase the wire surface roughness. Roughness of the
wire edge on length scales comparable to the cold atoms…wire separation (� 100µm)
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Figure 3.4: Atom chip wires characterized in 3 di�erent ways. (a) SEM image revealing the grainy

structure of the gold that makes up the chip wires. The typical grain size is 50 nm. The scale bar at

the bottom indicates 200 nm. (b) image of the gold grains obtained with an Atomic Force Microscope

(AFM). Image size is5× 5 µm2 and the color scale extends over 50 nm. (c) Optical microscopy image

of several wires. In this image there is no structure visible in the wires and the wire edges appear

straight and without any roughness. The scale bar in the top right corner is 50µm. (d) SEM image

of a corner in a 5µm wide wire, viewed under an angle. The gold layer can be seen to be deposited in

two steps. The edges of the wire appear to be straight down to the gold grain size. The dark stripes

on the wire near the top and righthand edge of the image are due to electron beam irradiation in the

SEM and not due to the fabrication process.

is generally di�cult to detect in SEM data because of deformations of the electron
beam scan “eld. In optical microscopy this problem is less pronounced, but the
resolution of optical microscopy is insu�cient to detect small edge ”uctuations that
may a�ect the magnetic potentials experienced by atoms. In the optical microscopy
image of Fig. 3.4(c) the wires appear perfectly straight within the optical resolution
of � 1 µm.

Using a surface pro“ler (KLA Tencor Alphastep 500) we have also looked at
the ”atness of the top surface of a chip wire over a distance of several 100µm
[Fig. 3.5(a)]. The observed high-frequency variation is less than the gold grain size
which is intuitively clear as one realizes that the tip of the pro“ler is signi“cantly
larger, e�ectively smoothing the signal. On longer length scales the variation in wire
thickness is comparable to the ”atness of a clean silicon substrate which is plotted in
Fig. 3.5(b) for comparison. From these and similar measurements we conclude that
we can fabricate the intended wire pattern with high quality which should produce

(a)

(d)

(c)

(b)
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Figure 3.5: Surface pro“les measurements of a cleaned bare silicon substrate (b) and a� 1.2 µm gold

layer (a). The o�set of curve (a) is chosen such that the average lies 10 nm above (b). The scan speed

was 10µm/s and the horizontal resolution 0.20µm. Each curve was obtained in a single run.

very smooth potentials.
Using the same surface pro“ler we have also determined the thickness of the gold

layer after completing microfabrication. To exclude damage to the wire structures
we measure the thickness of the gold layer in the four corners of the chip. The
average of these measurements is the assumed thickness of the gold wires in the
center of the chip, which is 1.84µm for the actual chip used in the experiments of
Chs. 5 and 6. Often we “nd a small gradient (of about 4 nm/mm) in the thickness of
the gold layer over the chip which we attribute to the chip not having been directly
over the gold crucible during evaporation of the conducting layer.

3.5.2 Chip wire resistance

Prior to fabrication we estimated the chip wire resistances to check if the wires
would be able to carry the desired current. Because of the varying wire width, the
resistance can not be calculated naively with

R =

 0L
hw

, (3.1)

where 
 0 is the resistivity of gold at room temperature andL, h and w the wire
length, thickness and width respectively. On the other hand a full numerical calcu-
lation is needlessly complex. An acceptable solution is to divide the wire in pieces,
isosceles trapezoids, with constant width or a width linearly varying along the length,
each with a resistanceRi . The Ri of pieces with constant width is calculated with
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Inter chip wire resistance (k�)

Immediately after fabrication After 3 months of use

1
2 560 15
3 496 437 31 7.2
4 443 384 338 12 9.0 1.1
5 394 270 226 127 13 8.2 1.6 0.73
6 500 437 399 196 244 19 16 8.5 6.5 4.9
7 610 536 500 437 336 360 50 43 16 13 11 7.7
8 752 690 651 590 477 536 572 76 67 53 48 46 45 16

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8

Table 3.2: Electrical resistance between chip wires. The wire numbers along the left and bottom edge

of the table correspond to the numbers in Fig. 3.3.

Eq. (3.1) while theRi of the other pieces is found by integrating the local resistivity
along the wire:

R =
�


 0dl
hw(l)

=

 0L
h

ln(w1/w 2)
w1 Š w2

, (3.2)

wherew1 and w2 (w1 	= w2) are the widths at both ends of the wire piece. The total
estimated wire resistanceR is obviously the sum of allRi .

We measured the real resistance of the chip wires after the chip was glued on
its water-cooled mount. Placed in a vacuum of 10Š 6 mbar to suppress cooling
through convection, we performed a four-terminal measurement of the resistance
with a current of about 100 mA, which is su�ciently low to neglect the increase in
resistance due to ohmic heating. The four terminals were connected to the outside of
the vacuum feedthrough so the measured values include in-vacuum connection leads
and wire bonds. Table 3.1 shows both calculated and measured resistances of the
chip wires. The measured values are systematically larger than the calculated ones.
We attribute the di�erence to the additional resistance of the leads and wire bonds.
With the real on-chip resistances about equal to the anticipated values the wires
can carry enough current to produce the designed magnetic trapping potential.

3.5.3 Inter chip wire resistance

Additional measurements of the resistance between di�erent chip wires was per-
formed for two reasons.

(i) Since we did not fabricate a dedicated SiO2 insulation layer on the silicon
substrate, we have to check that the resistance between wires is still su�ciently
large to avoid current leaking from one wire leaking into an other. This e�ect is
undesirable as it modi“es the magnetic trapping potential in an uncontrolled way.
A measurement of the resistance gives an impression of the amount of current that
leaks out of the wire and a measure for the anticipated deviations in the magnetic
“eld.

(ii) Although we normally only consider magnetic manipulation of our trapped
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atoms also electrostatic manipulation is possible (see Sec. 2.4). To produce the
(large) electrostatic “elds necessary chip wires need to be charged to typically several
tens or hundreds of volts. Obviously this is only possible if the interwire resistance
is su�ciently large.

We have measured the inter chip wire resistance using a digital multimeter with
the chip mounted in vacuum both directly after fabrication and after three months of
use in typical trapping and cooling experiments. The results are shown in Table 3.2.
The resistances immediately after fabrication are approaching M� values. These
values are too large to be explained be the resistivity of the silicon. We assume
the resistance is mainly determined by the thin oxide layer (native oxide) that is
present on all silicon surfaces exposed to air, possibly enhanced by the exposure to
the oxygen plasma during fabrication [118,119]. The ratio between the wire and the
interwire resistance approaches 10Š 6, so naively one would expect a current leakage
of only 10Š 6, causing alterations to the magnetic trapping potential well below the
mG level.

After three months of experiments the resistances had decreased signi“cantly.
We attribute the lowering of the resistance to di�usion of gold into the silicon oxide
layer and maybe even into the silicon substrate. Gold is well-known for its di�u-
sive properties [118]. The elevated temperatures caused by ohmic heating during
experiments accelerate the di�usion process and indeed wire 5, which is used most
intensively, has the lowest resistance with its neighbors. In the period following
the second measurement of Table 3.2 the resistances appeared to not decrease any
further, stabilizing at the listed values and these values are consistent with current
experiments.

Also note that gold and rubidium form an alloy for mixtures with < 30 weight
percent rubidium [120]. Squires [121] reports on attempts to employ a gold-rubidium
alloy as a87Rb dispenser in a cold atom experiment. Such a dispenser would form a
very clean source of rubidium and have the added advantage of being stable in air.
Although the device was shown to work in principle, it was hampered by the low
di�usion rate of Rb in gold.

3.5.4 Magnetic potential roughness

An important limitation of atom-chip-based magnetic potentials is the roughness
associated with these potentials. It has been observed both in magnetic thin “lms
chips [122] as well as in current-carrying wire chips. In wire chips it is caused by
small angular deviations of the current ”ow in the wire. Since “rst observation of
the e�ect [123…125], it has been studied extensively [114,123,126…135].

Normally the roughness of the potential is seen as a handicap as it hinders the
”ow of a BEC in the potential and breaks up a single cold cloud in several, ill-de“ned
parts. Experimentalists have been looking for ways to reduce the potential roughness
ever since the beginning of experiments with atom chips. The “rst improvement was
the use of evaporation instead of electroplating as the technique to fabricate chip
wires. The 50-nm grain size of evaporated wires (see Sec. 3.5.1) perturbs the current
”ow less than the > 90-nm grain size of electroplated wires [130, 136]. Evaporation
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Figure 3.6: Initial characterization of potential roughness caused by wire corrugation. (a) Average of

50 in-situ images of a thermal cloud with a temperature of 0.35µK. (b) The linear density extracted

from (a). (c) The residual roughness of the potential expressed in mG after a harmonic “t representing

the trapping “eld has been subtracted.

is currently the method of choice to make smooth chip wires.

Although potential roughness can be minimized using sophisticated microfab-
rication techniques and metal vapor deposition, there are also dynamic ways of
compensating for residual potential roughness. Several methods have appeared in
literature to suppress the e�ect. All these methods involve the use of non-static
magnetic “elds. Trebbiaet al. [137] report on a suppression of the potential rough-
ness with a factor 14 by modulating the wire current at a few tens of kHz. The bias
“eld also has to be modulated. The limitations of this method are studied in [138].
Kr ügeret al. [133] propose a di�erent method. Their idea is to add a rotating rf “eld
orthogonal to the direction of the Io�e “eld and then reduce the Io�e “eld to zero
since it is no longer necessary in the resulting time-orbiting potential (TOP). They
predict a reduction of the potential roughness �Bx with a factor � Bx /brf . A third
method for reducing the potential roughness was implemented as part of this thesis
work and described in detail in Ch. 5. Linearly polarized radio-frequency “elds can
be used to create rf-dressed potentials in which the e�ect of the potential roughness
is reduced with respect to the static potential. The exact reduction factor depends
on the properties of the rf dressing.

Figure 3.6 shows how we did an initial characterization of the roughness of the
potential generated by our main trapping wire. We loaded a thermal cloud contain-
ing � 25× 103 atoms into the potential formed by a current of 0.5 A in wire 5 (see
Fig. 3.4) and a transverse bias “eld of 10.5 G. For these settings the distance between
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atoms and the chip is� 77µm. After loading this trap we waited 500 ms to obtain an
equilibrium density distribution which was subsequently measured through absorp-
tion imaging in the trap. We averaged 50 of these absorption images [Fig. 3.6(a)] to
suppress imaging noise before computing the longitudinal density [Fig. 3.6(b)] using
Eq. (2.36). The temperature of the thermal cloud was 0.35µK, determined from the
cloud width in time-of-”ight. From the longitudinal density distribution we calcu-
late the trapping potential using Eq. 2.36 . The roughness potential [Fig. 3.6(c)] is
the residue of a parabolic “t to the potential. We express the roughness in a single
number � B/B 
 5× 10Š 5 which is the root mean square (rms) of the variations in
Fig. 3.6(c) with B = 10.5 G.

This number is slightly larger than the one quoted in [88] for the very same wire.
The di�erence can be explained from the di�erence in trapping height. It is a bit
lower than the value of 7× 10Š 5 in [133], although when we take into account that
the latter was measured at only 5µm from the chip, it becomes clear our wire does
worse. The di�erence can not be explained from material properties or method of
fabrication as in both cases it concerns a gold wire on a silicon substrate fabricated
through optical lithography and gold evaporation.

The typical length scale is of the order of 100µm, about the height of the atoms
above the chip. The origin of the magnetic potential roughness is hard to infer from
our microscopic analysis of the chip wires since variations in wire properties over
this long length scale are practically impossible to detect.

3.5.5 Thermal properties

This section on the thermal properties of the atom chip deals with the way atom
chip wires heat up when a large current is sent through them. This heating is
an important e�ect that has to be taken into account because it determines the
maximum allowable current in the chip wires.

To begin with, all heat in the chip wires is produced because of the resistivity
of gold. At room temperature it has the value
 0=2.214× 10Š 8 �m [139]. The
temperature coe�cient c is 3.6× 10Š 3 KŠ 1, meaning that the temperature-dependent
resistivity 
 T can be approximated like


 T = 
 0 (1 + c� T) , (3.3)

where � T is the deviation of the temperature from room temperature. This approx-
imation is reasonable over a range of over 100 K. Generally the positive temperature
coe�cient is a nuisance as it increases the dissipation in the atom chip wires as they
heat up while we try to keep the current constant. But we also use it to our ad-
vantage as it helps us to estimate the temperature rise in the wires. In practice we
use

� T =
1
c

�
R
R0

Š 1
�

, (3.4)

where R is the instantaneous resistance of a wire andR0 the resistance of that
wire at room temperature. The main limitation of Eq. (3.4) is in the assumption
that the wire heats up uniformly which, given the varying width, is not the case.
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In our experiments we limit the resistance increase to 30% which corresponds to a
83 K temperature rise. It will turn out (see Sec. 3.5.6) that this value is a good
compromise between large current density on the one hand and safe distance from
the melting point of gold (1337.58 K [139]) on the other.

We study the heating of the chip wires in two extremes. For very short current
pulses we assume the silicon substrate to be a large heat sink absorbing all energy.
Continuous operation of the chip wires is the other extreme. In the latter case the
“nal chip wire temperature is determined by the total thermal resistance of the chip
mount between the chip on top and the cooling water in the base of the mount.
For current pulses of intermediate duration the way the chip wires heat up is more
di�cult to describe, because the di�erent parts of the chip mount made of di�erent
materials and having di�erent shapes in”uence the process (see also the discussion
in Sec. 3.4 of [88]).

Following Groth et al. [62], the dissipationdP in a piece of wire with a length
dl is

dP = 
 0 (1 + c� T) j 2hwdl, (3.5)

where j is the current density. This heat ”ows into the substrate or raises the
temperature of the wire. Assuming a thermal conductivityk in between the wire
and the substrate, the energy ”ow into the substrate isk� Twdl; being only valid
as long as the substrate is at room temperature. The increase of wire temperature
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can now be described by the di�erential equation

� �T =

 0 (1 + c� T) hj 2 Š k� T

h
C p
, (3.6)

with 
 the density and Cp the speci“c heat of the wire material. Assuming the
temperature increase to be 0 att = 0, the solution of the di�erential equation is

� T(t) =
h
 0j 2

k Š hcj 2
 0

�
1 Š expŠ t/�

�
, (3.7)

and the time constant� equal

� =
h
C p

k Š hcj 2
 0
. (3.8)

From this analysis we see that forkŠ hcj 2
 0 � 0 the temperature rises exponentially,
destroying the wire immediately. For low currents the temperature saturates within
microseconds for realistic numbers.

Figure 3.7 shows how the 10-µm-wide wire 1 (see Fig. 3.3) heats up for di�erent
currents� . After switch-on, the voltage over the wire needs almost 1 ms to stabilize,
much longer than the time de“ned by� in Eq. (3.8). We assume that 1 ms after
switch-on the temperature di�erence between the wire and substrate has saturated
and the substrate is still at room temperature. The resistance and temperature of
the wire after 1 ms for the di�erent currents is plotted in Fig. 3.8. As a “t function
we use Eq. (3.7) with the exponential neglected and thermal conductancek as the “t
parameter. This way we “nd a thermal conductance of 6.40± 0.16× 106 WK Š 1mŠ 2

which matches the value for 5-µm-wide gold wires on a silicon substrate with a
20-nm-thin SiO2 insulation layer found in Ref. [62].

Figure 3.9 shows the temperature of several di�erent wires on our chip as a
function of the dissipated heat. For equal dissipation the temperature is lower for
the wider wires showing that the thermal conductance calculated above does play
a role, but the e�ect saturates for the broader wires. For these broader wires the
thermal resistance between the silicon substrate and the base of the chip mount
dominates (see also Table 3.3 of Ref. [88]). The slope of the curve of the 125-µm
wire is 9.9± 0.1 K/W.

In our experiments we use current pulses with a duration of 2 seconds or longer
and a cycle time of 10 seconds. In most of our experiments we only use the 125-µm
wire at high current, thus the continuous dissipation of the wire with a thermal
resistance of 9.9 K/W is the best description for us.

3.5.6 Chip wire breakdown

In order to “nd the limitations in terms of current of our atom chips, a number
of destructive tests were performed. Figure 3.10 shows the resistance of a wire of

� Note that R/R 0 can extend below 1 asR0 is de“ned at room temperature and the wires are
initially at somewhat lower temperature as the chip mount is water-cooled.
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Figure 3.10: Resistance of a 20-µm-wide 1.2-µm-thick chip wire as voltage over the wire is increased.

The resistance doubles before the wire fails at a current density of8.6 × 106 A/cm 2.

Figure 3.11: Three pictures showing what happens when chip wires overheat. (a) shows a wire that

partially vaporized when it overheated. The vaporized gold re-deposited on the nearby substrate. In (b)

several wires have melted after one of the wires has carried a large current for a long period (� 1 minute).

The fact that several wires melted, shows that the substrate must have been very warm. The melted

gold ”owed over the substrate. (c) Apart from melting and vaporizing a wire may just peel of the

substrate and break.

which the narrowest part is 20µm wide, 1.3 mm long and 1.2µm high as it is
tested to destruction. The initial part of this measurement was performed with the
power supply in constant-current mode, while the latter part had to be done with
the supply in constant-voltage mode. The resistance doubles before the wire fails
which appears typical behavior as it is similar to the results in [140].
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The maximally achieved current density in this wire is 0.86× 107 A/cm 2. For
more narrow wires (down to 5µm) we have observed values up to 1.1× 107 A/cm 2.
107 A/cm 2 also is the typical number found in literature for the maximum current
density in these wires [62,141]. Only under special circumstances, like very narrow
(sub-µm) wires [140] or cryogenically cooled chips [142], larger current densities are
reported. From the measurement in Fig. 3.10 and similar measurements we conclude
that our usual way of working in which we limit the resistance increase to 30% is very
reasonable. AtR/R 0 = 1.3 the current (density) is > 80% of the maximum value
while the dissipation is still less than half the critical dissipation at the moment of
failure.

Figure 3.11 shows three microscope images of chip wires that were destroyed by
large currents. On close inspection of these images one sees that the wires can be
destroyed in di�erent ways depending on the current, duration and the microstruc-
ture. The wire can peel o� the substrate [Fig. 3.11(c)]. This is probably due to
the di�erence in the expansion coe�cients of gold (14.2 × 10Š 6 KŠ 1) and silicon
(3× 10Š 6 KŠ 1) [143]. As soon as part of the wire loses contact with the substrate lo-
cally, its heat can no longer be transferred to the substrate and it overheats rapidly.
Often parts of wires are seen to have melted. As soon as (part of) a wire melts
it is destined to fail rapidly since the resistivity of liquid gold is 132% larger than
that of solid gold [139]. Figure 3.11(b) shows an example of a molten wire. In
this particular case the substrate must have been very hot since also parts of wires
that were not carrying any current have melted. Finally it is possible that a wire
(partially) vaporizes. This is what happened to the wire seen in Fig. 3.11(a). The
gold is re-deposited on the silicon substrate nearby.

In all cases there is a large risk that one overheated wire will damage or short-
circuit neighboring wires, independent of whether these wires are carrying current or
not, consequently rendering the atom chip partially, or even completely, inoperable.
Limiting the chip wire current to a maximum resistance increase of 30% has proven
to be a reliable way to prevent such a catastrophe.

3.6 Summary and conclusion

In summary, we have given a detailed description of the fabrication procedure for
our atom chips, and of the considerations that led to the choices made. The re-
sulting atom chip wires were characterized using optical, electron and atomic force
microscopy and their quality found to be competitive with the best chips reported
thus far [140].

The fabrication procedure includes the use of optical lithography with a practical
resolution of� 3 µm, gold evaporation and lift o� to fabricate gold wires with widths
ranging from 5 to 125µm and a typical thickness of 2µm on a silicon substrate.
With the chip epoxied to a water-cooled mount we achieve continuous current den-
sities of � 106 A/cm 2 and � 107 A/cm 2 for the 125µm and 5 µm wire, respectively,
in ultra-high vacuum. Although we do not observe any particular problem in micro-
scopic analysis of the microfabricated wires, they still exhibit the typical potential
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roughness that is also observed in other atom chip experiments. In initial charac-
terization experiments we found a rms value for �B/B of 5× 10Š 5 at 77 µm above
the chip, somewhat higher than chips fabricated in a similar way at other institutes.
At least part of the explanation could be the native siliconoxide layer which pre-
sumably is only several nm thick and provides insu�cient electrical insulation to
prevent electrical current from leaking out of the wires.

Despite their limitations these chips have been successfully used to study the one-
dimensional Bose gas [73] and to study atom-chip-based rf-dressed potentials [84], see
also Ch. 5 and Ch. 6. The process described here was optimized for simplicity, and
requires relatively modest clean-room facilities. It should thus particularly suited
for reproduction elsewhere, employing similar facilities to those of the Amsterdam
nanoCenter.

If in the near future new chips have to be made for a followup experiment, it
is advisable to have a SiO2 layer on the substrate to improve electrical insulation
between the chip wires. A thin layer of 25 nm is reported to be su�cient [98], while
it hardly obstructs the heat ”ow from the wire into the substrate [62]. It would
only add one more stage to the fabrication process, thus keeping it relatively simple.
An alternative would be to employ a dielectric substrate, doing away with the need
for an insulating SiO2 layer altogether. Industrial-grade polycrystalline AlN has a
thermal conductivity in the 160…200 WmŠ 1KŠ 1 range depending on the sintering
process and possible additives. The thermal conductivity of monocrystalline AlN
is larger, but limited by impurities, especially oxygen atoms. The largest value
measured for a high-purity monocrystalline sample is 275 WmŠ 1KŠ 1 [144]. AlN is
used in the semiconductor industry as substrate and packaging material for power
electronics. For our atom chip the monocrystalline variety would be preferred not
only because of the larger thermal conductance, but also for its anticipated smaller
surface roughness. One account of an AlN atom chip has appeared in literature [141].
Its thermal properties are favorable while the quality of the generated magnetic
potential was not reported.
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4.1 Introduction

One of the bene“ts of atom chips is that they simplify the experimental setup in cold
atom experiments. In tight chip-based traps the time scales for evaporative cooling
are shorter than in alternative traps, relaxing the demands on the ultra-high vacuum
quality and allowing rapid experimental cycle times. Also the chip-based currents are
only several ampere, instead of hundreds, allowing the use of smaller power supplies.
Despite these advantages atom chip setups still employ a range of technologies (e.g.
lasers, magnetic “elds, ultra-high vacuum, experiment automation), making them
experimentally demanding.

This chapter describes the experimental setup, excluding the atom chip that is
described in Ch. 3. It consists of four parts. The “rst part of the chapter describes
all components of the setup except the experiment automation and the DDS radio-
frequency sources. It brie”y treats the vacuum system (Sec. 4.1), magnetic “eld coil
(Sec. 4.2.2), laser system (Sec. 4.2.3), atom chip mount (Sec. 4.2.4), Rb dispenser
(Sec. 4.2.5) and the absorption imaging system (Sec. 4.2.6). Additional details on
these parts of the setup may also be found in the thesis of Van Amerongen [88].
They are presented again in this thesis (i) for convenience of the reader (ii) to in-
corporate additional details and (iii) to describe changes that were made to the
setup recently. The second part of this chapter deals with the automation of the
experiment (Sec. 4.3). After a description of the experiment control computer and
related electronics (Sec. 4.3.1) we turn to the software (Sec. 4.3.2) that was written
especially for our experimental setup in the LabView environment. We highlight
important design considerations and show how the implementation results in ”ex-
ibility in running di�erent types of cold atom experiments. The third part of this
chapter (Sec. 4.4) describes the new radio-frequency sources that we use for creat-
ing rf-dressed potentials and rf evaporation. Instead of using commercial rf sources
we have constructed our own rf generators using Direct Digital Synthesis (DDS)
chips. We discuss the electronics involved, the way the DDS chips are programmed
via the experiment control computer and the properties of the resulting rf signals.
The fourth, and “nal, part of the chapter (Sec. 4.5) gives a description of a typical
experimental cycle in which we trap and cool a cloud of rubidium atoms from room
temperature to quantum degeneracy (� 1 µK) within 10 seconds.

45
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Figure 4.1: Vacuum setup: (1) science chamber, (2) 4+1-way cross, (3) ion getter pump 2 l/s, (4)

dispenser atom source, (5) venting valve. Not shown here is the lower part of the vacuum system that

contains an ion getter pump, a titanium sublimation pump and the ionization gauge for measuring

pressure.

4.2 Overview of the experiment

4.2.1 Vacuum system

The vacuum system is shown in Fig. 4.1. It consists of a science chamber and a
part that contains the pumps. The science chamber has an octagonal shape and
is made of stainless steel. Six double-sided-AR-coated CF-40 windows and one
uncoated CF-100 window provide optical access for MOT, pump and probe beams.
The atom chip and mount are supported by a custom-made 4+1-way cross. This
cross supports the atom chip assembly and two 15-pin sub-D vacuum feedthroughs
(Allectra 210-D15-CF40) needed for the chip assembly. The cross is mounted on
top of the vacuum system such that the atom chip is facing down in the center of
the science chamber. A 40 l/s ion getter pump and a titanium sublimation pump
maintain UHV conditions. A small (2 l/s) ion getter pump connected to the 4+1-way
cross makes sure that this somewhat isolated part of the vacuum systems maintains
UHV. We measure the pressure with a Bayard-Alpert ionization gauge. With a bake
out at 180� for about one week to remove residual water vapor, we attain a pressure
of � 10Š 11 mbar.
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4.2.2 Magnetic “eld coils

The experiment comprises a total of 10 magnetic “eld coils (Fig. 4.2 and Table 4.1).
The MOT coils provide the magnetic “eld gradient needed for magneto-optical trap-
ping, while we use the six compensation coils to make a uniform “eld in any arbitrary
direction. The Y-bias coils produce additional bias “eld in they direction needed
for tight magnetic traps. All coils are connected to their supply via twisted-pair
shielded (audio) cable (Belden 8718 12 AWG, 2.05 mm diameter). The MOT coils,
Y-bias coils and the two compensation coils that produce “eld in thex-direction
are connected via electronic switches to allow rapid switch-o� of the magnetic “eld.
Current through the coils is provided by several analog programmable Kepco current
supplies.

The MOT coils are switched using STE53NC50 MOSFETs withVDS = 500 V,
RDS(on) < 0.08 � and I D = 53 A [145]. The switch-o� time is � 500 µs for a
typical current of 7 A compared to� 100 ms without switch. For the other coils we
use Toshiba 2SK1544 MOSFETs withVDS = 500 V, RDS(on) = 0.15 � (typ.) and
I D = 25 A as maximum continuous current. We tune the switch-o� time between 50
and 100µs with varistors that we connect in parallel to the coils. The switches are
connected to the experiment control computer via optocouplers to prevent ground
loops and to protect electronic components.

Figure 4.2: Magnetic “eld coils: (1) compensation coils, (2) vacuum chamber, (3) MOT coils, (4)

Y-bias coils. The outside diameter of each of the six compensation coils is 200 mm.
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compensation MOT Ybias
coils coils coils

windings 128 624 120
R0 (�) 1.5 3.4 0.7
L (mH) 6 24 2
strength 1.85 G/A 2.3 (G/cm)/A 1.29 G/A
water cooling � �
I max (A) 12 10 20
Pmax (W) 280 440 360

Table 4.1: Magnetic “eld coils properties. The strengths listed are calculated along the line connecting

the centers of the coils in each pair. Since the compensation coils are mounted under an angle of45�

with respect to they axis, they contribute1.85/
�

2 G/A in y and z.
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4.2.3 Lasers

We use three diode lasers: a grating stabilized master laser, a slave laser locked
by injection to the master laser and a grating stabilized repump laser. The master
and slave produce light for cooling, probing and optical pumping at 780 nm. These
lasers are described in [88, Sec. 3.8]. Here, we give a more detailed description of
the repumper arrangement.

The repumper is a grating-stabilized diode laser (Toptica DL100). The experi-
ments described in chapter 5 were performed with a 795 nm diode (Toptica LD0800-
100-2) locked to theFg = 1 
 Fe = 2 transition of the 87Rb D1 line. The exper-
iments in chapter 6 were performed with a 780 nm diode (Sharp GH0781JA2C)
locked to the Fg = 1 
 Fe = 2 transition of the 87Rb D2 line. Figure 4.3 shows
an overview of the repump laser setup. After spectroscopy the light is divided be-
tween two paths using an EOM (Linos LM0202). After passing mechanical shutters
(Vincent Associates, Uniblitz, LS2T2) (not shown in the “gure) each beam enters
its own single-mode polarization-maintaining “ber. About 11 mW of light from the
repump “ber is overlapped with the cooling beams and used during the MOT stage.
The light from the pump/repump “ber is used during optical pumping. Based on
atom numbers and temperatures, the experiment performed equally well with the
repumper at 780 nm or at 795 nm.

4.2.4 Atom chip mount

The key element of the entire experiment is the atom chip sitting in the very center
of the vacuum system on its mount. The atom chip is described in detail in Ch. 3.
We designed and built the mount especially for our chip. The mount has several
functions. First of all it needs to be a sturdy mechanical platform. It has to
conduct away the heat produced by ohmic heating on the chip. It has to provide
electrical connections for the wires on the chip. Additionally it houses two layers of
three macroscopic wires, the so-called miniwires, underneath the chip. The resulting
design is shown by Fig. 4.4.

The atom chip is epoxied on a boron-nitride ceramic element that contains the
connector pins for all electrical connections. The chip wires are wire-bonded to these
pins. The miniwires lie in grooves in the boron-nitride. The boron-nitride is glued
with epoxy on a copper block which in turn is screwed on a copper rod with four
M3 bolts. From there a 0.1 l/min ”ow of cooling water ( � 13� C) through the hollow
copper rod e�ectively removes all heat to outside the vacuum system.

The thermal properties of the complete assembly play an important role, because
the maximum atom chip current is limited by heating of the wires. A good cooling
of the chip allows higher currents. The thermal properties of atom chip and mount
were analyzed analytically, numerically and experimentally in [146] and [88]. The
conclusion was that the current pulses in the atom chip are so long that the steady-
state thermal resistance is the relevant quantity. It is found to be 9.9 ± 0.1 K/W
limited by the epoxy layer between the silicon chip and the boron-nitride (Sec. 3.5.5).
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Figure 4.4: The chip mount. (a) Exploded view showing all components: (1) atom chip, (2) miniwires,

(3) connector pins, (4) boron-nitride ceramic element, (5) female connector pin, (6) copper heat sink,

(7) water-cooled stainless steel rod. (b) The chip and chip mount as mounted inside the vacuum system

along with the two Rb dispensers.

4.2.5 Dispenser

The rubidium that we use in our experiments originates from an alkali metal dis-
penser. This is a centimeter-long stainless-steel container “lled with a rubidium
chromate and a reducing agent mounted on the 6.4-mm-thick copper pins of a high-
current vacuum feedthrough. To release rubidium we resistively heat the dispenser
by sending a 11-20 A, 2…4 s current pulse through it. Two of these dispensers are
installed in our vacuum system. One with the opening towards the atom chip, the
other is facing the wall of the vacuum system. Only one of the two, the one facing
the wall, was used in all the experiments performed in our system so far. After going
through an estimated 3× 105 experimental cycles with an equal number of heating
pulses, this dispenser is now showing signs of depletion. The atom number in the
MOT and the BEC is becoming ever lower, signalling a reduced rubidium-vapor
pressure. We compensate by making the dispenser current pulse longer to increase
the temperature to obtain the same rubidium pressure as previously.

(a)

1

2

2

4

3

5

6

7

(b)




































































































































































	01
	PhDthesis-JJPvanEs.pdf

