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Chapter 1 Introduction

1.0 Introduction

In virtually every situation in which we face a decision about how to act, the
body of information at our disposal that can serve as the basis for our decision
is severely limited: we have at most partial knowledge of what will happen
when we act in one way rather than another, and of whatever other facts may
support a particular decision. | take it to be uncontroversial that we are
typically ignorant of many potentially morally relevant facts: facts about
whether a givenaction will make the world overall better or worse, whether
we will be giving eachperson his or her due, whether an acon will respect or
violate any rights or entitlements, and so on. And not only are we ignorant of
many such facts, our ignorance is, to a large extent at least, irremediable: no
matter how scrupulous and conscientious our inquiries have been, or will be,
there is much that wewill never know. In light of these observations, we can
ask: do these unknown (and often unknowable) facts make an actual
difference to what we morally owht to do, or is their relevance merely
potential?

Many, perhaps even mostwho have considered thequestion take the
latter view, reasoning roughly as followsWhat we morally ought o what we
are morally obligated or required to do is something we are ordinarily,
perhaps even always, in a position toirid out about. IN T. M. ... feZ‘eje ™" te3
T — St “—fe—cte 7 "fleceec <Zc—> <o f o“—fe—cte _gf_
deliberative agent, and one that a normal agent can be expected to be able to
fee™1"1 trrzH thissis correct, that is, ifwe can always determine what
we ought to do when engaged in practical deliberationthen (given a few
plausible assumptions which | spell out below) what we morally ought to do
can dependonly on the facts that we are, orat leastcanbecome aware of, and
not on any facts that are beyond ot 13’ <e—fec... "1 fope&ki @he aim of
the present essay isa examine whether there isreason to believe that what
we aremorally obligated to do issomethingthat we can always find out about
What | will argue for is that this is not the case.

In this introductory chapter, | do three things. | start with making the
central issue more precise, by offeringome definitions and spelling outa few
assumptions (section 1.1). After that, | explain in more detail whibelievewe
should be interested inthe question addressedsection 1.2). Third, and finally,
| give an overview of the chapters that follow (section 1.3).
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1.1. Preliminaries

Statedas succinctly as possible what | will discuss in what follows iswhether
the deontic status of actions isleliberatively accessible This formulation
requires some unpacking. We can start withi T + e —<... *Asfl-will ugéithis
expression an action hasa deontic status just in case thatction is either
morally right, morally wrong, or morally obligatory.! These possible deontic
statuses an action may haveare only in part mutually exclusive: while |
assume that no action is both morally right andmorally wrong at the same
time, and that actions that are obligatory are also right, the converse does not
hold. There can be more than one morally right action in a given situation, in
which case what an agent is obligated to do is perform one of tingorally right
actions availableto hera — —"1f— 1,fce% "<%S—1 feo1 1 fdllye% "1
interchangeable; likewise fo" T,f<*e% ™" ‘®%pdie% ~ ", f¥+T TP <%0
<o frecosc Anifor T,F<e% ‘,Z<%of—"">1 fet T,%<o% "f“—<"Ftai
assume that when an action is morajl obligatory, we can say that that action
is what an agent morallyoughtto do, andwhen an action is morally wrong, it
is what an agent morally ought to refrain from doing, or morallyought notto
do. In what follows, | oftenomit the prefix T¢*” fZZ>7 ™MSte —ece% THe—c..
o—...S fe T"<HIidAfP™TunlSsExpiicitly noted otherwise, the
concern isalwayswith what is morally right (etc.).
It is worth noting that the concern isalwayswith overall deontic status
only, that is, witS fe f...—< i« -things¥%eongidefed right, wrong, or

obligatory. | take it that we can et fece% " —ZZ> o't fe f,'—— fo f% e
et "t fZA Tteec,Z> ..t t—<oe% ‘,Z<%of—c<'ee " Tt——cFel <o
‘o:I:To '"Z(%of_(‘oo " ‘oi‘[o A"(:l:o"'o en ‘o:tT- Af.(Z)a en _éf_ ‘
not to murder, steal, lie, and so on. When used inithway, though, the term

T, Z<%of—c'ol 7 Tt——>i tT'te o'— & "tee ‘"F"f727 o "f7 *,

way of referring to obligations or duties of thisdifferent type2 <« fprinia facie
“GZ<Yof—ctesTA fZe' etet—cote P tatOT S, Z« %o f - i e thie
balance of prima facie obligations that, to the minds of some who give pride of
place to this notion, determines the overall deontic status of our actions (our

1 —fef —Stet —-S"ff e—f——ete - F8Sf—e— —-Sf "—<c'eed Sceo
o —"E"E" %o f—"">T  Teete s{wz o7 T, f<o% e— F" %of—"">T "<TF" s
status actions can have. | believe this implication is correct: provided there are actions
that fall under these labels, both supererogatory and suberogatory actions count as
morally right, or permissible. Somethingmore can be said about such actions, of
course but what we can say is just not something that has to do with their deontic
status. St fee—e'—c'e —Sf— 1"<%S—T4 T™" e%ia fol 1", Z¢%of—"">7 1
is not necessary for the discussion, however, and those who, unlike me, believe it is
incorrect can treat it as no more than a (hopefully harmless) simplification.
2 |ntroduced, as far as | know, by W. D. Ross (1930).
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Tt —sams phrasé & oZtee o' —ft ‘=St "™cefd ™Z7 o'— |t —fz2
facie obligations (or prima facie wrongs or rights, for that matter).

> Tf...—ceeid ™MSc .. S ™ ABA afwaysthednpdrticular
f..—<'eoed e— I8 & G-2§% —Sce «fe—generdlactions such-as
1™ " —«W%ngaommon terminology, wecan callthe latter as acttypes the
former act-tokens All claims about the deontic status of actions will always
concern the deontic status of particular actionsThis stipulation is not meant
to suggest that we cannot intelligilly talk about whether general actions are
™" 0% 8 <— sfefe "1" "t — eteef —' of>4 "7 f&fe'¥ta -Sf
Such claims about the deontic status of atypes are, however probably best
understood as part of an accountfowhy certain acttokens are morally wrong:
if, for example,it is true that murder is wrong, then thistruth helps to explain
™S, fo.o— ™" e%Z> <" of> t3Z¢, 1" f—Fdght nowSMye ‘et ‘e:
fo.—ce " ,,f-§<-%o efet‘ete g;pr o (%S — oM (o TM7ia000 4
partially because my adgbn is a token of a certain type, namely, murderThe
idea here isthat every token of thisact-type is either absolutelyor prima facie
wrong, in virtue of its being a token of that type. Particular actions, unlike
general actians, are actions that are (were, owill be) actions for somespecific
agent? f,,"17<f—1%$iwhich can only be performed at or during some
specifictime & f,,” 1" < f —tfi for,jm some specific situation, if you will). By
T—<eF«Wdll mean time-intervals, not points in time. Finally, for ease of
exposition, | will treat omissions that is, the non-performance of particular
actions, athemselves particularactions as well.

3 0 MSf_ " ZZ7 WMed ' —S—f% F “f <f,Z% "foe%o<e%o ‘"L fr—<..—Zf"
dummy letter, standing for a specific particular action; the context, | hope, will always

make clear how it is used. The sah %o'fe Si'd ™S«<...S <o —eft feo ‘=S f
"fe%oco%o ‘T fUofe—e fol fo f T—ees Zi——1f" e—fotfi@HW S T
can be either a variable ranging over times or a dummy letter for a specific time, for

Kia ™MS«<...S fe f ~f befavéror.signd fof warious thingstruths, facts, states

of affairs, etc.and the other capital letters {Y, Z, P, F, etc.), which are introduced when
necessary, ranging over or standing for various objects.

4 Compare Carlson (1995: ). It is perhaps worth pointing out that this is a different

distinction than that between different ways of individuating actions: particular

actions can be individuated coarsely or finely.

5 Accepting that claims of this form & intelligible does not, of course, amount to

accepting that there are anytrue claims of this form. The latter is something that both
consequentialists andmoral particularists (such asJonathanDancy, 1993, 2004) will

want to deny, but the former shouldbe acceptable to them as well.

6 Presumably, this will only be the first step in an explanation of why my action is

wrong; some further story will be told as to why acts of this type are wrong.

7 Perhaps there are also actions that are actions for colléees (groups of agents), or

for non-agentive entities. | take no stand on this; the restriction to single agents can be

treated as merely a simplifying assumption.
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T 52,87 f-<F f.... Teec,<Zc—>i <o f —tgomethifigaa — <o
little more familiar, namely, epistemic accessibility Say that X some fact or
truth is epistemically accessible just in cas¥ can be known (by some agent,
at some time).Because | want the followingto be neutral among competing,
incompatible analyses of knowledge, | have little to offer by way of specifying
the conditions under which a fact or truth Xis something that can be known,
by some agent, at some time. What | can say, though, is that | understanfl ¢
agentScan come to know thatXat time t iin a liberal way. Some take the ange
of facts or truths that count asepistemically accessible to an agerfsat to be
restricted to what Salready knows att, what Scan infer from what Sknows at
t,and what Scan come to know by way of introspectiorduring t. | assumethat
the range of facts that count agpistemically accessible tdSat or during time t
includes not just these things, but alsovhat Scan come to know by engaging
in some information -gathering activity (such as asking some other agent,
visiting a library, using a search engine on the internet, et¢.and whatScan
infer from what Scan come to know in this wayThe rangeof facts or truths
that are epistemically accessible to an agenin this sense is indexed toa
specific time: | may at this manent be able to obtain somepiece of
information, but | can lose this ability at a later time, if (say) the person who |
would ask for help in order to obtain it dies before | in factget around to
asking my questior; we can also acquire this ability with respect to pieces of

information, of course.Finally, ™<ZZ —e% —St &' "Feeciee T ... fo .
ofida 1Sfe f.. fotbed —fi@tTd—f"eceti fo f“—<"fZFe—e —" 1. f>
what follows.

DefiningwS f— ..fZZ ittZ<, 3" f-<% f.... foeec,<Zc—>i "%

specify a particular action, the agent to whom and time at which, somefact or
truth is epistemically accessibleThat is:

Deliberative Accessibility a factor truth Xis deliberatively accessible to an
agent Swith respect to an actionAthat Scan perform at timet; just in case
Xis epistemically accessible t&Gat a timet;, wheret; is either earlier than

or (partially ) overlapping with t; (in brief, t; 9t;)

. —etfe—fet —SF —f7e TtFZ<, F"f—<'eia >'— .. fe T3Z<¢,:
perform an actionAat a certaintime only if Ais anoption for you, that is, ifAis
something that you, as of that time, castill do (at that time, or at some later
time). We can of coursethink about what we ought to have done wherthe

8 e —eeciee T Thlco—Fec.. ... fToeei T° o= fZ™f>e SF™F 15f .-
present one; they can be concerned with whether a certain domain of facts or truths is
Teo "7ce 2T oot ™ F hivwg haveepistBmic access to facts or truths in a
domain. | am not concerned with the former, and only in passing with the latter; see
the next section for some remarks on how we know whether an action is right (etc.).
4



time of action has passed, but such thoughwould not be an instance of
deliberation, for deliberation is by its nature forward -looking. The definition
of deliberative accessibility accounts forthis by requiring that the time at
which it is possible that an agentS comes to know thatX t;j, is prior to or
(partially) overlapping with the time of action, t;. | have little to offer at this
point by way of further explicating the conditions under which a particular
action counts as an option for an agent; | argue below (in Chapter 3, section
3.1) that, contrary to what one might expect, this is not an issue that is
particularly relevant to the main question of this essayl believe that, by and
large,we are able to get by with an intuitive understanding of when an action
counts as option.

While most of what is discussed in what follows pertains to deontic
status more generally, in the first instance, the focus will be on whether
obligations are deliberatively accessible. That is, what | will focus on is
whether — S+ —Stfece —Sf— ™77 "idefensiblef » 1 oo

ACCESS: For any ageS8tand action A, necessarily,if Sought to do A at tj,
then there is a timet; such thatt; 9t; and during t; Scan come to know that
Sought to doAat t;

More informally, what ACCESS asserts is that if you are morally obligated to
act in a certain way at a certain time, then its alwayspossible that you come
to know that this is so, at a time no later than the time of action(Similar
access’”«s...<'Zte . fe ,F "e—Zf—%1t 7" 1<% S—i fel 1™
rules outis both (a) that you cancome to know whether you acted as you
ought to have done only after the factyiz.,when all is said and done, and (b)
that you cannot come to knowwhat you ought to do(or have done) at any
time at all (becausedeliberative accessibility entails epistemt accessibility, of
course). If ACCESS is trughen there is, as | will put it, no such thing as an
inaccessible obligationand there is no such thing not just in the actual world,
but in every possible world. What the claim is meant to capture is what
Scanlon suggests is the casi the passage quotedi.e.,that when we are
deliberating about what to doin a specific situation wecan always answer the
guestion of whether the actions that we are considering are morally
permissible or not; it does so byindexing epistemic access to the agent for
whom an action is obligatory, ando a time at or prior to the time of action.

I will at time also formulate the central question of this essayas
T™MEL 81" tfe—c... o—f——foo ™St~ SHe"or, Bifhof.m oo, 2FTa
and, finally, fo T™S$t-S3” —St"t f"F «<of ... foeec,Zt *,Z<%of -
otherwise, the concern will be with the deontic status ofactions and the
guestion, properly spelled out,is whether the deontic status of actions is
deliberatively accessible, in the sense defineddnd, again, while the explicit
discussion will focus mostly on thedeontic status of being morally obligatory i a

5



the implicit concern iswith deontic status more generally extending to being
morally right iand being marally wrong i Finally, note that even when it is not
made explicit, the idea is not just that there are none, but also that there
cannotbe inaaessible obligations.

I will say a little more about what is required for the deliberative
accessibility of deantic status in the next section, in the context of discussing
why we should be interested in the issueBefore that,though, someremarks
about the meta-ethical assumptions underlying the present inquiry may ben
order. For the most part, | proceedunapologetically on the assumption that
there are facts, and truths, about what we morally ought to do and refrain
from doing in brief, on the assumptionthat there are deontic facts and truths
The assumption is controversialof course but let me noe that | intend it to be
taken as noncommittal as it can be:we do not need to assume thathe fact
that an action A is obligatory is metaphysically robust j in the sense that it is
irreducible, or some such thing; all we need is that there is a fact of timeatter
as to whether or notA is obligatory, or,to put it in even more neutral terms,
that there is a correct answer for at least somevalues forA, —* — St “—te—c'e ¢
AL Z<%of—"">8T

Even with that noted, the assumption is still incompatible with an
error theory 7 f ,, ' morality (Mackie 1977 Joyce 200}, sincesuch a theory
denies the possibility both of correct answersto moral questions and of
knowledge of those answers, even in a minimal sense But contemporary
forms of metaethical non-cognitivism, such as thosedeveloped by Simon
Blackburn (1993, 1998) and Alan Gibbard (1990, 2003) do allow for talking
meaningfully about facts or truths about what we ought to do, andalso about
knowledge, or at leastabout T“—feec¢ ™ 7t} %4 dthiese factsor truths
(Gibbard 2003: chapter 9). 1 seems therefore, that there is only a small range
of possible views in metaethics according to which the way | have framed the
main issue is indefensible That should suffice forgetting the present inquiry
off the ground.

1.2. Why it matters whether deontic status is accessible

1.2.1. ACCESSand first -order moral theory: is obligation objective or
subjective?

Why should we be interested in whether or not deontic status is accessible, if
indeed we shouldbe? In other words, why, if at all, does imatter whether
ACCESS is true? | have already hinted at the main reason at the outset; this
section spells it out in more detail.

9 The discussion in section (3.4.2) in Chapter 3 forms an exception to this rule.
6



There is a quite general question in firsiorder moral theory as to
whether moral obligation, and deontic status more generally, i®bjective or
subjective in the sense of whether what we ought to do depends on the totality
of facts of a situation, or only on the facts we are aware ar perhaps on those
facts that we believe to obtain,those that we reasonably believe to obtain, or
the facts that we have reason to believe to obtain (there are, as this list of
options indicates, various ways of spelling out a subjective account, but the
differences between them need not concern us at thi point). The first
philosopher, to the best of my knowledge, to consider this question in a
Y%otet”fZ ™Mfrad ™Mfe A& A "<..Sf"T& <o 1 ——> fet Y%oe'"fo..
6; first published in 1932).10 Prichard sets out to answer the following
“— 1+ —df @@ma@n has an obligation, i.e. a duty, to do some action, does the
obligation depend on certain characteristics of the situation in which he is, or
‘e L F"—fco Sff..—%"co—c..e " Sce —S'—%S— f, —— -
While acknowledging the attrac—<‘ee ‘= ™MSf_ St .. fZZe+ 1-ibid.,', E*...-

92-93), in the end, Prichardis lead to conclude—Sf— ™% 7. fee'— —— fZ7
—St e— Ef...—<"F T<E™ o —"_F74 "7 —'te "E 7% . —cteg ™
Tco. . Zcott = —Sceei ,—— 7 f.e ue] kpow, that the-afiswer to the
guestion [whether we ought to perform some particular activity] turns not on
—8f of——"F 7 —8% ec——f—c'se ,—— ‘e —Sf-bid, 100," -S‘—

Fe'Sfete ‘ec——tt & "<...Sftie f”% —efesinfricate,Putra... s...7Z-
central element in his reasoning towards it is that he holds that if the objective

CE™ o "7 -4 —Ste T™F fe of"f” o' _Sf_ ™Mi §
takes to be a highly unwelcome implicationipid., 89), if not sufficient to rgect

the view that obligation is objective, i.e., dependent on the facts of the

situation as they areyatherthan ‘¢ ‘—” 1—-S'—%S—¢ f,'—11 —SF ec——f-
The questionof whether moral obligation is objective or subjective in
this sense had of coursepees T<e...—eeff ""¢'7 —* "< . Sf"Tie f—=1Fe".

it, in the context of trying to settle on what the best way of formulating specific
moral theories is. In particular, at least sincédenry <1 % ™ dTheMethods of
Ethics (1981 [1907], first published in its first edition in 1874) the question
whether it is the actual or the expected utilityof an action that determines its
deontic status has been a question recognized as @that needs to be settled
by anutilitarian account of morality (and the samegoesfor consequentialism
more generally). If an action is morally right just in case there is no alternative
to it that will in fact produce more utility (or has a better outcome), as the

10 The question was, of course, considered within the context of discussion concerning
how to best formulate specific moral theoriesvell before Prichard took it up; see the
discussion in the next paragraph.
11 Prichard, like G. E. Moore and W. D. Ross (see below), overstates the point; for a
discussion of why Prichard is more pessimistic in hisssessment of knowledge of duty
than seems warranted, see Dancy (2002); for a discussion of Moore on this point, see
Smith (2006).

7



standard formulation of the theory asserts, then oftenperhaps even always,
we will not be able to find out whether an action that we consider performing
is morally right, for we are typically in the dark about most of what will be the
case if we perform an actioriz Given that we typically,and perhaps even
always, lack such knowledge, then if objective utilitarianism (or objective
consequentialism) is the correct account of what we morally ought to do, it
seems we will be unable to determine whether any action is morally right.
Some proponents of moral theories of thiggeneral type find this implication
wholly unproblematic. G. E. Moorgfor example, appears to see no difficulty at

fzz e f ...... :t,—(°%o —éf— TTM:t Oi~¢" §f~i fO) ":tfo'o -

T——>i s{zz s{re Butsmgnyaothers have demurred. SHly Kagan

puts the basicworry that critics have —S—e¢&8 <" <— <o ¢«o’'eo¢ 7% —

any act is morally nght or wrong, [then] how can consequentialism possibly
I f 7t — <" fZ —S 114 Ele sedtfrméntthat Kagan expresses
in asking this (rhetorical) question is widely shared among critics of utilitarian
and consequentialist approaches in moral theorizings

A popular response to thissort of objection to objedive versions of
utilitarianism and consequentialism is tosubjectivizethe account of deontic
status: what we morally ought to do, the suggestion is,s not perform
whatever action in fact maximizes utilityi ‘’perform whatever action in fact
has the best outcomd but rather perform an action that maximizes expected
utility 7 or perform an action that is most kely to have the best outcomé or

12 Sco "fefre ie—tefe —SF ToUfee i Uee 2% C'U cof

(1.2.3) below. In addition, it presuppose fe Tf..——fZce—i "*"e—Zf—<'e

consequentialism, which takes the value of what would be the case (and not what an

f%to— . fe ,"<o% [, ——& fo ‘s f D' 'esc,«Zcomi "7e—Zf—c'o

deontic status of actions. The same issues agi®on a possibilist formulation, though;
see Feldman (1986: 4748) for discussion, and a stance that is similar to that of G. E.
Moore. For my own take onhe actualismpossibilism debate,see my (forthcoming).

13 See Sorenson (1995), Feldman (2006: 75n9)nd, perhaps, Driver (2012:49-50) for
more recent examples of this position.

14 Note, however, that Kagan himself is not persuaded by this worry. His reason for
not thinking too much of it is, though, that he believes it seriously overstates its
pessimistic assessment of the prospect of knowledge of deontic status on a
consequentialist account of deontic status, not that it has no force. For a critical

BTfZ—f—<'s " [Wefeis fo—fe— fo o8 Mce%o —Sf- —§F ™

assessment, see Lenmgi2000).

15 For other statements of this worry, which do take it to constitute a decisive strike
directed either at utilitarianism in particular or at consequentialism more generally,
see Singer (1977), Gruzalski (1981), Hudson (1989), Jackson (1991), Fraz{#994),

Howard- <>t%" s{{ya s{{{ a ff [% f<e Feefe trrr &iewtxe..

Chapter 2, and Howard >t 3"ie <o Sf'—1" ua
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one that has the highest expected valu& Bubjectivizingithe account of
deontic status is sometimes presentedas an unavoidable modification of
standard consequentialist theories:

The conclusion of practical reasoning is a judgment of what ought to be
done. And also, it has to be a judgment that one can act on. But tmdy
judgment that one can act on is relative to the probabilities available
(Broome 1991: 128, emphasis addedy’

Modifying the accountof deontic statusin such a way as a response to worries
about inaccessibility is warranted only if the objection succeeds in identifying
a serious drawback of objective forms of utilitarianism or consequentialism. If
it does not, andif instead, Moore was right to dismiss this sort of objection,
then suchmodification would be ill-motivated, at least when it is mde for this
reason. Making progress in the debate over how to we are to best formulate
utilitarian and consequentialist acounts of deontic status thusclearly hinges
on an assessment of the force of objections based on the (alleged)
incompatibility of objective versions of such theories with ACCESS.

The question of whether moral obligation is objective or subjective
does notarise merely against the backdrop ofutilitarian or consequentialist
approaches to morality .18 Prichard, whose work | just referred to, was a critic

16 See the references in the previous note, in particulahe papers byGruzalski and
Jackson, for examples of this r@ense.
17 |In later work, Broome comes to reject this line of reasoning; see Broome (1999).
What the quoted passage suggests is that we are, in some sens@bleto do what we
ought to do, if we are unable to determine what we ought to do. | discuss thisailght
in Chapter 3, section (3.1). Alternatively, the claim mightoncern whether deontic
facts or judgments carexplainwhy an agent acts; | discuss thigleain Chapter 4.
18 Some proponents of objective consequentialism take the observation that various
non-consequentialist accounts deontic status face the same conundrum as a ground
for rejecting the significance of objections to their view based on inaccessibility
(Smart 1973: 34; Kagan 1998: 64). But that is surely way too quick: all of these
accounts may be unacceptable, and, as noted in the text, in order to escape the
objection, we can offer asubjectiveversion of consequentialism, and of other (non
consequentialist) acounts of deontic status as well. Admittedly, there is work to be
done in that regard as Fred Feldman observes (2006), common versions of subjective
consequentialism in fact also entail inaccessibility; cf. Smith (2009) for a detailed
discussion of why Frane f .. ee‘eie TTES ket ... .. ‘oot —to_cfZcoei s{{
not escape deliberative inaccessibilitybut the fact that the work needs to be done
surely is not a good ground for inferring that itcannot be done. With respect to
consequentialism, a versionof such a theory that entails or is otherwise compatible
with ACCESS must be a more fully subjectivized version than all extant proposals, for
instance, a version that is modeled on something like the theory of rational choice
9



of utilitarianism, 1 and W. D. Ross, who offers a discussion of the question that
T7f™e t&—teec 17> ‘o(in’'RassSLH3S: ichapter 7), is one of the main
non-consequentialist moral theorists of the 2@ century. It is not hard to see

how the issue arises, if one conceives of deontic status along the lines Ross
sketches: say that one of our prima facie duties i® keep our promises.

Imagine that you have promised to return a book that you borrowed from a

friend, and there are no other duties bearing on the situation. As Ross notes, if

T™F f.... T'— —St Ve ZF fe <— <o —e—f77> tE "feett]

leceteia —Sfe T<— "1ZZ'™e —Sf- —SF f..- ™I ‘—%S- -
ZFfT - ‘=" ""ctetie "f.. 1 -bids 147)-We wjll heive done what
™E % S— — SfTE tlef E—e— <o . fed T™ME o TEHFZ ™

Sc<eia five sixdeal with it that it does not reach him we shall not have done
our duty, even if in the first case we have dealt carelessly with it and in the
et ...'et ... fet .ibfd) Thereds,iRoss adds, at least room for the view
that what the principle governing promise-keeping requires us to do is(say)
what seems most likely to result in the keeping of our promises, not that
which will in fact result in the keeping of our promises, and so perhaps we
should accept a modified(i.e., some subjectivized) version of the principle
governing promise-keeping. In his earlier book The Right and the GogdRoss
had rejected this kind of view, writing —Sf— 1 « — ... ... fToee fof "feZ—"1 |
test, and a sufficient test, of thé £ "~ "¢ fe ..t '~ T ——>T trr}.VYet{fyr & vw
the time he wrote his second major treatise on ethicg;oundations of Ethics
Rosshad changed his mind on thematter, and he did so not in the last place
because hehad coet —* f% "3t ™<«-=S "<«...Sf"t —=Sf-4 "“<"e—-a 1<
objective theory conceives it to be, | can never know that | have any particular
T——>4 " $7fe —Sf— fe> ‘of Sfe 7" Sft 7 ™MZZ £7f” S
150), and second, in finding this to be a deeply disturbing upshot.

Finally, if the deontic status of actbns depends on whether any moral
rights will be violated upon their performance, and if facts about whether the
P e fe T f %< e f.—<'e ™ Z7 ~<‘Zf—¢ festotio "<%o
to deliberating agents and it seems plausible that this is so, deast on some
prominent proposals along these lines, such as thosef Nozick (1974 and
Thomson (1990) —Ste 17<% SERi f ... .. f—e—e T tffe—c. e—f——-
the question of whether what we ought to do is whatever in fact respects
T7F7> e tie " By réfrain from right -violations that we are aware or
can become aware of, or what is least likely to result in rightgiolations, or
what we believe, perhaps reasondl, to do so (etc.), even if idact it will not.

developed by Paul Weirich (204), who tries to dispense with a whole host of
common idealizations made in decision theory.
19 o 7 ‘fe o f7 "ScZ e S>f Rea—foef&1 trrtd ..Sf'—1" td "<"e— —
1912), Prichard argues that all attempts at giving a philosophical account dontic
status rest on a mistake, including utilitarianism.
10



In other words, rights-based accouts of deontic status, like utilitarian,
consequentialist, and Rosstyle pluralistic accounts, also need to answer the
question of whether moral obligation is objective or subjective.

While this survey is briefand admittedly incomplete, what itindi cates
is that with respect to many prominent accounts of the deontic status of
actions, the questionof whether moral obligation (and deontic status more
generally) is objective or subjective not justmakes sense, but isin fact of
considerable importance for settling how we should understand and pell out
such accountg® And, although there are some exceptions to this rule,2! it
seems nonethelesdair to claim, as Peter Graham does in a recent pap&hich

defends f« *,E+...—<"F f.. .. e 7 ',,Z(o/ciof—i'°é -Sf-1- St
subjective vcI™ & <o —Sf— f "t7e‘ele o f7  Z<%of—c‘ee o—e_§
"t ft<Z> f... ... feec,Zt —* S%”"i trsrd {s & ‘e— ‘" —S‘et ™S

subjectivized) account of moral obligation,quite irrespective of their other
theoretical commitments, build their defense on an appeal to ACCESS, or on
something very much like it. It is because this is so, and because whether
moral obligation is objective or subjective is a question that mattersthat
whether or not ACCESS is defensible matters.

Sincel arguein what follows that there is no good reason for believing
that ACCESS is true, what | will be doinghen,is providing indirect support
for the view that obligation is objective, by undermining the main motivéon
for the view that it is not. Next, let us consider two objections to the foregoing.

20 Matters are not as clear as one may want them to be, but a case can be made that the
issue arises both for a Kantian and for a virtue ethical approach. Regarding a Kantian
approach, if we take the notion of respect for the autonomy of others (treating os

feo Tdete o =SEeefZ el =0 F Fe="fZ& fo Tfrci—e L teefeof-
cttee —Sfo ME L fe fee ™MEE_SE" [ "%oS— f..—c's <o ‘ot —§f
f——tete> " fo f.—c'e —Sf-Aa %o< " te ‘eofie (o T Tef_(‘eh <o o'e.
(alternati "3 Z>& —SE"F effes —' [ f vite Tt fee'——% fo —t ™MSF_

autonomy exactly amounts to, that is, whether it is a matter of having certain
intentions or motives, or rather a matter of doing or achieving certain things). As to
virtue ethical accaunts of right action, we can ask whether, if we understand right
fo.—coe fo " —%SZ> T-S'ef —Sf— [ "<"——'—e "F"e'e ™M:_7%
1999), we can ask whether a right action is what a virtuous person would do given the
information the non-virtuous person has, or instead what a virtuous person would do
where she better (or even fully) informed, as Thomas Hurka (2001: 229) and
Christine Swanton (2001: 35) suggest.
21 Notably, MichaelZimmerman argues for a subjective account of obligation purelgn
the basis of examples, and concedes that his proposal is unlikely to yield accessible
deontic verdicts (2006: 335;2008: 70).
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1.2.2. The deflationary view

One ground for objecting to the offered explanation of why the truth of

ACCESS matters would b® maintain that there is no genuine disputeover

whether obligation is objective or subjectie. It may seem that there is a

dispute, a critic may suggestbut those advocating one or the other position

are mistaken in thinking there is a single question that they are trying to

answer, because our d‘e—<... —f”"ee e— S fe 1"<%S—a41 T™" e%a

have multiple sensesTS 73 <o T™” 0% <o ‘' EF..—<"F oteetd feof

subjective sense, and that, some have claimed, is all there is to the matter. As

there is no interesting question regardirg whether obligation is objective or

subjective, there is no interesting question as to whether ACCESS is true, or

T3 Feec,Zta8 —St .. Zf<e of> ,F —="—1F "7 tef efeet T 1 —%0 S

fet —Sf— <o fZ7Z —S%7% <o = <—8)> fZE™iSice T-St T+ Zf—c'e
More specifically, what the deflationary view claims is this. When we

assert that some agent acted wrongly, we sometimes mean that she acted

wrongly, given her information and other times that she actedvrongly, given

2 o ftte—cte = =St TI Zf—c'of"s T<t™a —SE"t fUt fZe' ™MSf-
“cf™ei ‘e —St <ee—14a <&t dcretoncite-obie@ive.atd subjective deontic
judgments, but not by introducing different senses of our deontic terms. Contextualist
information -sensitive accounts (Bjérnsson & Finlay 2010; Dowell forthcoming) hold
that what proposition is asserted is inpart determined by the information available to
the speaker (or her conversational partners), whereas relativist informatiorsensitive
accounts (Kolodny & MacFarlane 2010; Horty 2011) hold that while the propositional
content of an assertion remains constat across different contexts of use, the truth
value of an assertion (and, presumably, of the proposition that is asserted) can vary
across different contexts of assessment, depending on the body of information that is
available in the latter context. Whié these types of aamunts merit more discussion
than | offer here, as they may constitute genuine alternatives to objectivism and
subjectivism (both of which take assertions containing deontic terms to bimsensitive,
to both context of use and context odssessment), it should suffice to note for present
purposes that not only do the proponents of such accounts take there to be a genuine,
interesting question here, butmore importantly they appeal to something like
ACCESS in defense of these proposals, tmir proponents hold that deontic
evaluation must be capable of playing a role in practical deliberation, and they take
this to be the main reason for rejecting an objective account. Note, as an aside, that the
deflationary view can also be construed as form of contextualism: instead of holding
that the deontic terms are simply ambiguous, it could hold that which concept is
expressed by a deontic term is a function of the context in which the terms is usgzte
Wedgwood ms.). Thisview ... f ZZ «— q4f*" Zf' 't § — coffitiastsiith the sort
of contextualism just discussed, which takes there to benly a single concept
corresponding to each deontic term,expressed in every context of uséhut which has
an argument place for a body of information, whe what particular body of
information takes that place is settled byfeatures ofthe context of use.

12



the factsda T™ " ‘e %1 ... pothedf fhese things. Because we are using the

—F7e T™7 0% | <o T< "f"fe— ™fse o ofece% —Stef ... Zfcos;
contradict each other; they can both be true. The situation is much like one in

which you assert that | ought to obey the speed limjtand | assert that | should

not, but you are making a claim about what legally ought to do, and | am

making a claim about what Imorally ought to do. (I could be rushing some

injured person to the hospital, at an hour where there is no traffic on the

streets. The fact thatthe person in the back of my cars injured matters to

what | morally ought to do, but not to what | legally ought to do, or at least, so

™1 . fe <of%<eta <o F >'— fof f7F —eco% 1'—% S—
assertions do not contadict each other;both can be true. Derek Parfit, after
providing definitions of several objective and subjectives feete ‘7~ T e %, a7

writes the following:

T ‘—%S— —' —ef T™"e% i <o fZZ —Stet efeetezy ~ ™
distinctions, or we use onlysome of these senses, we shall fail to recognize
some important truths, and we and others may needlessly disagree (2011:
151; cf. 1984: 25).

Others have made similar claimg# If this deflationary approach is correct,
then there is no genuine dispute ovemhether deontic status is objective or
subjective; actions can have the feature of being wrong (etc.), given the
information that is available, and they can have the feature of being wrong,
given all the facts. Both of these features are important, artiat is the end of
the matter.

In assessing the deflationary approach, & should distinguish two
claims. O» —St ‘et Sfetad —S$"t <o =St .. Zf<e —=Sf— tfre—c..
have different senses, and thus can be used to say different things. On the
other, —St”% <o —St ...Zf<ce —=Sf— ™% . fe foef ‘—%S—- —* —
these senses; we might put this by saying that all of these different senses of
the deontic terms are equally important, and that there is no fundamental,
basic, or most important sere *° 1™ " ‘e % i ‘7 " fes ° _Sf ‘_St”
deontic terms). Both claims can be challenged. As to the first, while we can
agree that we want to be able to distinguish cases in which agents act wrongly

2 f""«—Te " aflitte more complicated than this characterization permits, because

St fZe' —fZes f,'—= 1=Sf “"tcof"> oteetiracteiizts astciseri®eS<...S §
O ao | _Sf— 1™t f77 —ef A& ™Sfe TME fUE  feectt’co%o —
f22 *° —S% «"fZ2Z> "$Zf fe— "f..—+i trssd swr & —"-S}"+'"fa

efeec, 7> foecoe% T™Sc...S oefeet <o o'"f dmat'thi§ quasiion-enty S 7t
makes sense against the background of some specific interest or concern, and not
ece’Z> <o =St f,e—"f..—& o SF ——e <-4 1 ™ f . fe & fes ™S,
<o’ "—fe—a & St fee™i” ti'fete e MS S KoifersslesWY AV f
24 See Van Roojen (2010: 50912) for a recent example.
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in light of the facts yet have done what was best ifight of the information
available from cases in which they act wrongly in light of the facts and also fail
to do what was best in light of the available information, but why do we need
T " f7fe— efeete 7 TTMTiaO | "t _fZecoe% f,'—instedBlce Tceo—<
hold that in both cases, the agents act wrongly, yet in the first they are not
blameworthy, while in the second they are. Contrary to what Parfit suggests,
we donotneed f " —"—S3F" efeef T I™M" 0% —* —fZeafigin—— —Sce
fact, multiplying sensesmay merely muddythe issue.
The claim that deontic terms have multiple senses need not be
motivated by considerations of what sort of distinctions we want to draw in
moral theorizing; instead, it can be presented as a claim about the meagiof
the deontic terms in ordinary language, which is justified because it is the best
way of accounting for the linguistic data.tlis, however, notclear that we need
to introduce different senses in order to account for the fact that therdinary
deontic terms are sometimes used to expresgifferent thoughts. We may have
reason to conclude thatsome of the uses of these termsre mistaken or
confusedperhaps there is no sense at all in which an agent acts rightly if (say)
she does what was best in lighof the information available to her but fails to
do what was in fact besteven though(again) we may of course want to say
something less damning about such an agent than about an agent who goes
against the available evidence in making her practical dedms. Or perhaps
there is no sense in which an agent acts rightly if she does what is in fact best,
whenever the evidence available suggested that some other action would be
better, although we want to say something favorable about actions that are in
factbest —Stef of> ,f Tidedft 17 " ——ef—1F f.B—c'esid """ coo—f
These points are merely suggestive, and soephaps we should
acknowledge that deontic termshave multiple sensesas the deflationary view
holds. $ould we also accept that there is no such a thirg as the most
<o’ '"—fe— efeet T TTM"eo% | fet IFfHelieve that-we "havé good
reason to hold the opposite view. A first thing we shoulahote here is that the
“—Fe—c'e T™MSLSIS o <o’ " fe— eteetdd bf’ peiffectly
intelligible. Imagine the following scenario. Jimmy considers taking Sally out
to the movies, and heéelievesa “—«—1 "ffe'ef 7> %o< " Feo Sceo oo ™71

25 See Moore (1966 [1912]: 98101) for the view that non-objective uses of deontic

terms are mistaken, and that the source of this mistake is that people are confusing
wrongdoing and blameworthiness. The suggestion Moore makes presupposes that
wrongdoing and blameworthiness can come apart, of course; see Chapter 3 (section
3.2) for a defense of the view that they can. For a more recent defense of the view that

there is only a single, and*, E ... —<" 14 efeet *°~ T'—% S—T4 Myself, S‘ee'e tr
find the idea that the deontic terms have different senses quite plausible (because
e'etda Zcot T'—% S—Ta fZe«' inbrmativeSe¢risk, for one) yet it is worth

keeping in mind that perhags not even claim (a)is something that really needsto be
conceded to the deflationary view.
14



oo f—t%"f'Sc... "t 1"t e .. teareeéhff Enterf thef Voidivoukd
be an excellent choice for a romantic nightwt. However, Jimmy is completely
unaware of the fact that Sally suffers from epilepsy, and the constantly
flickering lights that fill up the screen in much ofEnter the Voidwill induce an
epileptic fit in her. Should he t&e her to see this movie? If | we to pose this
“—fe—cte —' > '—4 fet >'— ™' __7the'factE, hé BhouldZriot, it T
%o e Sco <o "ef_ced St o8 —7tia —Ste . fe “fZ> ¢,
answer my question. | wanted to know what Jimmy should dgyeriod, and
surely, yau have not answeredthat question2é That my question seems
intelligible, and that my objection to your imagined reply in this scenario
seems fair, of course does not show that you wouldave tobe mistaken if you
were to insist that you have said all theras to be said about the matterthat
might indeed be the case. But at the very least, this creates a presumption in
favor of thinking that there is either a single ora most important sense, the
one that we use when we ask, without further ado, what should or should not
be done (compare Ross 1939: 147; Jackson 1991: 472; ZimmermaQo06:
332-333; 2008: 6-8; Graham 2010: 9495).

To bolster the force of this presumption, onsider the analogy just

discussed again: in the scenario described above, where | am rushing some

¢co@E—"F1 "frete - —St Ste'«—fZ4& reaflytodoe: Uy Iifte ‘ — %o S -
‘L1> =St o i ft Zce<—4& ayamiit Ssemsgdtiractive to hold that there

o f —e<T L fZ fee™ZF” —f o5 “_fe_c'ed " >'— "F'Z>4 1™,
LI <=8 ,—— ¢ fZZ5& > '— [F ETec——Ft ' Vffe <-4 feot -

—St of——1"T4 <— eftee o fe “—<—% “f<"Z> 17> =Sf- > —
After ™1 Sf ™t tce—<co%o—<oStt —Sted efeete of whatd% S—4ai
really ought to do is still on the table. In this case as well the appearances may
turn out to be deceiving: perhaps you indeed have said all there is to say when
you give your unhelpful response. But in this second case, where we have a
(putative) ... ¢ " Zc¢...— ,f—™tte f Z+%fZ fot f o "fZ T'"—%S—a
there is a univocd answer to my question the presumption that there is
something | really ought to dosimpliciter is quite strong. It is this type of
analogy that is usually offered in support of the idea that deontic terms have
different senses, including an objective and a subjective sense. If the analogy is
capable of bolstering the case for thinking that our deontic terms @dly have
multiple senses (legal, moral, and so on, on the one hand, and subjective and
objective on the other), then it can bolster the case for thinking there is such a
thing as the most important sense of these terms with respect to any division
betweensenses we can draw as well.

Second, and perhaps more importantly, concluding that seemingly
disagreeing parties to a dispute are talking past each other is, to my mind,
something of a last resort: it is attractive to draw this conclusion only if the

26 For this line of argument, see Ross (1939: 14/7and Zimmerman (2008: 78).
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disagreement seems intractable, or spurious (or both}? But clearly there is
o'ef_Sce% f— o—fefd <~ —St"f <o e— .S f AShetbosts T,
<o’ '"— fe— o7it shiily matters which sense this is. So the debate is not
spurious. Furthermore, esablishing that the dispute is intractable requires
working through attempts to resolve it, and showing that they all fail. While |
certainly believe that some of them fail, | do not believe that they all fail. The
arguments that | will discuss in the chagers that follow, while not explicitly
presented as such, can all be treated as concerned with ways of trying to
establish what the most important sfeet "~ 7 ,f<e% ™" ¢% i f—..4& <&@ ~
ciot 82 e 8F7e S 7t —Sf— —8% etem o —ffun sdpeFSFo0C
can 1% —«<TF f...—<'eT <, f"T s{{ra vulothers shatthe fcséi vyt
o'tV —fe— efeef T TM a9 (o —St ‘ef —<1A000:7ZIf o1
discusshoth =St "$Zf—<'s ,f—™3Fte 7*—%S—1 fet ""f..—<..fZ
between wrongdoing and blame in more detaiin the next chapters and argue
that we should reject theviews just noted.

These arguments though, leave open whether we should, in the final
analysis, concede that we were mistaken in thinking that there is no ground
for singling out a most important sense of our deontic terms However,
embracing this conclusion at this point would be premature We are wel
advised to e how far we can get if we work on the hypothesis that one of the
senses is basic, or most importanfcf. Howard-Snyder 2005: 269) One way to
understand what follows is as an attempt to see how far we can get if we
assume that the objectivesense is bagi; what | hope to show is that we can
get quite far indeed, much further than is often believed

For these reasons, appealing to the deflationary view as a ground for
rejecting that ACCESS is an interesting claim is, | believe, unsuccessftileast
at the outset | will return to what the most important sense of our deontic
terms is in Chapter 5, where Will indicate why | believe that, if our deontic
terms have multiple senses,it is the objective sense, and not any ofhe
possible subjective senses,hiat is the central, basic, or most important one,
both normatively, and conceptually.

1.2.3. Would the rejection of ACCESS show too little?

A secondpossible objection to the explanation offered regarding why ACCESS
is of interest could be that the falsehood (or indefensibility) of ACCESS would
show too little with respect to whether obligation is objective or subjectiveto
have bearing on the matter.lt would show too little, a critic may suggest,
because deontic status might be deliberatively accessible even though the
facts in virtue of which actions have the deontic status that they have are not.

27 fe *Z742009) label he dubsitT—S$ ( f T Hthus sttik¥s me as quite apt.
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While this, admittedly, is a possibility, it is hardto believe it is in fact the case
and so | do not think this objection is effective.

The remarks| offered in (1.2.1) aboutwhy the defensibility of ACCESS
matters to first-order moral theory, it can be noted, appear to depend on the
assumption thatif the facts that determine the deontic status of an action are
inaccessible, then so is the deontic status of that action. More precisely, the
[ % —ete— "F"—<"te —Sf— —SF 27" ™ce%o T—"fee 1" "o,

Transfer principle for inaccessibility For ary agentS and actionA, if the
facts in virtue of which A is obligatory for S at t; are epistemically
inaccessible toSat tj, then the fact thatA is obligatory for Sat t; to is also
epistemically inaccessible td5at t;

(This principle can also be easZ> +3—tettt —* ..*71” 17<%S—1 fef 17
it is admittedly not obviousthat the transfer principle is true it is clearly not in
general the case that we can only come to know that some particular objext
has a featureY if we can come to know thatX has some other featureZ, where
Z is the feature in virtue of which this particular Xis Y. | take it that we can
come to know that some stuff is water without knowing that its chemical
structure is H,O, for example. Even while transfer of inaccessili§i does not
hold in general, it seems to me that the burden of proof lies on the shoulders
of those who deny the transfer principle understood as a local principle, i.e.,
those who want 1 argue that, although (say) we indeedypically cannot come
to know that an action has the best outcome, nonetheless we are perfectly
capable of coming to know what the deontic status of actions is in a wide
range of situations,even though it is the casdlet us assume for the sake of
argument) that the comparative value ‘= feo f...—<‘ele ‘—— ‘of TE—-F"ec
deontic status.

This position seemsmplausible, absent some very elaborate story that
we do not haveeven in outline. Consider the poposal in a little more detail. F
some form of objective consequentialism is trueand it is granted that we are
typically in the dark about which action has the best outcome, then how
exactly are we supposed to be able to come to know whether an action is
morally right (etc.)? Where is this knowledge supposed to come from®hat is
its source? As there do not appear to beatisfactory answeis to these
guestions, and as much the same can be said when we asstuitmgt some other
objective but non-consequentialist account of deontic statuss correct, | think
that we can safely proceedas if the transfer principle for inaccessibility
(understood as a local principle) is true, even if we cannot offer an account of
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why it is true.28 If having knowledge of deontic status without having
knowledge of morally relevant features were possible, this kneledge would
be inexplicable, and that is a good reason to assume there is no such
knowledge. This in turn means that we cansafely assume that an account of
deontic statuscan be shown to beancompatible with ACCESS ifve can show
that the features thisaccountsingles out as thosdeatures that determine the
deontic status of actions are, aleast sometimes, deliberatively inaccessible. In
brief, the falsehood (or indefensibility) of ACCESS would not show too little, at
least not when the objection is itended in the way just discussed?

To strengthen this we canfurther note that the following general
transfer principle for knowability is intuitively quite appealing:

Knowability transfer principle: If at time t an agentScan know that X and
can know that Xentails Y, then at timet Scan know thatY

As we might put the point knowability —” f e«” 1" etrahdmits 14 <~ >'— ™cZ7

over knowable inference. Epistemic transmission principles such as this one

(and others in its general vicinity) are the subject ofmuch heateddebate,yet

no party to these debates contestghe intuitive plausibility of such principles.

And, what is more purported counterexamplesare mostly taken to show only

that there aresome TZ* ... fZ1 '"*,Z %+« ‘" transfer for ¢ransmission)

failure i.e., these arisgust in casesome or other skeptical scenario is under

consideration, as we cannot appeal to what we ordinarily take ourselves to

ee'™ 1St"f <o f Sfetia f—..4 - "t ——f —SF .3Ffce —Sf-
If we can assume either (@) that theknowability transfer principle

holds in full generality or (b) that the principle only fails to hold under specific

conditions, which do not concern us herewe cannow say the following.Any

agent Swho can come to have knowledge of theontents of thetrue moral

theory can, at the same timealsocome to know, for any actionA of which it is

true that Scan come to know thatA has aspecific deontic status,that A has

those features, whatever they ee, in virtue of which A has the deontic status

that it does. In other words, whoever is capable of coming to know the

contents of the true moral theory, and who can come to know thatcertain

actions have a particulardeontic status canalso come to know that those

actions have the relevant features, viz., those that figure in the true moral

28 Note that these questions are easily answered for the case of water andQH we
come to know that some stuff is water through touch and vision. This is why the
transfer principle, if it holds, holds only locally.
29 There is a different way of spelling lhe objection out: the point may merely be that
showing that ACCESS is indefensible does not show that obligation is not subjective. |
concur, but it is not my goal here to establish it is not; as noted above, | provide
merely anindirect defense of the olgctive view. See Chapter 5 for discussion.
30 For an overview ofpart of this debate seeDretske and Hawthorne (2005).
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—St">ie ti'e—c... Thigin tird Ineansis that if it were the case that
we have accesso deontic status but not to thosefeatures in virtue of which
actions have the deontic status that they do, as the objectiothat we are
consideing suggests is possiblethere would have to be no one who can have
knowledge of the true moral theory for if anyone could have such knowledge,
the people who do would also have acess to themorally relevant features of
actions (by the general knowability transmission principle). However, given
that we have assumed that those features wereinaccessible it seems that
those who take the possibility of knowledge of deontic statuswithout
e ™71t %t ‘7 —St "ff——"%te —Sf— Tefefi f.. —doeept <% S—
a form of moral skepticism namely, (epistemological) moral skepticism about
the basic principles of morality that we can assume they dmot want to be
saddled with. Ard so again, it seems reasonable tset this possibility aside,
and proceedwith our inquiry on the assumption that the transfer principle for
inaccessibility is correct.

In light of these remarks, we can also note the following. If ACCESS is
true, and if there is no knowledge of deontic status without knowledge of (or
at least access to) morally relevant facts (i.e., the facts in virtue of which
actions have the deontic status that they do), then it would seem that the
moral relevance of these facts musalso be accessible, for only if that is the
case can knowledge of morally relevant facts put one in a position to obtain
knowledge of deontic status.t should, then, not be surprising that many of
those who are drawn to a subjective view of obligation, i.ea view on which a
fact is morally relevant only if that factis accessible, are also drawn to the
view that moral relevance is subjective, in the sense that either every agegt
can also always come to know, for any fact or truti, whether or not X bears
on whether S ought to do A ™ ST 'Ali ke e‘et f..—<c's G ter, —°
alternatively, that whether or not Xbears on whetherSought to doAdepends,
in one way or another, on the doxastic or evidential states of the ageStfor
whom Ais an option3! | will not have very muchto say about this question in
what follows, as my main interest is in whether obligation is objectiveor
subjective in the sense of (not) being determined by facts that lie beyond our
Tt ce—fec... "ff..Sia& fet «morakeobliafidn- B tdbjective or
subjective in the sense thahow these facts bear on what to do depends on our
epistemic or doxastic states. The gaot is worth noting here, though, sinceit
brings out that there is a further reason for being interested in the wuth (and
defensibility) of ACCESS, becausehether or not this claim is true is relevant
to answering the latter question as well as tanswering the former.32

31 See, e.g., Zimmerman (2008: 382), and Bjornsson & Finlay (2010: 2536).

32 |Indeed, many of the considerations that can be adduced isupport of an

accessibility constraint for morally relevant facts would, if successful, also support the

accessibility of moral relevance. The main exception to this rule is the demand for a
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1.3. Plan of this essay

The aim of the present essay ito examine whether there is good reasorto
accept ACCESS, or, if you will, whether there is a southetoretical rationale
supporting this claim. | will argue that this is not the case; the way in which |
approach the task is by working through the main lines of argument for this
claim that have either beenexplicitly presented in the literature, or that
appear to be natural ways of supporting it upon reflection or in light of
arguments for claims in the gaeral vicinity of ACCESS

While appeals to ACCESS (and claimery much like it) are popular,
comparatively little has been done by way of spelling ouin detail why,
exactly,we should believeit. Some takethe accessbility of deontic status to be
obvious, expresdng incredulity at its denial. Crispin Wright, for example,
™c—te —Sf— T—S$"F etfee of oteet —* F f——f. .. SEt —' =S
ec%oo< <. fe. F T fe f..— e<%S— Zc<t ,t>'et S—3éfe i ..
Bernard Gert in a somewhat similarvein, suggests that ACCESS (something
very much like it) does not stand in need ony argument,becausei <— <o ¢'™
universally recognized that morality must be known © everyone judged by ifj

practically useful moral theory, which | discuss in Chapter 2. Ak explain there,
properly understood, the demand requires that agents acquainted with a theory are
able to use it, not that agents who are unacquainted with it can use it as well.
3 fe —ece%o —St ef—<te " f 1St f-—«..fZ "f-<ofAddi <+ -St
Scheffler (1994) use it: what we want is an explanation ‘" Tf ... ... bfwhyithe
disputed claim is true.Regarding some of the arguments that will be discussed in what
follows, we might object that if successful, they merely show that there is no
thing as an inaccessible obligation, but they do not help us understand wlhat is so.
Perhaps so, but given that think the line between explaining why X is the case and
showing that Xis the case is blurry, | do not want to insist on the point; fultermore, a
successfliargument of the latter type would beinteresting enough in its own right.
34 |n all fairness, what Wright appears to findincredible is the denial of a general
accessibility condition on deontic status, and not the more specific accessibility
condition formulated above. One can accept the general condition yet reject the
deliberative accessibility condition, ACCESS, of coersHowever, whatever motivates
the general accessibility condition will motivate ACCESS, for what is typically appealed
—* St <o otet L Zf<e f—— —SF feete—«fZZ> ""f..—<..fZ of——
morality. To my mind, considerations of thé type will support not just a general
accessibility condition on deontic status, but also ACCESS, insofar as they support any
accessibility condition at all. Thomas Nagel is also sometimes cited in this context, but
that may be a mistake. Now, Nagel holds Sf— S+ t'fe Te'— 1Z<t"f -Sf- -St
how we should live could extend radically beyond any capacity we might have to
Teo T B qestTof-1Z> frte f L fTHf-A Tf'f7— ""re «—e tF
evaluative facts we might be unable to discover s{zwad su{ & <+ Z<%S—- '~ —-Sit Z
it seems plausible that Nagel would not object to a moral theory such as objective
consequentialism onthis ground.
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and he seems to takethis to imply —Sf— 1 « S*™aqiepessd account of
morality contains some part that is justifiably unknown to any person about
whom moral judgments are made shows that the proposed account of
" fZc—> <o <of ti“— f-3%libelieventiat thig stance towards ACCES
is wholly unfounded: for one, it seemsthat we can make perfedy good sense
of the idea ofan inaccessible obligation, andecondy, —Sf— —S$"F <o Te' o—
—Sce%i <A <o “f..—& *'— f.... t'—f1 ,>om Mobrésgivenfe —St
above indicates.
In examining what can be said in support of ACCESS, | start with
common demand made on moral theories, viz., that such theories should be
Tf... —%a—ctce%oid ‘" 1" f..—<...f22> —et withiSdem8nist” t f«]
best spelled out the chapterconcludes that the demands justified just in case
deontic status is delberatively accessible. What thisneans is(roughly) that
the demand cannot explain why we should accept ACCESS, or, more
importantly, account for why we should evaluate accounts of deontic status by
wielding feo f T..'¢tc—<'e 7 forr dndral ftheories, if that is
indeed what we should do. If ACCESS is defensibtben there is nothing
special about moraltheory that explains why this is so; whatever explains it
must be something abouimorality, orso | argue.
Chapter 3 contains the first part of my examination of whethedeontic
facts and truths i.e., facts and truths about what we morally ought to dare
such that, given what they are, they must be deliberatively accessible. The
chapter is structured around the (popular) ""<e...<’Z%t —=Sf— 1*— % S—i <o’ Z
| first consider whether this principle, when properly understood, entails that
there is no such thing as an inaccessible obéton. That would be the case
provided we cannot do what we are maally required to do, if what we are
morally required to do is inaccessible to us. Afterrguing that this is not sq |
Ltescttr ™MSE-_St” wofe Lt Tt tettt fo f L ZZF> -
T...fe1 ' <shy.way ofévorking through three of the man justifications that
have been offered forthe principle. The first of theseconcerns the(allegedly
intimate) conceptual relation between wrongdoing and blameworthiness, the
second concerns the idea that moral requirements should be fair, and the third
focuses on the point Tor purpose of deontic judgment.l argue that none of
these provide support for ACCESS. The upshof the chapteris that if ACCESS
can be defended, its justification must be sought elsewhere.
Chapter 4 contains the second part of theexamination of whether
deontic facts and truths have to be accessible, given what they ar€his
chapter discussesthe question of whether inaccessible obligations are
normative. Arguably, normativity is essential to our understanding of what it

35 foo_o:t _éf_ foo(%ooo:to_o e T:t‘o_(__. o_f__o = ’f"_(.___Z’
account of norality as Gert understands itthis is surely how Gertie ~<Hh#$ been
understood; seeSayreMcCord (2002)for example.
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is for an action to be morally right, wrong, or obligatory, so if such obligations
would fail to be normative,there are no inaccessible obligations. Normativity,

| suggest, is best understood in terms of reasons act; | examine whether the
nature of practical reasons support thinking that inaccessible obligations do
not provide reasons, andl argue that this is not the case. That is to say, we
have reasons to do what we morally ought to do, even if we are unable to
determine what it is that we ought to do.

The arguments discussed in these three chapters exhaust what |
believe to be the main ways in which ACCESS can be supportexs the
arguments all turn out fail to provide the needed support for the claim, |
conclude in Chapter 5 that ACCES&nnot be wielded n trying to settle on
what the correct account of deontic status is, or how the coect account
should be formulated, that is,whether it should be objective or subjetive.
What this discussiondoes not establishis that deontic status eitherdefinitely
is or is definitely not accessible: for all | say, the correct account of deontic
status may turn out to be compatible with ACCESS. Even if it tpugh, the fact
that a proposedaccount of deontic status is compatible with this thesis is not a
ground for ,3Z<f " <e% <«— <o .. ""F... -4 4 < edrrecta 1°fZ7
account, so to speak, but does notconstrainwhat the correct account can be.
Put differently: our reasons for believing that deontic status igleliberatively
accessibleor inaccessille reduce to our reasons for believing aparticular
account of deontic status.flwe haveindependent reasons for believing that
the facts in virtue of which actions have the deontic status that they do are
thus-and-so, and that those facts are accessibleje have reasonto believe
deontic status is accessible, buf it turns out those facts are inaccessibleye
do not have reason to believe deontic status is accessible. The upshot is that
decisively showing that ACCESS is correct or incorrect requires shimg that
some particular account of deontic status is correct; that is a task | do nseek
to complete in these page$s | offer some further remarks onwhat has been
shown, and what remains to be shown, in Chapter 5.

36 For this reason, | do not thinkthat we can refute ACCESS Ilspmecounterexamples,
as Sorenson (1995) appears to want to doThe intuitive verdicts on these examples,
even if they conflid with ACCESS, may be oneg should be willing to give up in the
process of moral theorizing this would arguably be the case, if ACCESS is backed up
by a sound theoetical rationale. It is not, though or so | will argue in what follows.
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Chapter 2 The demand for a practically
useful moral theory

2.0 Introduction

The first suggestion as to why we should reject the possibility of inaccessible
obligations that | want to discuss turns on a common demanchade on moral
theories. A moral theory, the thought goes isin at least one respectunlike
other types of theories, for a moral theorysS*—Z1 1 -Yfidingibr, as |
prefer to call it, such a theory ought to, £ 7’7 f ... —<... f "Rfank—-JackSen Z
expressed a widely shared entiment when writing the following:

It is fine for a theory in physics to tell us about its central notions in a way
which leaves it obscure how to move from those notions to action, for that
passage can be left to something which is not physics; but tiassage to
action is the very business of ethic§1991: 467).

St o—%o%ofe—c'e St"F <o —Sf—4 eco..f T—=St "foeef%t —* f.
+ —S«... *nét fine for a moral theory to leave it completely obscure how to
move from its account of the central ethical notions (i.e., right, wrong, and
obligatory) to action; a moral theory that daes not offer guidance for practical
decision-making is defective as amoral theory, and perhaps not even amoral
theory at all. Jackson isarguing against objective consequentialism in the
paper from which this passage is lifted, andhe objects to this view because
“¢"e—4 1-St “f..— =Sf— f ..'—7+% " iesultisnotMitselfd Sf "t -
% —<t+ —' fibids<466) and second,because there is no set of
supplementary (or secondary) ethical decision rules that can be combined
with an objective consequentialist account of deontic status so that the latter
would be at least capable of guiding action indirectly.The charge can be made
against various norrconsequentialist moral theories as well, of course.

1 Jackson does not explicitly formulate this second point, but we caplausibly
interpret him as endorsing it, given his rejection of the idea that a veron of subjective
consequentialism modeled on decision theory is a satisfactory supplement to
objective consequentialism which could make the latter indirectly actionguiding.

f..oo'e coo—fft SZte —Sf— ™MSF£ SEPT H—., o LIFeflisitseltcfZcooi
an account of the most important, or theoretically basic, senses of our central deontic
—F7eed%d8iTA T™ " e%ida feof WigdZ 4%2) The distinctiori between direct
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Considerations such as the abovewhich turn on what moral theories
are supposed todo or provide, caninform an argumentagainst the possibility
of inaccessible obligationgand inaccessible rights and wrongs); we can spell
such an argumenibut as follows:

1. Moral theories (qua moral theory) ought to be practically useful, or
action-guiding.

2. A moral theory B practically useful, or actionguiding, only if what
deontic statusthis theory assignsto actions isdeliberatively accessible

Therefore,

3. If what deontic status a moral theory assignsto action is not
deliberatively accessible, that theory does not do what moral theories
ought to do.

Premise (1) expresses the demand for a factically useful moral theory; @)

states a necessary catition for practical usefulness. If what deontic status a

theory asdgns is not accessible, that theory is not useful. If we hold that there

are inaccessible obligationsthen we will have to accept that what deontic

status the correct moral theory assigns will be inaccessible, and so we will

have to hold that the correctmoral theory is not practically useful.Now, (3) by

itself leaves open what to make of a theory that fails to be practically useful. It

isquite ... se‘e —* —fef —SF ‘ eF" " f—<'e =Sf “f..— =Sf— f o"f
<o’ f o —c fZE—"—=feof Tf—¢fEi" +E £ S ias-I6h Mackie puts

it (1977: 129). Wecanexpress the basic thought here as follows:

4. If a moral theory does not do what it ought to doqua moral theory),
then that theory ought to be rejected

When we combine 8) and (4), weget the conclusion that failing to be usefyl
in the sense definedis a fatal defectof a moral theory, so, therefore:

5. If what deontic status that a moral theory assignsto actions is not
deliberatively accessible, then that theory ought to be rejecte

With (5) in place, all that needs to be shown in order to reject particular
moral theory is, then, that what deontic status it assignssinot deliberatively
accessibleIf this conclusion is correctwe cannot consistently claim that the

and indirect guidanceis further discussed in section (2.1) belowCther representative
statements of theobjection, all directed at objectiveforms of consequentialism, can be
found in Bergstrom (1996), Hudson (1989), and Lenman (2000).
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correct moral theory is not practically useful, but as we just noted, that is
precisely what we have to claim if we think that there are inaccessible
obligations.

The aim of this chapter is to analyzethe demand for apractically
useful moral theory, with an eye the question of whether the demand, once it
is properly understood, can provide support for ACCESS. The chaptisr
structured as follows. ®ction (2.1) offers a definition of — S — practital
usefulnessi along the way, | will explain why we shaild acceptpremise (2) of
the above argument The remainderof the chapte is concerned with premise
(1), and, by extension, withpremise (3).

Section (22) discusss several different ways of interpreting the
demand for a practically useful moral theory starting with the often made
suggestion that moral —S$‘"<te Sf~t f 1’ f L. argue ftAat fhis
suggestion is either falseor merely a different, less helpfulway of expressing
the demand for a usefulmoral theory. Next, | ... ‘ee<t3” T-S$ .e vbewjc———<¢~
which holds that practical usefulness is a constitutive feature of moral
theories. On this view, a theory which fails to be practically useful is defective,
because it failsto be a moral theory. The constitutive view | will suggest, rests
onasce—fetda Ste . feecti” T-Ratcofding-tSwhich™a mbfal
theory that fails to be practically useful is defective bcause it is falsel note
that while the alethic view may turn out to be correct establishing the
legitimacy of the demand fo a practically useful theory, when the demand is
interpreted in the way suggested requires that we turn our focus directly to
whether obligation, and deontic status more generally, is accessible. Tis
means that the demand for apractically useful moral theory is wholly
derivative, itsdf incapable of doing any work in trying to determine whether
deontic status is accessible or not.

Setting aside arguments that turn diectly on the nature of deontic
status for the chapters thatfollow, sections (2.3) and(2.4) of this chapter go
on to discussa variation on (1), according to which being practically useful is
merely a §ood-making ifeature of a moral theory, without being a featurethat
moral theories ought to have if they are to be acceptablel arguethat while
this weaker claim maybe true, once it is properly understood, we see thatit
carries little, if any, dialectical punch, for the respect in which a practically
useful theory is a better theory is not one that generates any independent
reason to bdieve a useful theory (and perhaps even no reason at all).

Finally, section (2.5) summarizes the ...Sf’—dmidin claims,
concluding that insofar as the demand for a practically useful moral theory is
legitimate, showing that this is so requires that we shift our attention away
from features of moral theories, whichmerely provide an account of the
deontic status of actions, to features of deontic status itself.
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2.1. Practical usefulness

Before we can examine what (if anytlnig) could justify the demand that an
fTiu_f_:t .‘n]cz —Si""%O'(—'(Tf'..%O—T(“J’ f. 11,1:'\11, _ fzz <
useful, we need to get clear on what it takes for a moral theory to be
practically useful? | propose the following:

Practical usefulnes A moral theory is practically useful if and only if all
relevant agents are able to use the theory for making a practical decision in
all relevant situations

Before we can put this definition to use, we need to get clear on what it takes

for an agentto have the ability to use a theory for making a practical decision,

and which agents and situations should be taken as relevant for testing a

o VfZ —SEie f—<. fZ —eF —Zefeed —eti et %ofe:
ability to use a moral theory, | prgose the following definition:

Ability to use amoral theory: For any agentS moral theory M, and timest;,

t;, wheret; 9t;: Sis able att; to use M for making a decision about what to
do att;if and only if Sis able att; to determine the deontic statusM assigns
to the alternatives open toSat t;

Informally, what this definition states is that an agent is able to use a moral
theory for making a decision about what to do in a certain situation (call such
f ti. coc'f £ A fZ T, cociei E—e— <o ... fef —St f%ofe—
efoeet 7 T, 'ece%o —' oot ™M Z f_ 7 oty 0 _Sf _cef T f -
guestion implies about the actions the agent can perform in that situation. |
take it to be clear that me needs to have this ability at or prior to the time of
action; it does you no good if you can only find out what a theory implies after
the fact, if you want to use it to make a practical decision. To capture this, the
definition includes reference to two times,t; and t;.
The proposed definition of the ability to use a moral theory invites
several questions. First, (a) what does it take to have the ability to determine

2 Given how often the objection that a theory (in particular, consequentialism) failto
be practically useful is raised, it is surprising that attempts to spell out in detail what

<o VEY—<"ET T Ufi—c< fZ —ef T —Zetee fUE TE™ fet Tf" f-
(1988; forthcoming), however, forms a welcome exception to this trend. The acant
—Sf— "'ZZ*"™e o TIF'Z> <ott,—FT - e<—Sie ™ Ted <o 'fT_<c... —

Two other papers ,fe<tte oc—Sie wBrfh-mgntidning for their attempts to

formulate conditions for practical usefulness are Carlson (2002) and Vayrynen

(2006). Of these, only the latteris concerned with usefulness in the sense relevant to

our present concerns Carlsonappears to be interested in a narrower notion (see note

9 below). | discuss the us¢hat Vayrynen makes of his account in section (2.3) below.
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the deontic status a moral theory assigns to an action, or a set of alternatives?
Secand, (b) is this ability really necessary for having the ability to use a moral
theory? Finally, (c) is this ability really sufficient for the ability to use a moral
theory?
Starting with (a), some further clarifications may be helpful. First, say
that amoral theory M T fee<%oeei f T1'e—c... o—fAjustincasgM, fn...—<"e
conjunction with all relevant facts of the situation, entails either thatA is
morally right, morally wrong, or morally obligatory. Second, | take it that any
moral theory which assigns deontic statuses to actions contains a set of
statements about what features an action must have if it is to be morally right
t—...4 & "' $8fe’Zta f —St'"> . fe .te—fco f o—f—Fefe— ©
A, Ais morally right if and only if A hasan outcome that is at least as good as
the outcome of any alternatives toA1a ‘" 17" f «>AfAis-morally right if
and only if the maxim on whichA would be performed passes the categorical
¢o'F"f—<"f —te—TA fef o' ‘ed [ZZ +—fnhedednticprintipleSce "7
that a moral theory puts forward. Third, here and throughout | will
—ett7e—Gishble to doAatti fe 1“— <" fBdandoAalitia Sf <e% f*
ability in the relevant sense requires not justthatS Sfe —S+ T%otet"fZ f,<Z<
dOAA ,—— ™S f— <o o'ef_cofe fZZFT —8BF Te'F.. ... fo<Z<-
What does it take for an agent to have the relevant ability? It strikes
me as plausible that the following three conditions need to be met. First, an
agent must be acquainted with a moral theory, in the sense that the agent
must know what its deontic principles state, and be competent with the
concepts that figure in the statement of these principles. If you have never
heard of the categorical imperative, or ifyou are not competent with one or

TE T c—e feci et —e e — S f —éiv...‘-...ﬂ;’— Cof T
e T:t_:t".(.i TMSf_ f._'l'. .nufz _S:t|n> (',Z(:t‘ f,,‘—— —Si
you in a situation. Second, an agent must possess whategegniive capacities

fl'l:t 1!:1:“_(":1:1. ~aemn .f.(.%o _é:t .:t...:t..fl'l) (.":t”:t....:t.a ~ )

pieces of information together, you will not be able to find out what a moral
theory implies about a set of alternatives. Third, an agent must have whatever
information is required for her to arrive at a correct conclusion about the
deontic status that a moral theory assigns to the alternatives open the agent in
the situation. This information, it seems, must either include facts about
whether the actions open to youhave the features that the moral theory in
guestion singles out in its deontic principles as those in virtue of which actions
have the deontic status that they have,or include facts that allows to infer

3 See Maier (2010: section 1.3) and Mele (2002) for this distinctios Maier notes {n
ibid.), the distinction between general and specific abilities isost plausibly taken to
be a matter of degree, not difference in kind.
4 Or, weaker, the features upon which deontic status superveneaccording to the
—St'”>ie V<o 0K 'thet features that ceinstantiate with the different deontic
statuses an action can have, or some such thing.
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whether the actions open to you have these featuse And the information the
agent has must be such that the agent either already knows, or can infer from
this body of information, what the alternatives are that are open to the agent
in the relevant situation.

Perhaps more needs to be added, if this sef necessary conditions is
to be jointly sufficient for having the relevant ability, but for our purposes, the
list just given should suffice. Of particular interest is the third condition,
pertaining to the informational state of the agent. It is worth nding that
meeting this condition doesnot require that an agent starts out with having
information about whether actions have the features that the theory singles
out as those in virtue of which an action has a particular deontic status, only
that an agentcan infer that this is so. In this way, it leaves open the possibility
of applying secondary rulesrules which do not connect deontic status with
T7<%oeF2co% "Ff——"%ei4d ,—— <oo—FftT ™c-S -inbthntiatd T+ ™ S«
with deontic status, without grounding deontic status® If you know, say, that
breaking promises does not maximize utility, then you can come to know that
it is wrong for you to do A according to a utilitarian moral theory if you know
that A involves breaking a promise, even if you daot have any prior
knowledge of whether A maximizes utility, relative to the alternatives to this
action. (However, assuming you meet the first condition, it follows that you
can consequently infer thatA T teei— efScocoef ——<Z Aisaréhag te —Sf
according to a utilitarian moral theory.) Let us say that whenever an agent has
the ability to determine the deontic status a moral theory assigns only by way
of using secondary rules, but not directly by ascertaining whether actions have
the features that tS+ — St ">7e <o . ' ZFe eceIpfPek @ %oid ffo 3 5Ph"S <o
indirectly practically useful (for the agent, in that situation). If a theory is
practically useful, but not indirectly useful, a theory isdirectly useful (for an
agent, in a situation).

Assuming these remarks suffice for clarifying what is involved in
having the relevant ability, let us turn to question (b). It could be objected that
the ability to determine the deontic status a theory assigns is not necessary for
the ability to use a mord theory in a situation, because using a theory for
making a practical decision does not require knowing what deontic status a
theory in fact assigns to the alternatives open to the agent in that situation. It
is, a critic could insist, sufficient if the gent is able to draw conclusions about
what the theory implies, irrespective of whether these conclusions are

5 Sf ef—cte " fef. et f"> "—Zere torhes from JF S¢ MillY2001 [186]).
For a critical discussion of whether secondary rules can help in makirgmoral theory
practically useful, see Smith (1989). «S‘—Z1t e‘'—f —Sf— Sf~f o “—f""f7 7
negative conclusions; the observation mde in the text is merely that using only
secondary rules is compatible with the ability to use a moral theory for making a
practical decision.
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correct.6 Admittedly, there is a sense in which it is true that you have used a
theory for making a decision if you act on the basis of a belidfdt your action
conforms to the principles the theory puts forward, even if this belief is false.
If you count as using a moral theory for making a practical decision when you
act on such a belief, even if this belief is false, then surely the ability tsaua
moral theory does not require arriving at correct conclusions. While there is a
sense in which it is true that you have used a theory if you act on the false
belief that your action is (say) obligatory according to a theory, this is not the
interesting sense of using a theory. When agents attempt to use a moral theory
for making a decision, they want to use it successfully, in the sense of
identifying the actions that are right or obligatory, according to the theory.
Agents have notsucceedeat usingthe theory, if they do not correctly identify
the right (or obligatory) alternative in a situation, even if there is a sense in
which it is true that these agents have used it if they arrive at false conclusions
about what the theory implies. Since the swessful use of a moral theory is
what matters, requiring that agents are able to arrive at correct conclusions is
not requiring too much. These observations also explain why the view that the
ability to use a theory for making a practical decision requiresnly that one is
able to arrive at epistemically justified (but not necessarily true) conclusions
about what the theory implies is incorrect.

Turning to (c), it could be objected that the ability to determine the
deontic status a theory assigns is not dgficient for the ability to use a theory
for making a practical decision, since making a practical decision requires
settling on what to do, but knowing the deontic status of the alternatives you
face need not settle what to dd@.It is true enough that a noral theory can leave
open what to do, in the sense of implying that there are several right
alternatives in a situation, and in a situation in which this is the case, you
cannot use it to settle on what to do. And this seems just as it should be, at
leastinsofar as a moral theory should do justice to what we think moral reality
is like. However, we are interested in a definition of a practically useful theory
that can, at least potentially, be part of an objection to a proposed moral

6 Smith suggests that an agemises f " fZ '"<o...<’Z% "7 %o—<Tfe...F < feof
agent chooses an act outfa desire to conform to the principles, and a belief that the
fo.— T Fe .te7 el s{zzad {dweYer{aheigimédiately goes on to note
~-Sf— —S«<e Zif"te fe ™MSF-Sit" -St [ fe—ie ,FZcE" ™f. -
distinguish between cases wherette agent succeeds at conforming to the principle
fet .. fefe ™MSt"t —St f%fe— T'te o'—a fof ¢SF o't — . Fo 7

—F f Ve ZET =t ol ‘oot f—F —Sce tcoe—co.. —c'ed
7 In describing the idea that a moral theory shout *"*“<t% f Tt procedute]
Fred Feldmanwrites —S f -t §f..<e<‘e "¢ . 11 —totyidld e&5deeision that is, a

determination of the action that should be performef i trrxa wua te’Sfece ‘ec——1
remarks such as this suggest the objection discussed in thext. (Feldman does not
subscribe to the idea that a moral theory should provide a decision procedure.)
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theory. If on the onehand we require that a moral theory settles what to do in
all relevant situations if it is to count as practically useful, while on the other
holding that, as a matter of fact, there are situations in which several
alternative actions are morally right, we would require that the theory does
not do justice to our view of what moral reality really is like. On this view, the
demand that a moral theory is practically useful turns out to be rather
awkward, if not simply crazy. If this is the objection, it is ufounded: the
definition does not demand too little.

There might be other ways of filling out why it is not sufficient for the
ability to use a moral theory for making a practical decision to have the ability
to determine the deontic status a theory assigs to the actions available in a
situation. Even if that is so, though, | take it that the proposed definition can be
amended to accommodate whatever other necessary conditions there are. And
in addition, | should note that all we need for present purposess the claim
that having the ability to determine the deontic status a moral theory assigns
is a necessary condition for having the ability to use a moral theory, for the
argument that | outlined in the introductory section of this chapter requires
merely that we establish the following premise:

2. A moral theory is practically useful, or actiorguiding, only if what
deontic status this theory assigns to actions is deliberatively accessible

Against the background of an interest in this premise, we casdmit that even

if more is needed for a sufficient condition for usefulness by a particular agent

in a particular situation, here we need not bother with uncovering what these
TS Lfetc—ciee <% S— ,ta <Tfe —St tiTcec—ci T itH
formulated in Chapter 1, it should be clear that the proposed definition of

when an agent is able to use a moral theory in a situation entails the
deliberative accessibility what deontic status that theory assigns in the
situation. All we need to do befoe we can move on is understand how we can

move from the definition of when an agent is able to use a theory on an
occasion to the definition of a practically useful moral theory.

The basic move is simple, of course: with the account of what
conditions need to be satisfied in an individual case, we can define a theory as
one that meets these conditions in all relevant cases (e.g., for all relevant
agents and all relevant situations). Why, though, should we not simply claim
that a practically useful moral theory is a theory that all actual and possible
agents are able to use for making practical decisions, in all actual and possible
situations? The fact that we are interested in a definition of practical
usefulness which can figure in a potential objectiona a moral theory, in the
sense that a moral theory is defective if it fails to be practically useful, once
fU%ofce "7 "ctte —St fee™F7g ~ ™% 7' f St o'f <<t
ability to use a moral theory, some of these are clearly not good @ynds for
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criticism: if a moral theory fails to be universally useful on grounds of the fact
that not all agents are acquainted with it, that hardly counts as a defect in that
theory, for example. At the very least, it seems that we should restrict the
definition so that a theory only fails to be useful if agents who are acquainted
with the theory are unable to use it for making practical decisions.

Regarding the second and third conditions noted, there is arguably
room for imposing some restrictions. Whié there could be grounds for
demanding that a theory can be used by agents with ordinary or average
cognitive capacities (and not just by agents with superhuman capacities, say),
it seems plausible to think that it is fine if those with seriously impaired
capacities cannot use it. With respect to the informational state of agents,
perhaps we should only demand that a moral theory can be used by those who
have conscientiously collected relevant information, for example, but matters
seems less clear heré.The proposed definition of a practically useful moral
theory leaves open what, if any, restrictions we should impose along all of
these dimensions. | take it, though, that at least some restrictions apply, in
particular with respect to the first condition; hence the need to introduce the
ef—cte N "7t fe— f%ote—eid S<Z%t ™77 ofef o f——
conditions for relevance, given that theories such as (e.g.) objective
utilitarianism and objective consequentialism are generally taken not to
satisfy the conditions for being practically usefull® it seems we can safely
assume that whatever exactly counts as a plausible of spelling out these
conditions, a theory that can be used only by agents in informational states far
superior to those we actually fird ourselves in does not count as a practically
useful theory. And so while perhapsomeidealization along the informational
dimension may be allowed, there do appear to be limits here that are
sufficiently strict for us to be able to infer that many of te well-known
objective accounts of deontic status would fail to qualify as practically useful.

8 For a similar view on this and some closely pointssee Smith (forthcoming: 1819).
9 As a limiting case, wecould hold that a theory is practically useful if fully informed
agents would be able to use it for making practical decisions, as Carlson (2002)
suggests for example. While this limiting case can be of some interest for testing a
moral theory, it is obviously not the definition those who criticize theories such as
objective consequentialism for its failure to be practically useful have in mind. It is
ZE o f—eF L Tc—ccvee T f _SES N Yo LF X% i T e Aff.ZZ0" o
theories such as olgctive consequentialism that | claim in the text that we can safely
fee—ed —ST . Vc—dTce T TEZET e d <o oo T dcotho T —Z7> o717
10 Attempts to show that objective consequentialism is practically useful typically do
not consist of an attempt to show hat the standard for practical usefulness has been
misunderstood, but rather of an attempt to argue that we in fact have all information
we need in order to acquire knowledge of deontic status. See Hare (2011) and Dorsey
(2012) for some recentexamples ofsuch attempts.
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moral theories (such as standard consequentialism) assign a deontic status to
every possible action, and thus apply to every possible situation, this is
arguably not true of all moral theories that deserve to be taken seriously
Bernard Williams at one point objects to consequentialism precisely because it
applies to every possible situation (1973a: 93); the criticism suggests that he
would favor a moral theory which is unlike consequentialism in this respect. If
there are plausible moral theories which do not apply to all possible
situations, it seems that we need to restrict the set of situations which the
"tZ21 7 fe— fUofe—e e—e— f f,Z% - ti-—1"ecet —SSistiie—c..
able to determine thatXi fe— f < ZXis-tfef ease, then if a particular theory
T foeei— foecY%oo f T o—c... o—f——e —* fo> fZ-F"ef-a"1t4d —S1
determine, which implies that this theory fails to be useful in that situation.
But if this is as it should be (because morality has nothing to do with the
choices an agent faces), the theory would not be defective, despite its failure to
be useful!! And so if the demand for practical usefulness is not to be
dismissed on grounds of requiring that a moral theory must be out of touch
™S ™Sf_ " f7 "tfZc—> <o Zcotd ™F it —f o7t — .
««—— f 12 'Agilgefore, | will not attempt to specify the conditions for
relevance here; | assume an intuitive understanding of the issue suffices for
putting the proposed definition to work.

With these points clarified, we can now observe the following. If there
are (and thus, can be) inaccessiblebtigations, what deontic status the correct
moral theory assigns will be inaccessible, and assuming the situations and
agents in question count as relevant, the correct moral theory will not be
practically useful, for then this theory will fail to meet a mcessary (and
possibly sufficient) condition for being practically useful. If the demand for a
practically useful theory is legitimate, it seems that we should reject the claim
that there are, and perhaps also the claim that there can be, inaccessible

11 Peter Graham expresses this view when remarking that — S+ — Jthat %orSoral
theory should be actionguiding] ... fsi— ,f —Sf—- =S$ fTc..—f—1e " " fZc—>
question of what to do in any situa—<‘e <o ™S .S ‘ef e % S—. BEAEZ AT
theory is not inadequate merely in virtue of being silent on the question whether to
SF 't 2% E—<...f " “"fe%ot E—c...F ™Mc—S "ffe fe—i trssd u
12 |t is worth noting that it is also unsatisfactory to simply say that all relevant agents
should be able to use a theory in all situations in which the theory assigns a deontic
o—f——e =t tel M e fZFVef—<"fed "7 fe —Sf— f.. .. ‘—e—& f =S
deontic status to any alternative counts as practically useful, and | take itahthis is
an implication we want to avoid. Or at least, we need to avoid this if we want to able to
make sense of the objection to virtue ethical approaches to morality, as these have
CEfe 7c—ciicoett T =St TPzt Ee %o, 11 Iifse. thése hdve. f
sometimes been presented as dispensing with deontic evaluatioRor a discussion of
this objection, and a reply, see Hursthouse (1999: chapter 1).
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obligations. With the definition of a practically useful moral theory in place,
we can move on to examine what might inform the demand that a moral
theory is practically useful.

2.2. Should a moral theory be practically useful?

tatasa * o'"fZ —St'"<te SFTL fe ifcoi

With the explanation of how practical usefulness and deliberative accessibility
are related before us, and (2) secured, let us turn to (1). Recall:

1. Moral theories @Qua moral theory) ought to be practically useil, or
action-guiding.

In examining how to interpret this claim, and looking into what can be said in

e T c—a ™ML L fe o f"- ™S —St .. teete <T¢fv—§f
o=« fZ fcoi T—e. . —<'ea '—""'etaq ft—... 8 a4 “erAk —-ST "
—~St'"> <o fZ7ZF%tt - SfTEf <o '—— fZ'¢%oectt <—o 1-St

introduction to moral philosophy, Mark Timmons characterizes these two
aims as follows:

The main practical aim of a moral theory is to discover a decision

procedure that can be used to guide correct moral reasoning about matters

et fZ e t7ed & St efce —St"t—<..fZ f<- Coet
Teo..'"1” —Stet —etf"Zsco% “Ff-——"7Fe 7 f. .—<'ee & —Sf-
wrong (2002: 3-4).

One finds similar statements in the wrk of various othersi3 While Timmons
leaves open whether or not there is any order of importance among these two
aims, some philosophers appear to suggest that the practical aim of moral

theory haspriority over the theoretical aim, writing for instance tSf— 1-SF ete—
R B R S SRR 4 —S:II‘" <o = %o—c<tE f...—ced
-Sf-1f ‘"fEferS—iSfb %o —<T fo ‘T S—efe Fco%oel  <*%o

emphasis added). Can an appeal to the idea that moral theory has a practical
aim help to justify the claim that a theory is defective if it fails to be practically

—ef 78 2ot Ztte i EfZe —Sf— —St fee™i” (o Te'ii
Taken Ilterally, it is hard to know what exactly we are to make of
WZfcoe foi—— —SF Tfceei " o7 f7 pBiga’sé of statéhénts- St

of a particular form about a particular subjectmatter, and a set of statements

13 SeeSmith (1988: 91-92; 1989: 112): Véayrynen (2006: 291-292; 2008: 75-76); and
Leibowitz (2009: 349-350).
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™St E Te—f—Fefe—oi . fe F —eti e—"'F fo $-SF" e,
the abstract entities (i.e., propositions) that the relevant linguisit entities
express, but not as speech adtsis prima facie at least not the sort of thing
that can have an aint®> Taken literally, the ascription of an aim to a moral
theory, understood to be set of statements, looks like a category mistake. How
then are weto interpret such claims, if they do not literally ascribe an aim to
moral theories?

Proponentsof moral theories can have aims, of course, so we might
take claims about the aim(s) of moral theories to be elliptical for claims about
the aims of proponentsof those theories. Thus understood, the objection that
the moral theory you favor is defective because it fails to be practically useful

wfe o fTfe<Z> oS "—%%ott ‘"TA <" >'— ™I fei— fceco%o

useful theory to begin with, then what iswrong with the theory you have
come up with? Some appear to have taken this observation to settle questions
over whether there is anything amiss with a moral theory which fails to be
practically usefullé But that would be too quick, | believe. First, intgreting
the objection in this way makes answering it so easy that one cannot help but
wonder why anyone would have found the objection compelling in the first
place. Secondly, this way of interpreting the objection seems to misidentify its
target: the objection turns out to be directed at the proponent of the theory,
instead of at the theory she proposes, but presumably, it was the latter that
was being objected to. And the charge would be that the proponent of such a

14 Failing to closely observe this distinction leads easily to a confusion of pragmatic
with semantic (or alethic) issues. Asserting practically useless deontic principles may
very well be pointless, but that is a claim about the purpose ofaging something in
some specific conversational context, and not about whether what is said is true. The
failure to keep these issues apart at least partially explains the persistence of appeals
to the point or purpose of moral theories, deontic principles deontic evaluations, and
so on. As this point has been aptly discussed by otherseg,e.g., SinnottArmstrong
1984), | leave it aside in what follows.

15 | am hardly the first to note this point. David Lyonsfor example writes that

T e —"¢...—2Z> & prineiptdsad rule or maxim) has no purpose. It is adopted for a
purpose, perhaps, used for some purpose, and so on. It seems odd, however, to

fom?co——F [ 7 tef 'ce—d feod %o'fZA 7 Fet —' f e 2%

(1965: 154). Regarding the idea—S f — 7,1 Z<t" f <+« | Ralph 8vkdgweed &ites

that T—Sce ...Zfce <o SF"1Z> —"—1 <o —ST iF et >4Ff—Fefittis' 10L& 06

believers—S f— f<o f— —Sce ‘" —S§fitisAfabfionf didar thaf felieders have
any aim at all cncerning most of their beliefsi(forthcoming, p. 1); compare the
remarks from his (2002) that are quoted in the text below.
16 CasparHare (2007: 508) appears to understandthe claim in this way, henotes that
it makes answering the objectionalmost embarrassingly easy. Heloes not téke that
observation as a ground for doubting whether this is the correct way to understand
the claim, though. An (unsympathetic) reader could interpret Bales (1971) as relying
on this interpretation as well, | suppse.
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theory does not succeed at doing whashe has set out to do; it is applicable
only to those who indeed have the aim of formulating a theory that is
practically useful1?
A more promising strategy is to adopt a suggestlon that Ralph

Tt% ™'t efefe f,'—— —St . Zf<- —Sf— |dngZ)odtnoVes-- f- =’
~Sf— —=Sc<e L Zfce Tce 17 <—°Z> o' — i”fZZ> —"—F0 ece
[ ...Sf7e freft ™S [‘™e fof f””‘TM-a ~St> tt = Ze—%"f
The claim must be taken as a metaphor; the interpretation he proposes is
what he dubs f Te'"ef—<"% <o—%F"""F—f—c'eai f.... Tt o %o - ™
foeef”—e —Sf— 1f ,1Z<¢t™ <o """ F .= <" fot teZ> " <= <o —"-
St . Zf<e =Sf—Te"f7Z =St Sfe f f..—<..fZ fcoi <o f
is that a moral theory is corect only if18 it is practically useful. However, if that
is how we interpret them, then claims about the practical aim of moral thary
do not provide support for (1), but merely say the same thing in a different
way, viz., that a moral theory is defectiveand ought to be rejected, if it fails to
be practically usefult®

2.2.2. The constitutive view

With this cleared up, next we can ask what waya moral theory is alleged to

be defective if it is not practically useful. A first option is that we should take

TtE .. —<"fi = effe —Sf— o' ef—Sce% T e o'— .'—e— fof

practically useful. Being practically useful, the suggestiommight be, is a

constitutive feature of a moral theory: if an object lacks this feature, then
™SFf_1"F" «— <ed —Sf— ‘LELf...— <o o'— f o "f7 —St'"A
Llee—(——— <" T<E™F fe St ecY%oec <. fe.E T f - fZ -

17 It could be objected that those who propose moral theories hav@reasonto aim at
offering only practically useful theories,and that they have this reason independently
of whether they in fact have this aim or not, in which case the charge coula Imade to
stick irrespective of what the proponent of a theory has set out to dof this is the idea
however, we need to know what that reason is supposed to be, apdesumably, an
account of what this reason is can be formulated withoutaking reference to any
interesting features of those forwhom it is a reason, in which case the proponents of
moral theories drop out of the picture as irrelevant.
18 On most accounts, moral theory does not just have a practical aim, but also a
theoretical aim, so practical usefulness is only a necessary, but not a sufficient
condition for being correct (or non-defective).
19 | assume thatit is consistent with the sprit of the present suggestion to interpret
the claim that moral theory has a practical aim as asserting that a moral theory which
has this property isbetter, other things equal, than a theory which does not have it. |
discuss this idea below, in sectiong2.3) and (2.4).
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view defensible? To see whether it is, we need to consider the (somewhat
Cam—ef —fe—<fe TMSf_ <o f oV fZ —ST U587

One intuitively plausible answer is that a moral theory consists of a set
of statements which provides an analysis of one or more of the centraloral
concepts; more precisely, a moral theory can be said to provide an analysis of
the central deontic conceptsi.e.,the conceptsRIGHT, WRONG and OBLIGATORY
Competing moral theories provide different analyses of one or more of these
concepts, where a analysis of a concept is understood to consist in general
o—f—fetoe—e f —— of . feef"s fol e—""c..cfoe— . tefc—cleo
application. Not all sets of statements that we would intuitively consider to
count as a moral theory offer acomplet analysis of all the central deontic
concepts20 and some of what we may be inclined to characterize as a moral
theory in fact eschews analysis of these concepts altogether, often because
these views hold that the deontic evaluation of actions is not antelligible or
worthwhile practice.2! For simplicity, though, let us set this kind of skepticism
about both deontic evaluation and deontic concepts aside, and say that on this
sort of view of what a moral theory is, it consists of a set of statements that
provides an analysis, whether partial or complete, of the central deontic
concepts. These statements correspond to what | in the previous section called
the deontic principlesthat a moral theory puts forward.

What a moral theory is can also be characteri in metaphysically
more ambitious terms: a moral theory, one might say, is not (or not just) a set
of statements about the application conditions of deontic concepts, but rather
a set of statements abouteontic properties i.e, about what it is for sonething

— ,F "<%S—- t—..4a 4 fet f,.—— =St "ff-——"1%e —Sf— 1ef

alternatively, the view might be that a moral theory consists of a set of
statements about supervenience relations. On this last understanding of what
a moral theory corsists is, consequentialism can, for example, be
characterized as the view that deontic properties of actions supervene on the
evaluative properties of the outcomes of those actions, or on the evaluative
properties, suitably characterized, of these actionghemselves. Statements

about supervenience relations maybut need not be, provided it is not the

20 Say thatan analysis is incomplete whenever it does not state necessary and
sufficient conditions for all three central deontic concepts. Instead, it can consists only
of one or more necessary, one or more sufficient, or one or morgatements of
defeasibleconditions for rightness, wrongness, or obligatoriness, oa non-exhaustive
combination of these. A prominent analysis of deontic concept®r properties the
wording is often too vague to be surejn terms of defeasible conditions istat offered
by Ross (1930[2002] ; 1939).
21 For such a rejectdbn, seeAnscombe (1958), and Williams (1985: chapter 10), also
Norcross (2006). Moral particularism, as advocated by Dancy (1993, 2004), also
rejects of the possibility of an informative analysiof deontic concepts, but it does not
reject the possibility of such an analysis because it rejects deontic evaluation.
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case that supervenience entails reduction, as some have claimée offered as
a reductive analysis of the supervening properties; if they are, then the
supervening properties (which, in this case, are the deontic properties) reduce
to the base properties (such as evaluative properties®

Irrespective of whether we prefer to think of moral theories as
accounts of deontic concepts or as accounts of deontic propiers, it seems
that offering something along these lines must at least be part of what it takes
to be a moral theory: whatever a moral theory is, it is a set of statements of a
particular form, about a particular subject matter. Clearly, a satisfactory mat
theory will include more than merely a set of deontic principles; for one, it will
contain various supporting arguments, and so on. Whatever else we include,
this characterization of a moral theory leaves open whether there are any
further conditions that a set of statements must meet, in order to be a moral
theory. More specifically, it leaves open whether it should meet a condition of
practical usefulness. Marcus Singefor one appears to endorse the view that
there is such a condition, as he holds thaobjective utilitarianism, e.g., the
view that it is the actual utility resulting from the performance of an action
™SS ti—F"ecete ™MSE_SE” feo f..—c'e <o "(%S— " ™9
" fZ =St Lt f—eF <— L fee'— 'teec 7> %9—Jamnds f .. —<"

" ced fT—F7" et—<oe%o —Sf— <— <o S<%SZ> —eZcetZ> —Sf-

tremendously large costbenefit calculations [objective utilitarianism]
"EY— "ol " ™% fF - —et <— fo f %o—<TF " f..—c'ed ™
that ignores —St Zcoc—e *° S—efe _f'f..<—<fe <sbhutnofe 0<tt
e—fetf”t f— [Z1D6)2sRifally, Frank Jackson can be understood as
endorsing the constitutive view as well in the passage that | already quoted at
the beginning of this chapter:

It is fine for a theory in physics to tell us about its central notions in a way
which leaves it obscure how to move from those notions to action, for that
passage can be left to something which is not physics; but the passage to
action is the very busiress of ethics (1991: 467).

7t o ef™EFo "y LA f..eeteie —8 %S St"f ette.
offer practically useless moral theories have misunderstood the task at hand

22 For a characterization of what a moral theory isin terms of statements about
supervenience relatbns, seeOddie and Milne (1991)and SinnottArmstrong (2011).
For the view that moral theories ... ‘eeco— *~  ef—e 7 e f_tefo_o f ‘' _
efece% "t f——"1¢isée ffrinstanee Bales (1971).
23 |t is not clear whether Griffin suggests that utilitarianism is not a moral theoy
bFof—et =St T fZ e—fetfrti «— 7 efe <ATAA <—¢ f.... e
of L 'e'ecer ™S S—o fbid)) of thAt-hé means to suggest that it cannot
be the case that we are in the dark abowthat we ought to do, so | take these psages
up both in this chapter and in the next (see section 3.1).
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in a fundamental way. And we might take this to mean that one is just not
really in the business of offering a moral theory, if what one has to offer leaves
T—St "feef%t — f..—c'oi ‘,o...—"F4&

Say that this is how we are to understand the sense in which a moral
theory is supposed to be defective if it fails to be practically usefdf. it is true
that something does not count as a moral theory unless it is practically useful,
those who propose a practically useless account of deontic concepts or
properties could simply shrug her shoulders, and hold that she is not offering

amoralthe'”>4 ,—— f Te..Se'"fZ —St*">ia fe—tZ .St "Z¢%”
response (albeit to a different objectioi*) on behalf of consequentialist moral
—SF"cted ™7"(—<o% —Sf-— i—fZe f, —— =St "FZf-<"F 1"«

non-consequentialist moral principles can simply be recast as talk about the
relative merits of consequentialist principles on the one hand and mota
"Moo < Zte e —ST = &73. 1 thergfiw nothing further that can be said
about why and in what sense it is important that anaccount of deontic
CEr—e 7 e L f—e—e fe f o' f7 _SE'54 (et T
perfectly legitimate response to the charge that they have not offered a moral
theory.

We need not leave the matter at this, though; | believe the view that
practical usefulness is a constitutive feature of moral theories is positively
mistaken, and it is instructive to see why that is so. A point often made in this
context is that since we do not expect theories about other subjects to be
practically useful, the demaml that a theory of morality is practically useful is
groundless, and arbitrary?s The quote from Jackson cited above purports to
offer an answer to this challenge; it also brings out what | think is wrong with
the idea that by its nature, a moral theory musbe practically useful. On the
“foot 7 =& —StE"f <o <ottt t f efeet <o ™S, S T-SF 'fe
,—e<efes 7 F_Sc eid ,—— —S1I «femdtone tHaBundeBvriteSce <o o
the view that an account of deontic concepts or properties nat be practically
useful in order to count as a moral theory. When we are trying to determine
the deontic status of the alternative actions we face in a given situation, it
seems that we are not engaged in a purely intellectual exercise. Rather, when
we think about the alternatives open to us in this way, we are in part at least
trying to determine what to do (or what to refrain from doing). It is quite
plausible that people who do not accord the deontic status of the alternatives
open to them any significace in their deliberations about what to do are not
fully competent with the deontic concepts: we might say that these people do
not really understand what it means for an action to be wrong (etc.). Coming

24 Scheffler is concerned with the objection that consequentialism fails to meetso-
WfZZFtT TV —,Zc..c—> L tetc—<'eid <ATAA [ ..deefticprinciplEs — <7 <o %o
are public knowledge.
25 This is the main thrust of Bales (1971), for example.
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to the conclusion that a given alternative is wrog, say, should putsome
Miee—"1F ‘e ‘efije 'V f .. —cmalfify, hlthougk<iteperhaps need not
settlewhat to do, even if one is fully rationabé And perhaps we might even say
—Sf— "Zf>co% —Sce "'Z%t <o f.—<.fZ TIZ<,f7f—cte <o ™™
" ettt te —Sce <o —St ef3— ..Sf'-1" &

None of these claims has any bearing on the matter at hand, though,
because a moral theory can be chacterized as providing an account of when
our moral thinking goes well and not or at least, not necessarilyitself an
instance of, or exercise in, moral thinking. A moral theory explicates the
criteria for when our thinking about the deontic status of actbns is correct,
and tries to do so in as general a way as possible. But this does not make
theorizing itself an instance of thinking about the deontic status actions, at
least not an instance of the same way of thinking about the deontic status of
actions as that which occurs when we are deliberating about what to do, or so
it seems to me. A comparison may help to see why this is so. To the best of my
knowledge, no one maintains that considering theories about, say, the
semantics of counterfactual conditiomls must itself also be an instance of
counterfactual thinking, or that considering theories of prudence must itself
also be an instance of prudential thinking. The mistake, then, is to confuse a
feature of the subjectmatter of a moral theory the intimate relation of
deontic evaluations of actions to judgments about what to do, i.e., the making
of practical decisions or the forming of intentionswith a feature of a moral
—St'">& " —Sce <o . ""F . -4 —Ste ™Mt fe ""Fi7> ftec— —
T—St "t7> ,—eethicskba', —— —Sf— Sf"1Z> ... teec—e —e —* f . .
passage to action is the very business of theory of ethics. In brief, the
suggestion is that the view that practical usefulness is a constitutive feature of
moral theories rests on a mistake.

Admittedly, these considerations are merely suggestive; they clearly
T o' TH.coc"fEZ> ¢S'™ _Sf_ «— <o “fZet —Sf—4& feo ZZf-
LEf=F fet TiTcedt f otef—<"F —St's & ™I fUE ot fZcmce
hope they do indicate why sub a view is implausible. Either way, if | am
wrong, and if offering an account of deontic status should be understood as
itself an exercise in deontic judgment, then istill needs to be shown that
Ttie—c... E—T%oete— <—etZ" Sfe f 1" fne wouldfriéeftoia -« f
spell out what this (alleged) fact entails, and if the suggestion is that it entails
that sets of statements with the appropriate subjecmatter fail to amount to a
moral theory, we would still need to know why that is supposed to be an
objection (for absent an explanation, we can shrug our shoulders and accept
that we are not offering a moral theory, but a schmoral theory). The next

26 And even if there is a particular action that is morally obligatorythe sense in which
moral considerations may or may not settle what to do that is at stake here is distinct
from that considered in section (2.1).
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chapter addresses some of these points (in section 3.4); here, though, let us
examine some different, morepromising ways of understanding the demand
for a practically useful moral theory.

2.2.3. The alethic view

The considerations leading to the rejection of the constitutive view suggest
alternative, and (to my mind) more appealing option in explicating he sense
in which a moral theory may be defective if it fails to be practically useful,
namely, as taking this claim to assert that a moral theory is not (and perhaps
even cannot beltrue if it fails to be practically useful. On this interpretation of
the demand for a useful theory, we have a comparatively clear and
independently intelligible sense of what is wrong with a practically useless
moral theory, and why it ought to be rejected: such a theory is not true, and an
acceptable moral theory must be true On this interpretation, there is nothing
special about moral theoriesqua moral theories such that they must be
practically useful; what is wrong with a moral theory that fails to be
practically useful is simply that it is not the true moral theory. We &n call this
T—SF fZf-Sc... "<E™i ‘e —St ec%ooc <...fe..F " "f..—<..fZ
The alethic view seemingly does away with the idea that there is
something specialabout moral theories,qua moral theories; this is something
| believe counts in its favor. Whats important to note here is that if the alethic
view represents the correct way to read (1), the sort of argument we need to
consider does not run from observations about the nature of moral theory to
the claim that moral obligation (or deontic status moe generally) is
deliberatively accessible. Rather, such an argument will have to run the other
way around: the true moral theory is practically usefulbecauseobligation (or
deontic status more generally) is accessible. A moral theory is defective, in the
efeet T TtE F . —<THT et —— > =St fZF1-Sc... “<f™34
account of morality; if the correct account of morality is such that given this
account, deontic status is accessible, then the true moral theory will be
practically useful?? But if the correct account of morality is not such that on
this account, deontic status is accessible, then the true moral theory will not
be practically useful, but in that case, the objection that a moral theory is
defective in the sense of being falsbecause it fails to be useful is obviously
misguided. Either way, there is nothing about moral theory (or moral
theorizing) per sethat is capable of explaining why the true moral theory is

27 Provided other conditions for usefulness are metlf there are no other conditions
for usefulness, then the accessibility of deontic status entails that the true moral
theory is practically useful. Either way, though, if deontic status is not accessible, this
entails that the true moral theory is not practically useful.
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practically useful. If there is a successful defense of the claithat moral
obligation (and deontic status more generally) is deliberatively accessible, this
defense will bedirect. If the demand for a practically useful moral theory is
legitimate, and the demand is understood in accordance with the alethic view,
practical usefulness is a derivative requirement on moral theories; it is
derived from the fact that deontic status has already been shown to be
accessible.

To be clear, none of this is to say that we cannot frame the question
under consideration as one regardig the practical usefulness of moral
theories if we want to. It does indicate that there is likely to be no advantage
to doing so, and there may in fact be downsides to it, as we could be led astray
in our investigation because we will be looking for answes in the wrong
place. And none of this is to say that the demand for a practically useful moral
theory, understood in the way that the alethic view proposes, is illegitimate.
The point is merely that this demand is not capable of doing any serious work
all by itself. The chapters that follow discuss several options for defending the
claim that the true moral theory should be practically useful by way of a more
direct defense of an accessibility condition on deontic status, focusing on the
accessibility ofmoral obligation.

Before we move on to direct defenses of accessibility, it is worthwhile,
| believe, to consider the idea that being practically useful is merely a good
making feature of a theory: a feature which it is desirable for a moral theory to
have, but not a feature that a theory should have if it is to be at all acceptable.
On such a view, the proper focus of our investigation will still be on what a
moral theory is or involves, instead of on the specific subjeghatter of such a
~-S$'"sa Sed-efhse% Ttf——"FT T<iE™ ‘o —SE ecY%oec .. fo.
usefulness will be discussed next.

2.3. Is a practically useful moral theory a better moral theory?

On both the alethic and the constitutive view, the fact that a moral theory fails
to be useful ce —foete —* L fee—c———t f 1 f—fZ ",ET...—cel = —
objected that, because of this, both views misconstrue how we should think of
the significance of practical usefulness. It might be suggested that although,
admittedly, it is not the ase that something does not count as a moral theory
if it fails to be practically useful (as on the constitutive view), it is also not the
case that we need to think of the demand for a practically useful moral theory
as a wholly derivative matter, its ledgtimacy to be settled by answering the
guestion whether deontic status is accessible (as on the alethic view).

In contrast to both of these views, practical usefulness can be taken as
merely a desirable, or gooemaking feature a moral theory may or may nb
have; having this feature, we might say, makes a moral theorybatter moral
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theory, but lacking it is not adecisivestrike against it. Moreover, it is desirable
independently of whether or not deontic status is accessible. Holly M. Smith
considers this ‘" —<'sd ™ c—co% —Sf— ™3I of> T7<f™ —of «Zc—> [
"tf——"f fe'e% ot "fZ 7 f o "fZ e>e—feid fet 8 Zfcee
we would grade one moral system as better than another, other things being

equal, if the first is more widely ue f ,Z+t —Sfes —St et .. .‘eti s{zza srt
Vayrynen,taking acue from Smith, also discusses this view in a recent article:

e & £-Sc<...fZ =St of> “f<Z =" %o<" % fTE°—f—-% %o—cT
fet >F— %o<™ % f ...0""F..— f..... ‘— o — ¢ht, Mogver, dMink« % S — & &
that even theories that do notaim to provide adequate moral guidance are
nonetheless better to the extent that they alsodo provide adequate
guidance, instead of thinking that doing so is no merit at all (2006: 292,
emphases in origind).

Others have hinted at a view along these lines as welll. ¥ ...fe ...fZZ «— 71—
good-sfece% “tTf-——"F “<iE™i f, '—— —SF ec%oec <. .fe..f
Appealing to the goodmaking feature view as part of an argument against a
proposed moral theory requires some slight modification of all steps but the

second premise of the argument that | formulated at the beginning of this

chapter; the result could look as follows, for example:

STa "f..—<..fZ —e+t"—7uiding, is agoetnaking feature of
a moral theory.

2. A moral theory is practically useful, or actiorguiding, only if what
deontic status this theory assigns to actions is deliberatively accessible

Therefore,

28 Michael Stocker (1976) famously ‘', E+...—+ —* ™Sf_ St .. fZZe —-St 1.
moral theories that propose a split between the features that make aaction right
(etc.) and those that good agents, as judged by that theory, would take r@ssons for
acting, but as he makes cleaas the discussion progresshis real target are moral
thf"cte —Sf— 1. foe'—i 4t $ZF&+Sef— 17"efZ2251 —=St"% <o o'—Sce%
theories that cannot be acted upon, buhe asks rhetorically, T™ S>oul§ we be

.. f7ett ™c—S «—imdingShiat ivetatidiild not be concerned with them,
since none of these theories can do justice to the value of acting in accordance with
“efie o7 f 7  fARhdUYRL is hard to be certain, it would seem that S* ... et "ie "¢t ™
can be understood as boiling down to the claim that practical usefulness should not be
understood in the way the constitutive of alethic views do, but rather should be
thought of as a gooemaking feature of a moral theory.
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deliberatively accessible, that theory lacks one of the goeshaking features
that moral theories can have

1854 ™f f11 -8t effece¥%oZ> —e. o= "E e fZ Eecet Vi

Via ~ f «'"fZ —St's Zf..e«e-making feat@ds that rhoral
theories can havethis is a reason to reject that theory

Z—1"ef—<"t7Z>4 ™I ' —ZT ™iffete vi o —Sf— (- o—f—:
good-making feature that moral theories can have is a reason not to accept a
theory, but which we choose should be of no consequence.) Fro ui fe*
Vi ™3 L fe <e”t” -Sf-4 -St"t""t4

wid =~ ™Sf— tite—c... e—f——e f "fZ St feecY%oos
deliberatively accessible, this is a reason to reject that theory

St "F et e tet e Z—ec'ed Wi & <o 7 hantheef e<%oe
original conclusion, (5); the argument now no longer purports to establish
that there are no (or cannot be) inaccessible obligations. While, therefore, it
does not directly bear on whether or not ACCESS is correct, | think this is
nonetheless an agument that is worth considering, since if it is successful, it
looks capable of putting at least some pressure on thoseho want to accept a
practically useless moral theory. Moreover, as we will see, it raises some
issues that are interesting in theirown right.

| start with sketching the explanation of why practical usefulness is a
desirable feature that Smith and Vayrynen present. | argue that given this
explanation, if we have a reason for believing a practically useful moral theory
instead of a theay that fails to be useful because (i.e., on grounds of the fact
that) the former is a better theory, then that reason is pragmatic, not
Toctte—<fZa& "f%oef—<.. "ffertee "t f7¢t"a  e'—ta& f't 017%
such reasons may not carry any weighat all when it comes to what we overall
have most reason to believe (section 2.3.1). Secondly, even if pragmatic
reasons are capable of putting significant weight onto the scale, this does not
mean that our pragmatic reasons for believing a practically seful theory can
ever outweigh or conflict with our non-pragmatic reasons. As to the possibility
of conflict, | will argue that insofar as practical usefulness is a desirable
feature, its desirability is conditional on the truth of a moral theory. This
suggests that being practically useful, in case it provides a reason to believe a
moral theory, does not provide a reason that could point in a different
direction than the non-pragmatic, evidential reasons to accept a theory
(section 2.3.2). Third, even if here are pragmatic reasons that independently
support moral theories that are practically useful, such reasons are very likely
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practically useless moral theory without embarrassmat (section 2.3.3).

2.3.1. Better in what respect?

If a given moral theory is practically useful, then (some suitably circumscribed

set of) agents will be able to determine what deontic status that theory assigns

to the alternatives these agents will &ce. Why would it count in favor of a

moral theory, if that theory has the property of being practically useful? The
Teo’ " —fe ot ° fl—<. fZ —ef,<Zc—>TA4 +<=S e—%o%oTfe-
reference to the concept ofautonomyi s{zz& srwa i’ Sifinak ofs °

Smith 2010: 74; Vayrynen 2006: 297). Smith proposes to understand

Tf——‘e'esi <o —St "'Z7' ™ce% ™ fsa 1f "f7e¢'e f..—0o f—o—te"
decision to act is governed by the kinds of considerations thdite deems most
<e''”— fedbid., emplasis in original). That is, we act autonomously in the

relevant sense whenever we decide to act on the basis of what we ourselves
take to be the considerations that determine what we morally ought to do in
the situation. As both Smith and Vayrynen note, th definition is stipulative,
for we can et fe eofe> —Sce%e ,> —St —1"% \W¢-can'eal>iia
Tf——'e'esd —oTf e %5 flo"wfte/Z 31 —* ofef ..Z1f"TWeSf— ™4
suggestion that builds on this notion of autonomy goes roughly as follows:
given that autonomy as seKgovernance is valuable, a moral theory that is
practically useful is better than a theory which is not, because the first theory
TfZZ'™e "7 St f..Sct " feto— 7 f——tetes > —S'ef ™S
while the second does not. As V& ete '——¢ <-4 ife ¥-Sc...fZ -St'">
the extent that it makes reliable strategies for acting well available to an agent
™S L t'—e «—i ,f..f—-eifgoffernaneé-is spmethirg valuable,
and failing to be practically useful means that a $37> 1" f<Ze —* "7'—% ..
autonomy understood as seK%o ‘" f"efe ... FT trrxa t{z a

In assessing this suggestion, it is important to get clear on thespect
in which amoral theory can be claimed to béetter if it is practically useful, if
one reasons along th lines suggested by Smith and Vayrynen. If the value of
autonomy as selgovernance is going to explain why a moral theory is better
if it is practically useful, therespectin which such a theory is better isnot the
respect ‘'~ 1,1 beYer supported by — S+ + <t fe...f74d ~*” =St *""f"ft 1
Tete o= frif” - —fet f - Prhtticdlly ydeful%eo constitute
evidence for thattheory. In brief, a useful theory is not a better thety if we
—etf e—fet 1,1——1"i RathdrigivenfwhatSmh and Vayrynen offer
by way of explaining why a useful theory is a better theorya practically useful

29 For a goodoverview of the variety of ideasthat have been put forward under the
Zf,tZ 1f—,see Asgaly (2003: chapter %
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moral theory can be said to be better merely in theespectthat believingsuch
a theory is better than believing a theory which is not useful. &ng in a state
of believing a usefultheory is instrumentally valuable, beause believing a
useful moral theory is a means to acting autonomously, and cting
autonomously is valuable.The account on offer of why practical usefulness is
valuable, something worth @aring about, turns on the value of what believing a
theory that has the property of usefulnessproduces, and it is by virtue of
ZEc<oe% L EZ<E" it —Sf— f "fZ —=SE'"> <o L f'f.ZF T 177
result, viz., autonomy as selgovernment.

If atheor>ie ,f<*% ,f——rebpeetistBken to provide areasonfor
believing a practically useful moral theory over a competing theory that is not
useful, fe ""fecet vi feet”-then thetredaan for believing such a
theory that is provided by the \alue of autonomy as selfjovernment is
pragmatic, notevidential. The reason to believe a practically useful theory that
we can account for in this way is comparable to the reason one could have for
believing something because, say, one is offered a sumrmbney, or some
other reward for believing it: having the belief is a means to realizing
something of value, but the fact that something of value will be realized if one
has the belief is no evidence of the truth of the belief. A famous example is

f ... MEiger, which posits reasons to believe in the existence of God that

derive from the value of salvation, thereby trying to circumvent the question
of whether or not God in fact exist§?

On what has become standard terminology, pragmatic reasons for
belief f"f 17ffetee *° —St ™7 e% ocetid ™St "ffe F ctte—cf.
f7% 177%fetee *° St "<%S— ecetida Sttt <o ti,f-F ‘“F7 =
being a reason of the right (or wrong) kind! but we need not settle on such
criteria here; all we need & (@) that there is such a distinction, (b) that it
matters on what side of the divide a reason falls, and (c) that pragmatic
"ffetee T FZc¢t” fUE 1Vffetes 7 St ™% ecetid ST
relatively uncontroversial, even if the details of how ¢ draw the distinction
are not. Some philosophers hold that reasons of the wrong kind are in fact not
"j:fo‘oo f_ fZZé. g—— (— < o_AA(_“(:I:o_ ~em ’":to:to_ T Mt e
"<%oS— ecoti f"F —St "ffe'ee —Sf— f"f e'efSifMingscie-"fZ
considered have most reason to believe (or do), and this is typically accepted

30 The introduction of a distinction between reasons of the right kind and reasons of
the wrong kind, discussed in the text, cabe ofhelp in explaining what is wrong with

f » ..sfaljument, although here aremany other problems with the argumentbeside
this one; see Hajek (203) for an excellent treatment.

31 o (oAz_:to_(fZ """ ofz e f"A(_To T(._%0(:"_‘?(]‘of’,#_mﬁ'mo.'ﬂ:c_f_:t
reasons (2011); Parfit holds that only the latter are reasons of the right kind. For &
my mind, utterly convincing ... "<—<...coe T fUTc—Te TV f22D12%t ...S"'itt”
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even by those whodo take reasons of the wrong kind to be genuine reasors.

If pragmatic reasons are reasons of the wrong kind, and if reasons of the
wrong kind are not centrd to what we allthings-considered have most reason
to believe, then the reason to believe a useful moral theory over one that fails
to be useful will not put much weight onto the scale, if it puts on any weight at
all. And that means that even if a moratheory is better if it is practically
useful, this is unlikely to be a fact that can support believing a useful theory
over a theory that fails to be useful.

It is worth noting that this line of argument does not depend on the
explanation of why a usefutheory is a better theory; it concerns only how we
construe the respect in which a theory is taken to be better. The next
argument does concern the details of that explanation.

2.3.2. Reconsidering the value of autonomy as self -governance

Perhaps thereis no real problem with pragmatic reasons for belief. (Speaking
for myself, | am of two minds about this issue.) For the sake of argument, let us
assume that pragmatic reasons can pay a significant role in determining what
we have overall most reason to bigeve. Are we any closer to the conclusion
that the value of autonomy, understood as seljovernance, is capable of
providing us with good reasons to believe a practically useful moral theory? |
Tiei— —Scee o3

Both Smith and Vayrynen endorse what we canfcZZ f 1.-o'%—f"f Zi
view of autonomy: an agent acts autonomously in the relevant sense
™Stet " fo fUofoe—ie TH..cocie =" f..— <o f . F"—fco ™Mf> .
of the moral view that the agent takes to be correct, irrespective of whether
the moral view that this agent takes to be correcis in fact correct. Is this
really valuable? Imagine two worldsW; and W;, both populated by a variety
et Tt —fZeA ZF— —e "t —e ‘e E—e— ‘ef ‘" —_Stely ™S,
performs the same actions in bothA; and W», but in W, she acts on the basis
of what she takes to be the correct account of morality, while ik, she does
not (instead, let us suppose, she tosses coins to make her practical decisions,
because she believes she has no chance of identifying the morally right course
of action). If contentneutral autonomy indeed is noninstrumentally valuable,
we shoud expect to have the intuition that W, is a better world than W,
irrespective of what moral theory we imagine Adele to believe in that world.
But this is not our reaction or at least, it is not mine. If | imagine thaAdeleis

32 See Reisner (2009: 258&9) for discussion and further referencesReisner defends
the view that pragmatic reasons for belief can carry significant weight; seéb{d.), and
his (2008), for a variety of interesting remarks. | discuss what weight pragmatic may
have in the present context below, in section (2.3.3).
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a Nazi inWy, | am not inclned to judge that there is any added value to her
acting on the basis of her Nazi beliefs in that world, as compared W-, in
which she tosses a coin in order to make a decision. If anything, | am inclined
—ef> =Sf— tiZFie ,fece% S1"ad beliefe makesiv; Svidrse
world than W2 &  “<eot —S«ce "f'—<«...—Zf"2Z> 'Zf—e<, 2% < ™H%
actions are not monumental moral wrongs (such as committing genocide, for
instance), but instead of a rather petty naturé? Imagine that in Wi, guidedby
her Nazi beliefs, Adele often buys bratwurst but never buys humus, often
reads papers published in theDeutsche Zeitschrift fir Philosophibut never
reads papers published inPhilosophig and often listens toschlagermusic but
never to klezmer music; she does the same things based on coin tossesWs
(as in this world, it turns out that the coin toss consistently favors buying
bratwurst instead of humus, and so on). | find the judgment thaiV, is a better
world than W. incredible. The view about thevalue of autonomy as seif
governance that Smith and Vayrynen appeal to, though, implies that, is
better than W, since it imposes no restrictions on the content of the moral
view that agents rely on when making practical decisions. Therefore, this view
should be rejected.

There is an easy fix to the problem posed by cases such as that of
Adele we can simply drop the assumption of contenbeutrality, and hold
instead that there is value in deciding what to do on the basis of the
considerations that the noral theory one accepts singles out as settling the
matter, providedthe moral theory one accepts is correct. We might put this by
ef><e% —Sf— fZ-S'—%S —-SI"ft <o "fZ—3F <o t'<e% 1-St
"ffeteeid —SI"t <o of TfZ—1% foet fRZLSH i TteeHxoi-SEt ™
—Sce% "7 —SE ™7 e%, "ffe'eeid f fe " ‘ef ece—_fofeZs —fo
the former instead of the latter. While this revision allows us to retain the
claim that there is value in acting on the basis of the considerationfdt one
takes to be morally decisive, by the same token, it undercuts whatever
dialectical force the appeal to the idea that a practically useful moral theory is
better could have even if pragmatic reasons are taken to be capable of putting
significant weight onto the scale. On this revised account, the value of
autonomy as seklgovernance isconditional on the truth of the theory by which
autonomous agents guide their actions; if its value is conditional in this way,
the fact that a moral theory is better if it is practically useful cannot do any
independent work. Let me explain.

Assume, for the sake of argument, thgragmatic reasons for belief are
genuine reasons for belief, reasons which can come into conflict with
evidential reasons, and on occasion even outweigh the latter sort of reasons.

33 Someof those to whom | presented this casein conversation reported that they
think it is worse to commit horrible moral wrongs on the basis of a coin toss than on
the basis of deeply misguided moral beliefs, hence the elaboratioffered in the text.
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The observation that a useful theory is a better theory is moot. If thealue of
guiding yourself by the moral theory you take to be correct is conditional on
believing the true moral theory, there cannot be a conflict between evidential
and pragmatic reasons when it comes to which moral theory to believe, since
the existence & a pragmatic reason (which stems from on the value of
autonomy as seklgovernance) to believe a practically useful moral theory
presupposeshat there are evidential reasons for that theory. Unless you have
good reason to believe a given theory is true,op have no reason to believe
that anything of value will be realized if you were to believe this theory, and
once you have the first set of reasons, the second set is redundant. In other
words, the pragmatic reasons for believing a given moral theory, ihey stem
from the value of autonomy (understood as selfjovernance) can only point in
the same direction as the evidential reasons for that theory, if they are to point
anywhere at all. If the evidence available supports the verdict that a moral
theory which fails to be practically useful is correct, then there are neither
evidential nor pragmatic reasons to believe a competing theory which is
practically useful. Therefore, the fact that a useful theory is a better theory is,
in effect, irrelevant to what we have most reason to believe.

2.3.3. Weighing pragmatic reasons

Perhaps the value of autonomy as seffovernance is not conditional on the
truth of the theory by which selfgoverning agents guide their behavior:
despite the objection that | raised, thee may be value in guiding oneself by
what one takes to be the moral considerations that settle the matter, and this
“fZ—1t f.. .. "—te ("Fert . —<"F 7 St Lfe—fe—e 7 tefie |
merit in it, the view that there is something important abou being guided by
‘efie t11'Z> SEZT etUfZ .teT<..—<'ee Sfe Sft f “f
throughout the history of philosophy. If these people are not mistaken, then
there can be an independent pragmatic reason to accept a practically useful
moral theory, in virtue of its being practically useful, and thus some reason to
"tEf...— f =St —Sf— <o o= "f. <. f22> —eft"—74 fo
what weight would this reason have, if it exists?

The value of autonomy (understood as seffovernance) lies,
presumably, not just in having thecapacity for self-governance, but alsoand
perhaps even primarily in exercisingthat capacity, viz., in acting in the ways
—Sf— frt e—"r—Ft > fedie oV fZ teTc..—<'eed of%ocet
certain moral theory that is practically useful, rely on it in your practical
deliberations, and thus act autonomously in the sense defined. Imagine as well
that the moral theory you believe is incorrect, and that this theory is incorrect
not just in the sense that it provides mcorrect explanations of why actions
have the deontic status that they do, but also in implying that various
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particular actions are right while in fact these actions are wrong, and vice
versa. As a result of your accepting and relying on this false but mtscally
useful moral theory, you will realize the value of acting autonomously, but you
will also often fail to do what you morally ought to do.

Now, it is plausible that there is at least some value in doing what one
morally ought to do, and some disvala in doing what one morally ought not
to do. This value can either be instrumental, if some form of consequentialism
is true, or nonrinstrumental, in case we take the deontic status of actions to
either be determined by the (dis)value of the acts themseles, considered in
isolation of the value of their consequences, or as the ground for the (dis
Jvalue of acts34 In other words, it is very plausible that it isgood to do right
and bad to do wrong although there is admittedly ample room for discussion
of how we are to explain why this is so. While a definite stance on this matter
requires presenting a worked out firstorder normative theory, it is
nonetheless plausible, or at least not implausible, to assume that the value (or
goodness) of acting rightly § of a nonrnegligible greater magnitude than the
value of being seHgoverning, and also that the disvalue (or badness) of acting
wrongly is of a nonnegligible greater magnitude than the disvalue of failing to
be seltgoverning. To see why it is likely tht this is so, we can again compare
two imaginary worlds: in the first of these worlds,Ws, the agents inhabiting it
all act rightly, but all fail to be selfgoverning; in the second world,Ws, the
agents inhabiting it are all sefgoverning in the relevart sense, but they never
act rightly. Which of these worlds is better Ws or W,? On the face of itWs
appears to be a far more desirable world thatW., because inWs the actions
performed will have whatever features make actions morally right: utility is
maximized, promises are kept, rights are respected, maxims can be
universalized, or some such thing. Now there is, let us grant, something that
makes W, good which is lacking inWs, but there are manymore things, and
more importantthings, that make Ws good which are lacking inW,.35

3 St «tif -Sf- -St7F <o T%ventfrom a dedntotdgichiHierspectivdhas
received a recent booklength defense by Robert Audi (2004, in particular chapter 4).
35 There may yet be other reasons for believing an extensionally correct but
intensionally incorrect theory, for instance, if believing such a theory will lead to a
higher number of right (obligatory) actions than believing a theory which both
extensionally and intensionally correct. Sidgwick(1981 [1907]) suggests this is our
Situf—<'sda ™Ste St f"%—Fe "7 —St “<f™ _Sf- ——<Z<—f"cfoc
oM fZc—>TA ‘et —Sf— oS —Z1F o — [t FZ<ETET > ete— [t f—0eF
would not be maximized. Note though, that the pragmatic reasons for believing an
incorrect theory Sidgwick posits have nothing to do with the value of sefjovernance,
but stem wholly from the value of doing what is right (or obligatory): the number of
right actions (i.e., those that maximize utility) will be higher if people believe a false
theory. Instead of being apotential counterexample, thisconfirms my suggestions
about the comparatively higher value ofmorally right action.
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If this rough assessment of the comparative value of acting rightly and
being selfgoverning is on the right track, then while there is a respect in
which a practically useful theory is better than a theory which is not, ah
therefore a pragmatic reason for believing such a theory which we do not have
for believing a theory which fails to be practically useful, there is also a
stronger, more weighty pragmatic reason to believe the correct theory, even if
the correct theory fails to be useful, provided that believing the true theory
will not produce more wrong action than believing a false but useful theory.
(We need this rider, because in case the true theory fails to be useful, its
acceptance will not guarantee that those wh accept it will act rightly, even if
they are fully conscientious.) The reason this is so is that if the useful theory is
not correct, then its acceptance will produce morally wrong actions, and the
disvalue of wrong action is greater than the disvalue ofailing to be selt
governing. Again, grant that pragmatic reasons can put significant weight on
the scale. Even if the argument of (2.3.2) fails, it is still not the case that the
pragmatic reasons provided by the fact that a given moral theory is practdy
useful are likely to sway the balance of reasons one way rather than another,
as there is also a pragmatic reason for believing the true moral theory, even if
the true moral theory is not practically useful, and this reason for believing the
true moral theory is more weighty, provided it is the case that acceptance of
the true moral theory will not lead to the performance of a higher number of
morally wrong actions than acceptance of some alternative useful theory.

The foregoing discussed a scenarioni which we assume that the
alternative useful theory is one that is not just incorrect in the sense of not
¢tfe—<"><o% —St """ "t"—<to —éf— Tefefil f...—<'ee "% S —
of implying that some actions are right even though in fact theyra wrong,
and vice versa. That is, we assumed the alternative moral theory to be not just
intensionally incorrect, but also extensionally But what if we assume instead
that the alternative moral theory is merely intensionally incorrect, but not
extensiondly? On that assumption, accepting the alternative theory would not
lead to the performance of wrong actions (since it singles out actions as right
that are in fact right, etc.) and it would be able to accommodate the value of
autonomy, understood as selfjovernance. It appears that the pragmatic
reasons to accept this theory are stronger than those to accept the true moral
theory. If so, the value of practical usefulness can play a role in determining
what moral theory we overall have most reason to accepor so a critic could
suggest. The reply to this is simple: if there is such an alternative theory, the
true moral theory would not be practically useless. The true moral theory
would be indirectly useful, instead of directly, in the sense defined in seon
(2.2), for the deontic principles of the imagined alternative theory would then
constitute the secondary rules that supplement the true moral theory, and
guarantee its usefulness. So either we assume that the true moral theory is not
practically useful, in which case the alternative, useful moral theory is not
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extensionally correct, or we assume that the alternative theory is
extensionally correct, in which case the true moral theory is indirectly useful.
But we cannot have it both ways. And if the tret moral theory is practically
useful, the question whether we should instead accept some other moral
theory on grounds of considerations of practical usefulness becomes moot.

The upshot is that the proponent of a moral theory which fails to be
practically useful can accept (a) that a moral theory is better, other things
equal, if it is practically useful, (b) that there are pragmatic reasons which can
in principle help determine what we overall have most reason to believe, and
(c) that considerations of practical usefulness provide independent pragmatic
reasons for believing a useful moral theory, andgtill not be at all worried
about the fact that the theory she proposes fails to be practically useful. Even if
the argument sketched at the beginning of thisection is sound, its conclusion,

Wi & <o o'— f %o"'—et "7 e f"ed o'~ ece’Z> F..f—e
logically weaker than that of the original argument set out in the introduction
to this chapter, but also because the reason that exists for belieg a useful
theory (and thus the reason for rejecting a theory on grounds of its failure to
be useful) is likely to be outweighed by other pragmatic reasons.

Other things equal, a useful theory may be a better theory, yet once we
take into account that otrer things are not equal, it turns out that there is no
embarrassment in accepting this verdict. The arguments for the relevant
evaluative claims that | offered have admittedly been rather quick and
sketchy, but they should suffice for concluding at leasthat there are quite
serious hurdles to overcome if one wants an appeal to the goeadaking
feature view to do any real dialectical work.

2.4. Wishful thinking in moral theorizing

In the previous section | have argued, among other things, that insofar ads
valuable for agents to decide what to do on the basis of considerations they
themselves take to settle what they morally ought to do, this value is
conditional on the truth of the moral theory these agents accept. We might put
this point by saying that, assuming practical usefulness is a precondition for a
St sie L f f..<—> —'-gofernadce; ft-wbuldiié good if the true
moral theory were practically useful. If the true theory were practically useful,
then agents who accept the true thegr can guide their actions by this theory,
and thereby realize the value of selfjovernance (without at the same time
realizing the disvalue of acting morally wrong). As we have seen, these
considerations seem unlikely to put muchif any, weight onto the gale.

The final suggestion | want to consider in this chapter is the following.
It could be objected that the considerations adduced so far ignored that there
are certain patterns of argument which have a legitimate place in ethical
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theory, even though thg are admittedly unacceptable elsewhereln general,
the fact that it would be good if something were the case does not entail that it
is the case, and inferring that something is the case from the fact that it would
be good if it were, is a paradigmatic 4e—fs... T ‘° ™ceS 7 _Scesce%o
properly infer that there is world peace from the fact that it would be good if
there were world peace, for instance). But according to some philosophers,
when it comes to ethics, matters might be different. Thomas Nageeferring
to suggestions made by Frances Kamm and Warren Qui#nis a prominent
example of someone who holds that there may be valid instances of
arguments of this form in ethical theory.

Nagel himself is concerned with the claim that we havéore-political)
moral rights; the onesentence summary of his defense of this claim goes as
"tZZ2'™ed 1 — St f"%o—efe— <o —Sf— ™F ™ _7% f77 f T
rights even if we suffered the transgressions which in that case would not
count as viohtions of our rights ergod —St"% f"3 "«<% S—+i s{{wd {t &
stresses that he is talking about moral, not legal rights, and that he does not
take us to be capable of making it true that we have moral rights, by creating
institutions protecting them, believing that we have them, or acting as if we

ZEZ<t"f ™Mt SfTf e— .S "<%S—+d ¢ St '——+ <-4 —-St "%
merely an argument for creating or instituting rights, through laws or
“fe—cteeid "f-St"4 1-S1t 7% —se7e—thatethe-moradityt —* S
WhICh includes rights isalready trueT ibid., 91, 92, emphases in original).
" f%otZie [TW%o—efe— "7 oV fZ "<%oS—e <o o'—eta ™

argument for practical usefulness on it. Whether the true moral theory is
practically useful depends on whether deontic status is accessible, and
whether deontic status is accessible depends on what the moral facts that the
true moral theory is a theory of are like, just as whether we have moral rights
depends on what the moral facts are likdf the fact that it would be good if the
moral facts are one way rather than another entails that they are one way
rather than another if the best way that the moral facts could be is also the
way they in fact are, and necessarily sethen if it would, on balance, be best if

36 See Kamm (1992) and Quinn (1993: chapter 7Y.0 my mind, the writin gs of Kamm
and Quinn are too vague to be ertain about whether they endorsethe contested
inference, though It is worth noting that this defense of moral rights may, in its
general form,havea much longer history. Jeremy Bentham accused the drafters of the
French Declaration of Human Rights of t Z><+%o ‘s fe <o £ %o .3 *° "' —%SZ> —
would be good if we have mhts, therefore, we have right§ an inference he deems
fallacious. AsBentham puts the pointwhen commenting on Article2 of the declaration
in Anarchical Fallacieg2000: part 4, “<"e— '— Z<eStt <o szsSXx & T ¢ o """
want of happiness resulting from the want of rights, a reason exists for wishing that
there were such things as rights. But reasons for wishing there were such things as
rights, are not rights; a reason br wishing that a certain right were established, is
not that right want is not supply hunger is not breadi
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deontic status is accessible, it follows that deontic status is accessible, and
thus that the true moral theory is practically useful. (Admittedly, this
argument is perhaps better classified as one that concerns the subjeuiatter
of a noral theory, and not a feature of moral theories per se, so it would be
oF ef——"f7Z —' tco..—ee «— —ett” St Stftce% ‘7 TMS,
Tef™IE CT™METE"E fe <— ,—«<Zte ‘e —St f "% —efe—e *° _St
decided to discuss it here instad of later.)
Admitting that what he offers in defense of the view that we have

.‘nfz ”(%OS—. Ce 'I\f ..._”(l_. _)11 (~ f”%o—'i'—‘l‘ TMS(_,_S Co
fRotZ o' ef—StZFee o—%o%ote—s —Sf— Tc— of> Sf7t f "Zf..
its conclusion <+ *‘— “f ... —— f Z ihid--92}.' NAgET himself does not offer

any support for this contention; it is therefore unsurprising that critics have

been quick to set this line of reasoning aside as an ordinary instance of wishful

thinking (see McNaughton ad Rawling 1998: 48-53). In an interesting recent
R f%o;tzlo fP% —ete—& f ¢t oS —7cFe —* "fe,

suggests, first, that1—S3 “—te—<c'e ™SH_St” f %< fe f"%o—ete.

O™ —Ztei— «— pitheeefote, p@] is valid is bestreduced to another

guestion, one about the logical nature of the operators involved, and in

particular whether they satisfy the analogue of the (suggested) mod#bgic

f&c<te AR hida t..'eta St e—%o%ote—e "t —te—f-0r"tZ> -S

at least,not implausible —Sf— fe T<— <o-%t"f—35§ fi,,"t " <«f-F1 > 1

in fact satisfies the suggested axiom, that is, that @@ntails Q. The resultlng

'MitefZ <o —Sf— ™SZt <ot e p there‘fore—fﬂi [rreel— “fZ<t

across the board, the f"f ™St i~ ¢ §* ~ f Zyf since-in that case,

the inference would be an instance ofcG 7 QJ (Enoch 2009: 223224).
<ofZ7>4 *'...S o—%%ote—e —Sf— < —Shesugdestiph may " tetFt

lend itself to generalization:

perhaps there arefamilies of operators that satisfyGG 7 Gp as a family,

so that if both N and Gare members of the familyNG 7 Gp is valid, and

ot n.a A“a’, f..'. ('\ _é:t :t_é(fz za:tnf on N~y ._S f’\f
nicely applies to ethicalcontexts more generally {bid., 224, n5)

™77 "t—e ‘e et Sie of ‘et o __ehtalls Go! dfathiscoe a4 -
suggestion is unsuccessful, then generalization to other normative operators
o 'f"—<...—2f”é ™SE_St” ™I . fe %dt Were doligathty —Z 1
that pi — T<— <o “ Z<%fé& ™ « & - — 3¥)Xan He a¥umed to fail

37 |n this sectionl use ‘... STe «‘— <"« i-sfavabiable ranging over propositions,
fet7ii "7 e—"c.i— <o’ Zc...[f—<'ed
38 The 17 f Z+F # 1 &uigument for practical usefulness sketched in the text requires
—Sf— ™% Sft fe <o"f"Fe.t "7'e e'et_Sce%ois ,tc<e% %'t —
obligatory, hence the emphasis on this point.
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fo ™MIZ78 — <o ™M "_S fe’'Sfeccece% anpnfactbegoperator,t— —S f -
given that @ does not entailpd Sf— <e&d ™3F «S'—Zpisfsthrding-fT 1
of e’ Z> T Ti— <o oty —8f—St" fe e—foetce% "7 T<— <oa
good thatpJso that it leaves open whether or nop is true.3® Thus understood,

I do not think that it is plausible that G® entails Q. Here is an argumenthat,

if successful, shows that this suggestion should be rejected.

It seems undeniable that it would be good if the actual world were
better than it is.40 (If this were not so, it could be good if the actual world was
less good than it is, and that seems @azy view to hold.) Furthermore, if the
actual world were better than it is, it would contain more good states of
affairs. This, it seems, is just what it is for the actual world to be a better world.
Even if the value of a complete world is not a simpladditive function from the
value of the states of affairs that it contains, it nevertheless seems plausible
that a better world contains more valuable states of affairs than any world
that is less good. Therefore, it would be good if the actual world caaihed
more good states of affairs. Furthermore, the higher the number of good states
of affairs that the actual world contains, the better this world is, and this
seems to apply right up to the point whereeverystate of affairs it contains is
good. Therebre, for every state of affairs that the actual world contains, it is
true that it would be good, if that state of affairs were good. Put differently, the
truth of a proposition at the actual world guarantees that it would be good if
the state of affairs hat this proposition represents were good. If we assume,
for reductio, that G@ \ Gp, it follows that every state of affairs the actual
world contains is in fact good. But that conclusion is absurd; it amounts to the
Panglossian view that the actual worlccontains only good states of affairs, and
is the best of all possible worlds.

Here is a different way of approaching the problem that the GG\ Gp
rule gives rise to#! On the face of it, there is much in the world that could be
better, and surely, it woud be a good thing if this were not the cas&. But it
seems absurd to take this as a ground for revising what you took to be the
criteria for goodness, so that as a result, you no longer believe that there is
anything that stands in need of improvement. lanything, you should take this

390 77 ™ME"E f Cf..—<"f CfE"f-""a «— ™' Zgtentdils «Gp;ethe” <ot ¢
entailment would hold for the same (and rather uninteresting) reason that @, thus
understood, entailsp.
W Will fee—et ™% fo oS — offeZfeeZs f-_™ite 1% ‘ti fet T,%—-
41 This alternative way of characterizing the problem wassuggested to me by David
Enoch {n correspondence).
42 To be clear, the claim here is only that it would be better if was not the case that
there are things that could be better, on the assumptionhat indeed there are things
that could be improved in the actual world. Whether or not there are possible
improvements does not depend only on how goodr bad the world is, of course, but
also on what improvements can be made.
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observation as a ground for improving the world in accordance with your
criteria for goodness insofar as you can, and perhaps as a ground for
lamenting or regretting the badness of the states of affairs that you cannot
improve. Yet if, as Enoch suggests, eéhtails G, the first response can be as
appropriate as the second. What needs to go, | submit, is the@l>GGp rule.

The above argument can be challenged in various ways. An obvious
target is the assumption that a bette world contains more good states of
affairs than a less good world. The argument can easily be reformulated
without this assumption. Take the whole actual world as the relevant state of
affairs represented by some proposition; since it would be good if thactual
world as a whole were good, we can infer that it is good, provided @G@ntails
Gp. Since it would also be better for the actual world to be better, right up to
the point that it is the best possible world, we can again infer that the actual
world is the best of all possible worlds.

Second, the argument requires that we imagine, for some state of
affairs, that this state is good in one possible world, but not in another; this, it
can be objected, does not make sense. The criteria for goodness aeeessary
which is to say that if a state of affairs is good in one world, then that state is
good in all worlds in which it obtains. If a given state of affairs appears to
differ in value across worlds, we are either mistaken about its difference in
value or about its being the same state across the relevant worlds. However, if
the idea of states of affairs differing in value across possible worlds does not
make sense in the case at hand, we also cannot make sense of ather
argument that relies on theG@® \ Gprule <o...Z—*T<e% +'...Sie "*"e—Z7Ff.

f%otZie f"%o—ote—8a Sf— <o =" of>4 $<-St” —S«ce * EF.. —<
both the argument | offered and the reasoning my argument was designed to
criticize, or it succeeds at undermining neithe#3

Finally, it could be objected that although the argument | offered has
oS ™e _Sf_ «— <o o'~ St . fet —Sf— pethérefore,.@¥ F"+St ™
valid across the board, they are nonetheless valid for some valuespfTaking
f ..—1% ~7'e ' gili progosal, one might think for instance that
whenever p is equivalent to G, G@ does entail ®, because GGfEntails G@|.
However, even if the latter entailment holds, it is at best unclear how we can
put this result to work. Recall that we were inteested in establishing first
order claims about goodness, and while the original proposal was concerned
with such claims, the current suggestion is nofit leaves open entirely how we
are to move from secondto first-order claims. If the G@ \ Gprule is valid for
some values of, then for this to be an interesting result, the values that can
take must include nornevaluative propositions (that is, there must be
admissible values forp where pis not equivalent to Gj).

43 | am indebted to David Enob (correspondence) for the formulation of both this
objection and the response offered in the text.
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Nothing | have said here precludeghe possibility that there is some
"fe—c. —Ft et— ‘PTLSFLeTZ7T % 7+ G Biflerence rule (by
invalidating the arguments that | have offered) without making it
uninteresting at the same time. But what are the criteria for inclusion inttis
of— o—"teft —f 1& e —Sf- "t—fcoco%o —ST "—ZFie «<o-
can infer at least some firstorder claims about goodness, making a move
analogous to the one Enoch originally proposed will not do the job. As there
are no other obvious caulidates, this by itself warrants some amount of
skepticism about whether such a restriction is in the offing. Although what |
have said warrants at most a provisional assessment of the issue, | do think we
have seen enough in order to set aside the defensé a demand for practical
usefulness based on the observation that it would be good if the true theory
™It U f .-« fZ2> —eF " —7Z fectt f- —Sce tce—a St <o
% ‘'t <~ =St —"—1 —-St"> <o —et"—Z7i - 71-S¢ -"—1 -St">

What we are left with at this point is nothing but the bare observation
that it would be good if the true moral theory were practically useful. This is
something that a proponent of a practically useless moral theory can accept
without embarrassment, gi“fs —Sf— <o f"fe . fe 7 —SF "e T ™M
suchand-+—...S ™3$"f —Sf .. fefd —-St"t"*"f4 <«— <o =St .. f
theorizing as well, not just in other domains. Echoing something Derek Parfit
has written in a different context (1984: 24),it is perhaps natural to want the
true moral theory to be practically useful, and to hope that it is. But this is not,
and cannot be, anythingnore than a hope, absent arguments that have little if
anything to do with the value of practical usefulness. # desirability provides
no rational ground for believing that the truth about what we morally ought to
do will be accessible to us at the time when we care most about knowing what
it is, viz., when facing a practical decision. In brief, facts about the debility
of accessibility are of no help to those who want to argue for ACCESS.

2.5. Summary and conclusion

In this chapter, | have examined whether the demand for a practically useful
moral theory could justify the claim that obligation, and deonticstatus more
generally, is deliberatively accessible. | argued that this is not the case. On the
most plausible interpretation, this demand is derivative; its legitimacy
depends on whether deontic status is accessible, not the other way around.
After clarifying what it takes for a moral theory to be practically useful,
Teo..—eett —St «tdf —Sf— o"fZ —St*"cte SF™F f 1""f..
plausible interpretation, this claim is just a different way of expressing the
demand for a practically useful theoy, not a claim that can support this
demand. Turning next to the interpretation of this demand, | first considered
T—St . fee—c———<"f TcE™i ‘e —SE ec%oe< <. fe. Tt T f L=«
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which a(purported) moral theory that fails to be practically usefulis defective

because it fails to be moral theory at all. This view, | claimed, rests on a
sco—fetd ™MScZt —St V' feefU%t — f..—<'ei of> Mt77 't —S
this does not mean it is also the very business oftlaeory of ethics.

| then tummtt —* T—=St fZf-Sc... “<f™i ‘o _St ec%ooc <.
usefulness, according to which a moral theory that fails to be practically useful
is defective because it is false. If this is the correct way to interpret the
demand for a practically useful moraltheory, the demand is derivative, as its
legitimacy wholly depends on whether deontic status is accessible. The reason
this is so is that a moral theory is false if it is practically useless just in case the
true moral theory is practically useful, and the true moral theory is practically
useful just in case deontic status is deliberatively accessible. Supporting the
demand for a practically useful moral theory, when the demand is interpreted
in this way, requires establishing that @ontic status is accessible. And that
means that on the alethic view, focusing on features of theories about deontic
status instead of on deontic status itself puts the cart before the horse; the
demand for a practically useful moral theory is by itself tothless when we try
to settle whether deontic status is accessible.

Putting aside arguments that turn directly on the nature of deontic
o—f——e """ St .Sf —f"e —Sf— "ZZPko%e pEE 1t TBW
which holds that being practically usefil is merely something that makes a
moral theory a better theory, but not a feature it ought to have, if a theory is to
be at all acceptable. | argued that, given thespectin which a theory is taken
to be better if it is useful by those who propose thisiew, the fact that a useful
theory is a better theory gives us onlya pragmatic reasonto believe a useful
—SE A fet f%oef—c<.. "EHfetee T ¥ZcET fUE 17 fetes 7~
may not carry any weight at all. Even if they do, however, it is plaible that
the value of being useful is only realized by the true moral theory: there is, |
suggested, no value in guiding oneself by a false moral theotyecause the
value of self-governance is conditional on having correct moral beliefs. Finally,
larguedthat 3 fe <~ =St “"fZ—1f " %o—<ctco%o ‘ofie f..—c‘oe 5 f
conditional on the truth of that theory, it is still better to act rightly; this
means that whatever pragmatic reasons we have for believing a practically
useful theory, these reasons are likely to be outweighed by pragmatic reasons
to believe the true theory.

In the last sectbn of the chapter, | considered what merit there is to
~St o—%o%ofe—c'e —Sf— —-St"F f'f “fZ<t ["%o—ete—o ‘" =S
such-and-such were the case, thereforesuch-and-such <o —S% ... fefi <o o*”f
theorizing. Given that | acknowledged that it would be good if the truenoral
theory were practically useful,then if there are valid ingances of this from,
this spells trouble for my dismissal of the demand for practical usefulness.
However, this argument schema is not just invalid outside but also inside of
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ethical thought; there are, | arguedin section (2.4), no acceptable forms of
wishful thinking in moral theorizing.

The upshot is that we should embrace the basic idea underlying the
alethic view, along with its main implications: if there is something amiss with
moral theories that are not practically useful, the problem with such theories
is that they are false. On this view, whether the true moral theory is practically
useful is not a matter that can be settled by considering what it takes to count
as a moral theory, what moral theoriee Tf<e f—T4d ™MSf— ™' 7% ofef "7
theory, and so on. Whether the demand for a useful moral theory is legitimate
is a matter that can only be settled by addressing the question whether
deontic status is accessible hehon. To that task we now turn.
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Chapter3 1 — %o S—iéa 1...feia fet f..

3.0 Introduction

The previous chapter argued that whetheror not the demand for a practically
useful moral theory is legitimate depends wholly on whether deontic status in
general, and obligation in particular, is deliberatively accessible: if it is, then
the true moral theory will be practically useful (either directly or indirectly);

in that case, it is legitimate to demand a useful theory, for only a useful theory
can be the true moral theory. If deontic status is not deliberatively accessible,
the demand is ungrounded, for then the true moral theory will not be
practically useful, in which case the demand for a useful theory is a demand
for a theory that is not true.l also considered whether a useful moral theory is
a better theory. If we grant that there can be pragmatic reasons for belief, the
fact that the demandfor a useful theory is a demand for a theory that is not
true need not be the end of the matter, yet | argued that, first, there are only
pragmatic reasons for believing thdarue moral theory, and second, even if that
is not so, the pragmatic reasons for dlieving the true theory are likely to
outweigh the pragmatic reasons for believing ay false-but-useful theory.
Either way, therefore, we need to face the question of whethékCCESS is true
or not head-on. Recall ACCESS:

ACCESS: For any agetaind action A, if Sought to doA at t;, then there is a
time t; such thatt; 9t and during t; Sis able to come to know thatS ought
to doAatt;

This chapter starts with the task of assessing what support there is for this
thesis. The arguments discussedhere center around the widely accepted
e 2t =S f— 1'—% S—The chzptér ist strfictited as follows.
Section (3.1) focuses on what | cal-S+ 11 <" $ ... -1 fribirdshe-principle,
which goesroughly like this: if we cannot come to know whatwe ought to do,
then we cannotdo what we ought to do, for how are we supposed to do what
we ought if we are in the dark as to What that isTherefore, the principle that

T'— % S—1 <o’ Zcte T..fei "—Zfe ‘—— St "teec «Zs—> ‘" «
because he principle entails ACCESS argue thatthere is no way of spelling
the directargument * —— ¢ —Sf— —St "fe—7— <o o' —etg "7 ™MSf_

we take to be the onehat is relevant to moral obligation, we can coherently
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maintain that we can alwaysdo what we ought to do, irrespective of whether
we are able to find out what it is that we ought to do.
Next, | turn towhat | call T<et «2fi..f "%o—ete—e ""‘e¢ —St 7'—% S—
1...forinciple. The general idea here ishat even if there is no sounddirect
argument from the principle, the grounds, whatever they are,for accepting
that T — % S—1 <’ Zarg alsb.grurids for accepting that there really is no
such thing as an inaccessible obligatiorn other words, ACCESS is treated as a
corollaryt® —SF T'— % S—7 <o'Zcte T...foi ""co. . <’ZF ‘o —Sce f''
that is entailed by it.
| start in section (3.2) with consideringthe T1f”%o—sfe— ""'e  Zfeoti
the principle: in a nutshell, the idea is that since a failure to comply with an
obligation entails that one has acted wrongly, and wrongdoing entails
blameworthiness, we should be blameworthy if we fail to comply with an
impossible (or an inaccessiblg obligation. However, the argument continues,
we are not blameworthy when we fail to compy with either an impossible or
an inaccessible obligation, and thus there is neither sort of obligation. | argue
that not only do the premises of this argument fail to provide thematerials for
a successful indirect argumentagainst inaccessible obligatios, they also fall
— e St Ve <’ZF —Sf— 1"—%S—i <o’ Zcte 1. feiA
Section (3.3) considers the if "%o—efe— ""‘e “fc efeej "' _Si
<e’'Z<te tprinfiple, which rests on two clairs: first, impossible (and
inaccessible) obligations are unfair, andgecond, the idea that morality itself is
unfair is incoherent. | argue that this argument alsdails both as a attempt at
ajustification for the principle and asan attempt at a justificationfor ACCESS.
Finally, sction (3.4) considers whether the T'— %S —1 <o’ Z<fe 1. f
principle, and ACCESScanperhaps be justified by way of an appeal to a view
about what deontic evaluation is for (i.e., a view about its ai, function, point,
or purpose); | argue that this is not the case, because this appealiigeffective:
to put it bluntly, it just does not matter what deontic evaluation is for.Section
(3.5) summarizes the main aims defended in this chapter, ad indicates what
remains tobe shown.

3.1. The direct argument : ignorance and inability

This secton discusses what we can callirect arguments ~”‘e —Sf T*— % S—1
<e’'Z <t Ttprinwile against inaccessible obligations, i.e., arguments that

take the principle itself to be sufficient as a ground for rejecting the possibility

of inaccessible obligationspecause the principle entails an access condition

on moral obligation. First, we should get a little clearer on what the principle
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sf>ed —fef 1'— %o Sovérall'moral dligationa fet Tce’Zctei — £§°7%
strict implication, or entailment. The pmciple thus readsas followst:

T —% S—i <+’ ZOIG): For. grwi agentS and action A, necessarily,if Sis
morally obligated to doA, thenScan doA

Understood in this way (modulo some modifications that need not concern us

here?), many philosophers accept OIC for at leassome e et ‘~ BJuptia

™S f— efeet 7 T fel <o <o'Z¢tt > 1'—%S—i <ed —S'—%Sa
take it to be a sense that merely requires that it is nomologically possible that

an agent perform an action thais morally required (or weaker still, that this is

merely logically or metaphysically possible), while others endorse logically

stronger accounts, requiring for example that the agent knows how to perform

an action if that action is morally required, orrequiring that the agent can

perform a required action intentionally, and so orf. Some of these stronger

11 assume that the principle, if truejs true as a matter of conceptual or metaphysat
necessity. The necessity operator has wide scope, governing the whole conditional,
—St e 2% 2 %o<... fZ o—"— .. MO TF CS Hakethis 4o Ineah, —S <A
roughly, that all worlds in which Sis morally obligated to doA are worlds in which S
candoAd ~ ™t fefZ>cet 1.. f ejoperatdr (42 seemz plausible), then the
consequent can be taken to assert, for example that from every world in whiGought
to do A, there is at least one world that is accessible, in some sense, inisthSdoesA.

STME Tt fe fefZsece T T fei fZ'e% —Stef v e ff, 2% Z«
principle becomes a rather tricky matter for most who endorse the principle take it to
be insufficient that it is metaphysically or conceptually possiblethat S does A;
Tf%ofe—<"f "ftoec «Zc—>1 <o —e—f77> —fote —* | f o't _Sce% ..'oe.
than either of these (but see note 4 below). | consider the question of how to interpret
T fei <o <o fe coTtefZ ™ fo e} 1" f 7 apter-but will mEke " Fete—
no serious attempt to reolve this matter here
2 In order to deal with cases of selfmposed inability, some add twotime-indices, so
that the principle, when fully spelled out, readsas follows: T~” f ¢> f Godction A,
and timest;, t;, if Sat t has an alithings-considered moral obligation to performAat t;,
then att; it is true that Scan doA at t;. For this point, seeZimmerman (1996: 95113),
Howard-Snyder (2006: 235),and Vranas (2007: 17578), among others.
3 There are various other ways to interpret the principle; Vranas (2007) offers an
extensive discussion and massive references (Vranas himself defends the principle for
pro tanto as opposed to overall moral obligation, but this is a minority view). Notable
denials of the principle on any reading close to this one include Stocker (1971),
Sinnott-Armstrong (1984), Saka (2000), and Graham (2011).
4 For the requirement that it is merely nomologically possible that an agent perform a
required act (if the act indeed is mordl required) see Streumer (2007).
5 7 —SF “<F™ _Sf— 1"—%S—i <o'Zcte Tee'™e S ™M ot " %oe—"

>t3” s{{y @ " =St "<ft™ _Sf— T'—%S—T <o’ Zcte T..fe T <o-
(2007). I discuss F” %o —"Usidofart- >t 1"ie f"%—~<=teSce ot ... —c'ed <Zf-
argument is discussed in section (3.4) below.
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fo.. ‘—e—e T T fel «o'Z> =Sf— fo [f%ofe— ... fe T e'et—_Sce%
f%ote— <o “—Foe—c'e co fMf L ° 7 _fco —Segdtoeliess; T'ei-
then | cannot play the game with you, for example. (More generally, we can

o'—F —Sf— TeetFMitYstee' ™MZtt%oFa «""Fe't... —<"F 7 ™MSF_S
Too' MZ L+ Boff—TA folT T co%o o' oF—Sce%o co—fe—c'ofZ7> Fo—fc
one is doing itor will do it, etc.).

5 < Fe —va— f —véi”i <o Mite Mmoo tt f-t f, —-— -Si
™S¢..S T'"—%S—T <’ Zcte T..fe1a fof , ™% ..fe T3 et
requires that the agent has certain knowledge, perhaps certain forms of
ignorance are incom f—<,Zt ™¢—S —St etfeetr " 7. fei —Sf- "

defensible way of spelling out the Ol@rinciple. More specifically, it seems
that we can ask: does the inability tofind out what one ought to do in a
situation amount to anobligation-undermining inabiity to do what one ought?
At first sight, this may strike one as a perfectly sensible question, and
moreover, it may also look like thereis something to be said in favor of
answering it affirmatively: after all, if we do not know what we ought to do,
then how are we supposed to do itf an affirmative answer is defensible, we
would have a direct argument from the Olrinciple against inaccessible
obligations.

James Griffin for one appears to endorse an affirmative answer to it, as
he writes thatone of =S+ 177 ... fe7 ™MSc...S St —fefe —* TeSf’f o7
T77 30 0 1=Sf Zcoc—o 7 S—ofe oot ™M7:1%1i s{{xd {w &
to do is limited by what we can do; what we can and cannot do is a function of
our capacities, and, the suggestion isur capacity to become informed about
the world we inhabit imposes limits onwhat we can be morally required to
do:

T —% S—T <o’ Zcte T...feid ‘"fZc—> <o ...'¢ ¢coft —* —SF S’
We are used to the fact that our physical and psychological cagties are

limited, but so is our understanding. Moral norms are shaped for agents

with all those limitations (ibid., 98).

"eT ¢ _fo:to _éi TMf)o e TMS<.”S c__" T_o'l':l:"o_fo'l'(o%o]'
among other things, our inability to find out whether paticular actions will
fefe— ""tef_%7 ™S f— «dbid.),"ghd se it should not come as a surprise

that he objects to utilitarianism on grounds of this understanding of the OIC
principle. His doubts about (objective forms of) utilitarianism concern

6 | take this way of framing the thought underlyingthe direct argumentfrom Sorenson
(1995). After noting that there a ready answer “<ce a4 1,3 SOrensemisuggests that
i — Sdght implies can objection [to the view that there can be inaccessible
“LZ<%of—c'es . fe F "E<ET > fUEfZ<o% —' f —Scibidkl "Fftce%
believe this suggestion is mistakeyfor the reasons detailed in the text below.
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T Wether we could often perform the tremendously largescale costbenefit
calculations that it requires, or even often arrive at probabilities reliable
Feo'—%S "7 f..—<'eid fet i..f—ef ‘LET..—<f ——<Z«
calculations, it is incompatible ™ «—S f ... ... F'—<e% —St '"ce..<'ZF -Sf-
To.fei@ ‘o f =St T...fei <o =ST ""co. . ZF <o "1 7>5 —ott’
puts it:

There are no moral norms outside the boundary set by our capacities.
There are not some secondbest standards, stadards made for everyday
use by agents limited in knowledge and will, and then, underlying them and
sanctioning them, true standards, standards that make no compromise
with human frailty. A moral standard that ignores human capacities is not
fe T<7T 1t fmdadrd,biit no standard at all ipid.).

With respect to utilitarian accounts of the deontic status of actions, the idea
here seems to be that it is not the case that we are morally required to
maximize utility, because (a) we are typically unable to find at (and unable to
even form epistemically reasonable beliefs about) what maximizes utility, and 3

w — <ef «Zc—=> ="' T¢eof ‘—— T™MGf_ effcocoete ——<Z<c—:
T4, Z <%o f—e'B 1"« co-indisility, just like (say) our inability to jump over the
moon, which arguably entails that we have no obligation to jump over the
moon. Frances HowardSnyder generalizes this objection to all forms of

CLCET .. —<TE L teeft —fe—<fZceed ™7(—co% —-Sf- T'—" «ofZc¢
distant future means that objective cosequentialism violates the principle
—Sf— 0'—%S—0 <o'Z<te O...fe0 <o "F* —<"coe% —e —* T* ™S,
Elsewhere, she summarizes the argument as follows (1999: 106):

1. Objective consequentialism tells us we ought to produce the best
consequences.

2. But we cannot produce the best consequences.

UA T —% S—T <o I wkecdnnof ddssomethingit is not true that we
ought to do it.

Therefore,
4. Objective consequentialism is false.
Howard-Snyder maintains that (1) is true by definition (ibid.). The intuitive
<tEf ,£Scet t <o =Sf— t..f—eF 7 =" TcefZcocof ZF <%

we lack the ability to do what (1) states we ought to do: we have virtually no
idea about what the totality of consequences of any of our actions will band

7In a neglected paper, Lars Bergstrom offetsasicallythe same argument (1996: 83).
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in the absence of this knowledge, we are unable to produce the best
consequences. We might put this by saying that given our ineliminable
ignorance of what consequences result, we do not knowow to produce the
best consequences, and therefore, we caat do so. Combine this with (3), and
it follows that we are not morally required to produce the best consequences,
at least not in all of those situations where we are ignorant of what would
produce the best consequences. Since, as (1) makes explicit, esliye
consequentialism implies we are under this requirement in every situation, it
follows that objective consequentialism is false, as (4) states.

If this is an effective objection to objective consequentialism, it does
not just pose a problem to thisparticular account of the deontic status of
actions. If, say, whether or not | will be respecting your rights to various things
is a matter that | can be faultlessly and irremediably in the dark about, an
account of deontic status which implies that | am lgligated to respect your

BoS—o —otE" [27 . <".i—we—fo. . fo [Ze' “‘Zf_te -8t '
To.fei ™MEfet " fe <o =8 tfre [, —— ™EF_Sg7 ™M
Indeed, the objection would, if successful, undermine any account of deontic

S—f—-—es ™Sc..S S'Zte —Sf- —S'et "ff-——"ted ™Sf_f"¢

particular actions morally right, wrong, or obligatory can obtain
independently of whether agents are able to find out that this is so, for they all
appear to run into the same problemAnd, as | noted in Chapter 1, we can
assume that obligations are inaccessible just in case the features in virtue of
which actions have the deontic status that they do are inaccessible, so if we
hold that there are inaccessible obligations, we would appeap run into the
problem that Howard-Snyder raises for objective consequentialisrd.ls this
objection successful? | believe it is not, but it requires a little work to see why
it fails.
1 "1'Z> —éf- Sf JEFe TTETET <o =Sf- —Suise LET ..
Tf "1 7¢..S et —cte 7 f <

Howard- e>tf” e—e— Tref "
TETIM T " feced ta a—— —=Sf— L te.f’—c'e <o o' oF e
"o <'ZF «—et7” 84 E—e—<"<fei  fe'e trrud utr a Sf- <
ofed fll. e RN ATAf S oot 7 T fei ettt - | F
underwrites (2). Absent an mdependent norguestion-begging justification

"t _Sceece%o —Sf— T'—%S—T <o'Zcte 1. feivizs afsensé‘e%o ot
strong enough to validate (2) Griffin and Howard-Snyt f"ie ‘', EZf...—<'s <o
unconvincing. The basic point is fair enough, as far as it goes: we have already

o' —Ft —Sf—T..fel <o f —f7¢ MSc .S . fe F —etF e—""F co

without further argument, it is not much of an objection to simply insist tha

8 Thus, see Lemos (1980: 302) for this sort of objection not explicitly directed at
consequentialism. Note that | consider a different way of generalizing the objection at
the end of this section.
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—St 7t — efeef T T fel <o fef —Sf— "i —<"%ln Toet ™o
brief, objective mnsequentialism is false (as [4ktates) just in case the sense of
To.fel <o U <o —ett"e—*"F <o f 7Z'%o<...f2ZZ2> o—""%0 ofeetfd
have for accepting (3) when it is understood in a way that makes (2) come out
as true? Since there appears to be no najuestion-begging reasonon offer,
the objection fails, or so the reply goes.

While the demand for a justification of any specific way of
— ettt e—fetce% —St 1*—%S—i <o'Zcte T...foi ""co..<'ZF <o |
not go to the heart of the problem, and it therefore failsd fully lay the
objection to rest. The reply hinges on the absence of a justification for
PETE" "o %0 f e—"'e% "Fftce%o ‘T 1. .fei ‘"f” ‘—Stv4a ™iIfet’
that if there were a justification, an objection along the lines Griffin and
Howard-Snyde suggests would be on target. A better reply to the argument
goes like this. Objective consequentialism does not say that we ought to
produce the best consequencesimpliciter, but rather that we ought to do the
best we can More precisely, what objectiveconsequentialism says is that in
every situation, we ought to perform that action, of those actions we can
perform in that situation, which in fact has the best consequence8.This
efete . Ztf” —-Sf— —-St "o ’ZF -Sf- T'—%S-& <«o’Z<¢%
objective consequentialist account of deontic status. Moreover, on the face of
it, objective consequentialism itself is silent about what the conditions are
under which an action counts as something that we can do: it can be combined
with the view that an agentScan doAwhenever it is logically (metaphysically,
nomologically) possible thatSdoes A, but also with a more restrictive view,
requiring (e.g.) that Sis metaphysically free to do eitherA or not-A, that S
knows how to do A, that S can do A intentionally, and so on. Because the

theory builds the principle that T — %0 S—1 <e’ Zimt@-its?accﬁ)ur'nt of deontic
e fm—ed fot fe f Lte ot ™MoS fer PEftee¥%o T fei
onno "Fft<e% ‘T T..fel «— ...'—ZT —-thatwe-eannetdpiwhaSt ... f:

consequentialism says we ought to d&-

The mistake on which the original argument (and the first reply) rests,
then, is a failure to note that given the structure of consequentialist accounts
of deontic status, it has to be the cagthat we can do what it implies we ought

9 In addition to Mason (bid.), see Qizilbash (1999: 989), Miller (2003: 54), Moore
(2007: 88), and, perhaps, Driver (2012: 112) for this sort of reply. Howar®nyder
(1999: 106-8) sketches a rejoinder. (Moore, unlike the otheauthors mentioned, also
offers the second reply that | discuss in the text below.)
10 Provided there is such an action; if that is not the case, we ought to perform one of
the actions, of those that we can perform that has consequences which are at least as
good as those of any of the other actions we can perform. Even with this qualification,
this formulation is wanting in several respects, but we do not need to consider ways in
which it can be improved here, as these have no bearing on the present discossi
11 Moore (2007: 84-5) offers the most explicit version of this reply.
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—ttra MSFotTE 7 fL L ‘e Y QL feid s =St ™iteq

t  .fee'— ,F —"—1&d —St T,fe— .teef —dFe Fei ™I _
consequences of some action that we can perform, in whatever sense ... f «1
<o <o’ Zctt > T'—%S—Ta fef o ™% feo fZ™fsre "'t —

Pretty much the same reply can be offered on behalf of any other account of
deontic status against which the objection can be leveled: to take the example
we considered ealier, if | am morally obligated to respect your rights, what |
am morally required to do is perform some action, out of those actions that |

wfe TR e <o ™MSF_FTE" efest T L fei <o "EZETfe— ' o
does not involve any violations of pur rights. This action is guaranteed to be
one that | can perform, and so | can do what this theory says | ought to do.

This reply seems to settle the matter in a straightforward way, but

Howard-Snyder is not convinced. She acknowledges that it certaingeems to

2F -SF fef -Sf— LET..-<TF et —Fe—cfZco—e L fe 0t
™ fy fo —' ofef <— co'teec 7F —Sf— >'— oS —7Z1F "coti f ec—-
<o fe fl..—<'e A -Sf- ‘et . fee'— F"""e fet ™S
consequentialism claims o «S‘—Zt " '7ei s{{yd tvw & ,—-
nonetheless that if objective consequentialism were true, there would be at
least one action that is morally required that we (often) cannot perform: the
foo—<te 177 F— . <e% —Sit ,1eibid.)12«We“canflesh tthé point
Howard-Snyder tries to make hereout a little further in the following way. It is
true that there will in every situation be some action,A, that | can perform,

and by performing A ™ZZ Tt 7e St f—c<te TV T— <o
Lteett—ta  Fef —St eteet 7 7. fei —S falobkligdtibd thef o — —*
suggestion here seems tobe, does not underwrite the following T—"fe* 1"
e L ZET T 1L feia

"fee "t 'V ce ... <’ ZHFOrany agénts and actionsA, B, if by doing A, S
would do B, then ifScan doA, Scan doB13

12 |n what follows, | assume a s@alled fine-grained criterion of actindividuation, viz.,

of MEC..S §Zte —Sf— of> 17Z¢co%o —8F oMe— Si fot T-—"e
adions. This contrasts with a coarse%o " f <+t ..."<=F"c"ea ‘o ™MSc..S 17Z< "o %
fet T——"0ce%o ‘e =St Z<%S—ei f"F T« "F"fe— THe..."<—¢'oe 7 S

grained view, see Goldman (1971); for the coarsgrained view, see Davidson (1980:
chapter 1). Nothing hangs on this assumption here, as Howafshyder (1997: 246)
herself observes.
13 A different way of expressing what tle transfer principle states is this: for all agents
Sand actionsA, B, if, in all nearest worlds in whichSdoesA, SdoesB (by way of doing
A), then if Scan doA, Scanalsodo B. | suppose that if the transfer principle is true (or
“fZet T L fT—fce efeete T feid «— ™MZZ f —"—1% 7 "fZe%
metaphysical necessity, i.e., in virtue of f... —¢ f,'—— —Sf 1,57 "tZf—-<'s ,F-™1%
the nature of the ability relation between an agent and an action, or the concepts used
to refer to these relations. | must confesthat | am unable to come up with anything
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aISO,,i -"—1 —Sf— f’ Ce —Sf— efeet fZTMf). i R _é
wie— e —1Te . Teid true-for the relevart senet ‘7 1..This)

Howard-Snyder suggests, poses a problem, because objective
consequentialism by definition claims that | ought to perform the action

Tt —. F =St ,te— ... ‘e “toshy, if.vie $@ell Quf premise (1), it is

to be understood as 87 & feot ‘= 7 f— Zffo— e'— et"1Z> feo sii é
sia ~ ",EF..—<"F .. teef  —fe_<fZcoe <o —"—Ft4 —Ste <o §~
ETC e —SE f—c<te T T — L <0 %o —?i pFe— L teekt—Fe Feic
sita ~ ",ET...—<"F . teet  —Fe_«fZcoes <o —"—FHteSte <o 1
perform that action, of those open to me, by which | will perform the action
Tt — o co% —St ,te— . teett—te.  teid

The second reply to the original argument is effective just in case (a) we either

"tft s fe sSii & ‘", —SE — feef i’ e <IZF " 2SM . e
To.fei "3ZF " fe— —* o727 *, Z-Syder iigigts tha¥ foth (nota): we
eS'—Zt o= "fft s fe of"fZ> feei”-Dr%e tmibfer fot o
"ce ' ZF <o of— " —f "7 St efeet C F. fei MO fe— -

claims are correct, we can now reformulate premise (2as follows:
tid o $717> ec——f—<'e <o ™MS S Tt etm eet™ ™MS S f.
that | can perform, is the action by which | will perform the action
Tt — . <o% —St ,te— ,.it'iseniot-truksthattk tan perform the 3
fo.—<'o 7" t— . ¢e% —ST ,fe— ...‘eof“—Fe. . feild <o —ST of
moral obligation.
"te t7T A4 ™S«¢...S t8'Z<...f-Fe —Sf— —SF efeef " T, fei ™S
that matters to moral obligation, and(3), the OICprinciple, it follows that,
therefore,

5. In every situation in which | do not know which action, of those actions

that are open to me, is the action by which | will perform the action
7't — . co% —St ,te— ... teef —tfe  atlidughttapesform—St ... fe
—St fL <o VT — . <oe% —ST fe— .. teei*—tfe.  feid

close to a satisfactory way of explicating the meaning of the principlen possible
worlds-terms, if we take the whole claim to be within tle scope of a necessity
operator. For this reason, the principleis not explicitly presented as a (putative)
necessary truth in the text.
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‘e <ot w ™S si A fet «— "'ZZ'™e _Sf- ‘' ELT..-<%
true, just like (4) claims: the theory implies that we are under obligations that
we are not in fact under.

In response to this revised formulation of the argument, we can do two
things4d $<—St” ™1 1 Fef —St —"fee " ""co . ’Zta feof -
"tEt...— =St ..Zf<s =Sf— si "i'"fefe—e St iy M™Mf,
consequentialism, and hold that sii <¢ fZZ —Sf— —St —S$'5 o . ‘e
The first of these ways of replying brings us back to the question in what (if
fe> efeed 7 T..fei <= <o ="—F —Sf— 1"—%S—i <«o'Zcte 1.,
co—F" " F—coe%o 1..feia —ST isthfier if Wil Hikthe bull &ye when |
throw a dart, then if it is nomologically possible that | perform the action
T—S" " ™ce% —St Tf"—Td <= <o o' 07 ' %<...f2Z2>5 "‘eoec, 7% -S|

TSc——co% —Btfiag—Fete < ™77 ™ce —Sr(hebauseifltesse —St
the coin, the coin will land heads), then if it is nomologlcally possible that |

£t e St fl—c'e T—teece% —St . 'ceiA <= <o o0 7' %oc,
£ e St fl—c'e T™ceece% —SF F—Ta 7 etef 7 St o

the transfer principle seems false: if | know how to throw the dart, arguably it
does not follow that | know how to hit the bullseye, even if it is true that if |
throw the dart, | will hit the bulls-eye, and if | know how to toss the coin, it
arguably T teei— "*ZZ'™ _Sf—  fZe' eet™ St _t ™o _Sf i
that if | were to toss the coin, | would win the bet. This, then, takes us back to
the first reply to the original argument: what are our reasons for thinking that
T'— % S—i <o’ Za«stm bt pai" e% efoed *~ 1. foi&

| hope to leave the matter of howexactly ™Mt f"tf —‘ <e—%"""F—- T...f
the principle, (3), aside here; the second way to reply to the revised argument
fZZ' ™e —e —* T '8 o "f & <= fZZ2'™es —a Zitacq 2 %" f
co o'ef e_"'e% eteet " 7. . feid o—...S fe tef —Sf- i — %
certain thing. Recall that HowardSnyder suggests that (1) is true by
definition. But once we disambiguate this claim, though, what reason is there
to think that objective consequentialism is by definition not just committed to

SiT & ,—— fZe" —=' si & "— ... «fZZ2>& <= <o o'— —St . fef -
- . I'— sii ,,——v”iGEi..j ST g 17 <o ™S5 "~ ™M
also reject the transfer princ<’Z% "' —SF "fZf " fe— efeef ‘T-T...fei4

e>tF” "f..teeteted —Ste sii  tT'ie e'— fe—fcZ si A&
assumptions, it can be true of some agel® ard actions A, B that (a) Scan do

14 Both of these options are noted by Erik Carlson, see (1999: & and (ibid., 935),
"ot —<"1Z>8 Z-S'—% S > iefe—f—cte T<TTETe <o TfTct—e 7
what follows is deeply indebted —* f"Ze‘'eie co0c%S—"—7 Tco asteos” ™
argument, which makes many of the same points | make in the text.
15 These options are mutually exclusive if the only way to get the second reply off the
ground is by denial of thetransfer principle for T... feid S«<Zt fEfZ = <—« "I
oS ™ce% ™S> St .. .. T'—fe..t 7 SIT <o L feece—_fe_ ™M_§ "%
think we do not need to reject the transfer principle.
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A, (b) Swill do B by doing A, (c) Sought to do A, and (d) Scannot doB, from

which via (3) it follows (e) it is not the case thatS ought to do B. In other

™ ted & ™Y "F@EL...— —St —Vfee™f” Ve L ZF T T feid
s—o— fZe' "EET...— f ="fee"t" e ZF " T —%S—1i8

"fee E” "Vce . < 7%= Fdr diy-aferiSand actionsA, B, if by doing A,
Swould do B, then if Sought to doA, Sought to doBté

S ™Mt "t @EF...— —Sce —Vfee™F” Ve 7% " 1 —%S—14 —Ste

ST <o f teece—Fe— 'lec—c'ed enilite Tkt her to
rejecting this transfer principle, she has to accept the resulting position as
consistent. And so the objective consequentialist can maintain that there are
situations in which you (and I, and everyone else) areot morally required to
perform —SF f..—c'e 177"t — . <2% —SF ,fe— . teei“  —Fe  fei
required to perform some action such that by performing it, you will perform
—St fo.—<'e Ut — . <e% —St ,fe— ..feei“—Fe  feid of =S
—St"f <o = <] f 7 Z » Andsohickaagiin, basically the same reply can
be offered for other accounts of deontic status. If | ought to respect your rights,
(— trte ot— " ZZ'™ _Sf—  —%S— —* "f"" e St f.—c'e ("
is consistent to hold that | ought to perdbrm an action by which | will perform
St f..—<te 17t . —SioBho, - —" < %SF f..—c'e 1"Fef . —co%o
these come apart whenever it is true that | can only perform the former action,

fet o'— =St Zf——3"4 <o —S1T eteet rd dbligfition (WhatbVgrs — —*
that sense is, exactly).

In closing, it may be worthwhile to consider a different way of

generalizing the argument that HowardSnyder and Griffin suggest. Up to this
point, | have formulated the suggested argument as concerning specific
account of deontic status (viz., objective consequentialism), and as focused on
an obligation that it may seem we would be under if that account were true
and which, arguably, we cannot comply with. But we can also formulate the
argument in a more general way, concerning the very possibility of
inaccessible obligations, as follows:

16 St —"fee™f” "ee L ZF T T —% S—1 Z7 e formulativriSimiarfor fZ—1"e
—St —"fee” 1" Ve ... <(skd nOté 1Babgve), viz.: for all agentsSand actionsA,
B, if all nearest worlds whereSdoes A, Salso doesB (by way of doing A), then if S
ought to do A, Sought to doB. And for this principle too we can note that while, if it is
true, it is presumably true as a matter of conceptual or metaphysical necessity, it is
once againhard to give a satisfactory way of spelling out the meaning of the principle
in possible world-terms if we take the whole claim to fall within the scope of a
necessity operator, and so this principle is also not presented as a necessary truth in
the text.
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1. If I cannot come to know what | ought to do, then | do not know how to

do what | ought to do.

2. If I do not know how to do what | ought to do, then it is not thease that |

ofe Tt ™MSf—  —%S— - t'a <o =St efeet T . fei "tZ%"
UA T —% S—i <o’ Zcte 1...feia

Grant, for the sake of argument, that (1) is true given our best account of what

it takes to know how to perform a certain action. Grant stwell that the sense

O fel TFZETfe— =t " fZ ‘L Z<%of—<'s <o ‘of _Sf— "i*—
perform a certain action, as (2) asserts. Combine this with (3), and it follows

that therefore,

4. If | cannot come to know what | ought to do, it is not thease that | ought
to do what | ought to do.

If the antecedent of (4) is true for some situationsand saying that that is so
just is saying that there are inaccessible obligationghen a contradiction
seems to follow, and that is surely unacceptablé.We must either reject oneof
the premises, or reject the argument as invalid. | believe this argument is
invalid. Properly spelled out, premises (1) and (2) read as follows:

sia -~ o feet— tef —t eer™ ™G S ¢t _Sf f.—cee —Sf
action that | ought to perform, then I do not know how to perform the

fo.—c' e Tt'ce% ™MSf— '—%S—- —' t'ia

tra -~ Troefm eet™ SrTM v rgrtine St f o _c'e TTice% ™S
—Ste «— <o o= —St . fef —Sf-  fe f"7"e —Sf f..-
T'Ta Sf—efeet '~ T fel "TZF " foe— =" o' fZ " Z<Hof—<'*a

"te ST & ti & fet u <= "'ZZ'™e _Sf_-4 -St"$"'"14

via ° foetio et ot et ™ WSS Y 8t f—cles S
fomcte =8 fo % S— —' A —Sfe %6 S— eto —t i
™MEFo —%S— - t'ia

eZcot VA Vi <o = —F ™E L fe fl... t'— —-Sf- -81"%

without contradiction: we are not forced to say that it is not the case that |
ought to do what | ought to do, but only that it is not always the casthat |

17 Howard-Snyder (1997: 24748 n9) notes this revised argument, and the seemingly
absurd conclusion. But she does not drawhe conclusion that therefore, there is
something amiss with its formulation (as | do in the text), but rather suggests that
there are no situations which we cannot come to know what we ought to do (she
focuses on the accessibility of general moral truthshot particular ones, as | dp
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— % S— —* "f"" e St f.—c'e Ttce% ™Sf- ‘—%S— —' T°
while maintaining that there is, in these situations, nonetheless some actioA,
such that (a) | ought to performA, (b) | can performA, and (c) by performing

AlwilZ 377" —St foo—cis TT o %o ™MSf—  —%S—- - t'ia
e ZF T 1 —%S—1T4 —Ste ™% . fe . teece—fe_75 . Zfce
o'~ -8t ..fet -Sf- % f— % S— =" Tt e =St flL—c<te 1T
is, | believe o more problematic to hold that we are not obligated (at least in

1 f(o o(__f_( X e ) S:t f —<te Tt e %o TMSf—
hold that if objective consequentialism is true, we are not obligated (at least in
certain situations) top3”"*"e — St f . F e Tt8% —ST ,fe— . teef 1o

In fact, Ithink that despite perhaps sounding somewhat paradoxical
the former claim is even more obviously acceptable than the latter, because its
denial leads to absurdity. Here is why8 Assume, forreductio, that if | am
obligated to perform some actionA, | am always also obligated to perform the
fo.—ce TTcoe% ™Sf— ‘—%S—- —' t'ia ™MSt"t —-St Zf--t
perform by performing A in the circumstances. We might put this by saying
that an obligation to do A entails a further obligation to perform the action
Tt ce% ™Sf— ‘—% S— —'id that isf eblightory- But if this
fo—fcZoete— S'Zted —St f..—c'o Tt ce% ™MSf— ‘—%S— —‘i
obligation, namely, an obligation to comply with the obligation to perform the
fo.—<'o Tt co% ™Sf— ‘—%S— —' t'ia etiorentalgad —Sce
fourth, the fourth a fifth, and so onad infinitum. If it were the case that | am
fZ™fse * Z<%of—-FT —* 1777 St f..—c'e 1T c<o% ™Sf—
seems undeniable) ifthis obligation concerns the performance of some other
action,A(call AT—SF f..—<'e =Sf— fe " Z<%hof—FT —* "F"""ei & .
first-order obligation entails an infinite number of further, higherorder
obligations. But that is absurd.

The only satisfactory way to stop this regress is to deny its first spe
whenever | am under an obligation, there is some action that | am obligated to
perform, but that obligation doesnot give rise to any further obligation to

£ e St f—c'e TT'ce% ™Sf— ‘— % S— —* tria fet o
certain situations, | ought to do A (where A can be any actionwhatsoever,

$$...F— "7 =St f..—c'e 1t'ce% ™MSf- ‘—%S- - t'i ,—-—
£ 70 —SF fl—<'e TT'ce% ™Sf- ‘—%S— —' t'ia T fe -

this action by performing Ain this situation. Therefore, it is not the case that
™F f"F fZ™fre —ett” fo ' ZcWof—<'e =" "£"""7e —STt f.. =<'

18 The argument | give here is similar to the argument Ross (2002 [1930]-6) gives
against the view, which he ascribes to Kant, that doing our duty requires acting from
the motive of duty.
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— i fet 17 S [’ wnePedurfdet this obligation, but that is a question
for a different occasiori9).

If this conclusion is correct, thfe Sf~<e% —* f...... — Vi
embarrassment, since there are good independent reasons to reject the idea
—Sf— ™% f"F —etit” feo L Z<Hof—c<'e — FT* ™MSf_  vi ef;
obligation whenever what we ought to do is inaccessible to us. In brief, since it
co o'~ —SF . fet —Sf— ™F fF fZ™fse " Z<Wof—-tT - "7
™E % S— —' T'TA —S3"F <o o T —Z—> ™S f.. .. -
177 e —Sce fL.—<'ed <o =St efeed 7 (. fei —Sf— <o "FZ%"
whatever that sense is exactly. And this once again confirms what | have said
before: it isirrelevant ™M S f— f ... ... e T L feil ™E et — f L. t
— St eteet T T fei —Sf— <o "FTZt fe— —'nesUEHZaccoriRtbo f — <
does it follow that there cannotbe such a thing as an inaccessible obligation
"vte —St "o <’ZF —Sf— 1'—%S—i <o’ Zcte 1...feid

This completes the discussion of direct arguments from the OIC
principle against the possibility of inaccessible obligations. Neither the
original version of the argument, which focused on particular accounts of the

19 The argument for this stronger conclusion might go as follows. Say thatis the
action Sought to perform att, so that by doingA, Swould doB&4 ™ SBT ki —St f...—«<'e
Tt ce% ™Aufhttodoattia F<e% —St f..—<'s —Sf— fo f%ofr— ‘—%S
certain time is dependent on the set of alternatives that the agent faces at that time: at
t, there is some set of actiong\«s, that are open toS and at least one of the elements
of this set is morally permissible. In this case, let us suppose,ette is only one such
action, namelyA, and thus that action is morally requiredBa —S% f...—<'s 18'<e% ™ S
oughttoatti ...fee'— .1 fe+ FZges not(orat, least not necessarily) because
cannot performB «<» ™S f 171" ofeet ‘" T .ttg miorakobligationf but rather
becauseAis Sf <e% —St o—f——e ‘7  ISabkis'delingd felative O'As
and it is only becauseA is obligatory that it is true that by doing A, Swould do B. We
might put this by saying that the set 6 relevant alternative actions for agent is
e F 275 vt =t etet f L —ctele Fco%o L, Z<%of—-"">4 ,f..f—
elements of that set that a specific action comes out as obligatory (or permissible). Put
differently (but still not reall y satisfactoiily), it is only after a set of alternative actions
is given for an agent and a time that it becomes true that by performing one of those
f..—<'oed =St f%ofe— ™cZZ "$" "¢ St f..—c'o 1T co% ™MSf— oS-
the latter action cannot be an element of the initial set, and thus is not eligible for
Sf ce% f tTie—<.. e—f——ed <o.. % Trej— oo™ StTM ¢ "ive__ 7
making use of metaphor, | will not push the point here, and rest content with
observing that it cannot ingeneral be true that we always ought to perform the action
Tt'ce%o ™MSf— ™t *—%S— —* TT4 """ —SF "ffe'ee %< fe <o —SF —1
if this argument can be made to work, it would only succeed for accounts of deontic
o—f——e —Sf—i1,—A&Z} ofece%o —St Ti'e—c... o—f—-—e *° o' f
dependent on what the performable alternatives to that action arethis condition is
of— > e—fetfrt Tiree T teett _—Fe_(fZcoed ,—— o'—8 «— etteed
theories, which take tokers of certain acttypes to be always impermissible.
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deontic status of actions, nor the generalized version just discussed, succeeds,

and the problem with both of these arguments is fully general: rejecting the
arguments as unsound does not require defaeting any particular account of

what the conditions are under which an action is something that an agent can

T4 <o =St ofeet 7 7. feil —Sf— <o "FZEfoe— =" o "f7 ' Z<%o
can conclude that no such argument will succeed, for whatever prose this

sort of argument appeared to have depended on thinking that some strong
co—F"E—f—<te T 1. fei T6'dethd wotk. Withidirect arguments

out of the way, let us turn to indirect arguments from OIC.

3.2. Indirect arguments |: wrongdoing and blameworthiness

The previous section has argued that there is no successful direct argument
fromthe OIG ' "«<e ... <'ZF —* 4 "7 et ef——F” ™MSF_ efeet 7 7.
o' Z<tt > 1 —%F=id. . —e— " 1. fei T'Fe «— “phntigre ""‘e —S
that there cannot be such a thing as an inaccessible obligatigrovided we
endorse an account of deontic status that incorporates OIC, such as
consequentialism. If there is no successful direct argument from OIC, there
may still be anindirect argument: that is, it could be arguedhat the grounds
for rejecting the idea that there can be actions agents cannot perform which
are morally required are also grounds for rejecting the possibility of
inaccessible obligations. In other words, ACCESS can perhaps be deéghds a
corollary to OIC, in case whatever justifies OIC also justifies ACCESS.

Various arguments have been offered in support of OIC; | will discuss
three in this chapter?0 In this section, | examine an argument for the principle
that turns on the alleged intimate relation between obligation (or, better,
wrongdoing) and blame. The appeal to this relation has been claimed to
et d TSt ete— of——"f7 E—e—< <. f=<'el T <o SE” tr
T773"Sf'e =St e'e— "Zf—ec, 2% [ % — Horthe OlGptinciplew & v x
and thus it seems a fitting place to start our inquiry. | start with spelling out
the argument ™t ... fe ...fZZ <— T=S% f”% —+1andhdte hplf «ti ~*”
considerations about the relation between wrongdoing and blameworthiness
that are taken to justify OIC figure in an indirect argument against inaccessible

20 Other arguments for OIC have been offered in print. One line of support for the
principle recently developed by Peter Vranas (2007) and Bart Streumer (2007) that |
will set aside here draws on the connection between obligation and reasons to act.
Roughly, their thought is that since (a) being obligated to doA entails that there is
reason to doA, and (b) one can only have reasons for doing things that one can do, it
follows that (c) one can only be obligated to do things one can do. Since | discuss
whether there is always good reason to comply with inaccessible obligations at length
<o Sf'—f" va —ett” —St Stftce% *° ™MSf- ... fZ2Z 1-St ', E*F.
against inaccessible obligations, this way of justifying OIC can be ignored here.
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obligations (in 3.2.1). If the argument from blame for OIC is sound, then
ACCESS can be defended as a corollary to it, it seems.

After that, | consider the crucial premise inthe argument from blame,
which concerns the connection between wrongdoing and blameworthiness, in
more detail. First, | briefly note how the commonly recognized distinction
ZE-—™ifte TE—e—< .. foc'oel fot 11&...—efei <o —e—_f77>
take to be the standard viewof what excuses are the existence of excuses
contradicts the crucial premise of the indirect argument. Then | turn to two
attempts at challenging the standard view, one by R. Jay Wallace (in 3.2.3) and
another by Eduardo RiveralL6pez (in 3.2.4), arguing that both attempts fail to
show that we need to revise the standard view of excuses. | close with some
general remarks about what a successful argument along these lines would
have to establish (in 3.2.5).

3.2.1. The argument from blame

Sf- ™ZZ "3t - fe 1-St f"%—-ete—-privicipledsf e £ "'
straightforward. We can formulate it as follows:

For any agentSand actionA, necessarily,

1. If Sought to doA, then if Sdoes not doA, Sis blameworthy for failing to
doA

2. If Scannot doA, then Sis not blameworthy for failing to do A

Therefore,
3. If Scannot doA, it is not the case thaGought to doA
Since (3) is the contrapositive of OIC, we can infer that, therefore, OIC. &Thi

argument, or at least something very much like it, is discussed by Walter
Sinnott-Armstrong (1984: 250) and Robert Stern (2005: 46), among others.

2Sinnatt- "ee—""e% s—eef <@t —St f % —eFe— "V'e [ Zfet "7 fe
not blame agents for failing to do acts which they could not do, so it is not true that the
f%ote—e ‘—%S— —* Sf"t t'ef -St f..—ei s{zvad twr & —— +—"1%.
blame agents is neither here nor there; what we care about is whether blame would
JEf7UTCf—Fa fot o fe E fUUUCf—F T —8 %S MY M
f‘T ~<...¢ N:E"'f a ‘,,:t"v— —:t"o o_o.f"(ce:tv. TMSf_ é:t T:t:t.. 'I\v:tué
[ % —ete—FSt" ""ce. . 'ZF feo e—f—<ce% —Sf- T<— <o ™7e%, ' |
etef—Sce% —Sf— —SF> ..fee'— . te—"'Zi trrwd vx & Sce "‘"e—7f
as | explain in the text below, the sense in which blame is appropriate is not an-all
things-considered €nse; moreover, it is not certainly not the case that what is
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I.i ...zf!l("(...f_(l.. f”i (. i”Ti"a 3 ._f”_é S‘B:t !S(Zl.
blameworthy for having done A1 —be a claim about the appropriateness of

f..—cioe 7 f t"—fce —>'t& ... fZZ —-Ste 1f.. ‘N JZfec
example writes the foIIowrng about praising character traits (what he caIIs
T fZ(—(i-l a

"te f  —<Z<—f"<fe Ttcoe— 7 Tct™ 3 Mdaling-a-qualityf ¢+
Ttiet”"ce%o '~ ""feotdi —Sf— «— <o £& Ftcte— —' ""fcot <

future production: accordingly, in distributing our praise of human
gualities, on utilitarian principles, we have to consider primarily not the
usefulness ofthe quality, but the usefulness of the praise (Sidgwick 1981
[1907]: 428).

As for praise, so for blame (or so we can assume), and this view about
deserving praise for traits is easily extended to blameand praiseworthiness
for actions: an ageniSis blameworthy for having doneA just in case blamingS
for having done A maximizes utility. Generalrzrng the suggestion, we can

replace the right: S fet ectf <o —Sce "o —Zf—<'e ™Mc_§ ¢'St—Sce%o
for having done A <s "<% S— *” ,,Z<%oﬂ-taIZe'|iIato b& @bvious that

*3<¢—St” «t%o™«c...ole o7 _SF o' "f %oFet"fZ “<iF™ L f-—"
effe > 1,Z2fet™"-S5i4a ‘"4 """ —-Sf— ef—-—1t"4 ™MSf- ™¢

efeftetd %o f"Tco% —St Zf-—3" <eo—ta <«..Sf"T "fet-
handshake, a reproachful glance, would ordinarily be described rather as
symptomsof blaming than ascases'”~ «—i s{wz&a z& f+'Sfefe fttita
Sher, 2006: 74), and this indeed seems much closer to the truth than the view
e — %o %ote—FT ,> <T% ™ <...eimé&ans ftd bedlarBefvorthy must, we
can assume, be a matter of whehlameis appropriate, not a matter of when
acts of blamingare. Blaming someone is a matter of taking up an attitude (or
some combination of attitudes) towards a person. An agent counts as
blameworthy, in what | take to be the sense intended by those who offer the
argument from blame, just in case it is appropriate (in some sense) to take up
this attitude towards a person.

Second, the sense in which an attitude of blame is appropriate towds
an agent for having acted in a certain way when that agent is blameworthy is
not an alkthings-considered sense: it is not, that is, that anyoneught to have
this attitude. Rather, the attitude of blame towards this agent would be
appropriate in the sense that the agent deserves the attitude, or that the
content of (part of) the attitude of blaming is truez2 The attitude of blame can

asserted is thatacts of blamrng are always morally right as a response to wrongdoing,
>I— —S:t —f7e 7 <%oS—I o — %0 %0 foe—- —S<-a
22 For the first sort of view, see Wallace (1994); for the second, seke$ (2006).
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be appropriate in the relevant sense even though no one ought to have it, just
like the attitude can be appropriate, andset no one ought to express i3

Now, if this is how the Ol@rinciple is justified, then ACCESS can be
defended as a corollary to it, in roughly the following way4 Take a simple
hypothetical case: you are sitting in front of two buttons, and you know tht
pushing one of these buttons will reduce the amount of suffering in the world,
and pushing the other button will intensify it, but you do not know which
button is which, have no way of finding out, and you also have not missed out
on any prior opportunity to obtain this information.25 You ought to push the
button that reduces suffering, or so | would maintain, but surely, if you fail to
do so, you will not be blameworthy for your failure to do what you ought. The
intuition that you would not be blameworthy in this scenario is plausibly
taken to generalize: inany case in which an agent is unable to determine what
she morally ought to do, the agent will not be blameworthy, if she fails to do
what she ought to have done. Combine this generalization with thérst
premise of the argument from blame for OIC, and we get the following (call
—Sce 1=St cotc”t..— [ "%o—ete— ""'e Zfeti &

For any agentSand actionA, necessarily,
1. If Sought to doA, then if Sdoes not doA, Sis blameworthy for failing to
doA

8 tes "f7> ™" c—Fe —~Sf— < ifs frett L Tcece fZ fe—F"e [ ..7tTM-
O «"F of ofef '"fZ "fcetd " oSfZZ e<ZZ FTE"'et04 <— of> ¥
praise her, but that alone does not make her praiseorthy “‘” S1” f ..2003:¢71,

emphasis in original; cf. 172173).
24 As an aside, note that it is clear that on this formulation, the argument from blame

Cfest— et N e %o feo> TfT—<..—Zf" ™f> " o 1Z77¢2%0 ‘—-
WhICh states the connection betwea inability and blameworthiness, is a mere
conditional, nota bk ... ‘e f<—<'efZ& ~ ™% Seduldnet'havé donéAi "' &is
not blameworthy for faiIing to have doneAia ™t ™' 7t |t %o—<Z—> ‘" f "«
consequent. That is to say, we mustiready have settled on whether an agent had the
ability to do something before (2) applies to any situation, and so it in its present
form, the argument is incapable of supporting any conclusion about what agents can
and cannot do. We may agree for exampleah when you do not know which of the
two buttons in front of you is the one that alleviates suffering and which is the button
that increases suffering, you will not be blameworthy for failing to push the button
that alleviates suffering, but we clearly canot infer from this that therefore, you were
unable to push that button. This matters because it shows that that even if the
objections against direct arguments from OIC do not succeed, if this is how the
principle is justified, there is no ground for thise<e%, —S 1t efeet *~ 1. fei —Sf— "¢9
is a logically strong sense.
25 | include this last disjunct so as to avoid any worries about that you are still
blameworthy because it can be traced back to some prior moral failing.
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4. If Sis unable to determine that S oughtto do A, then S is not
blameworthy for failing to do A

Therefore,

5. If Sis unable to determine thatSought to do A, it is not the case thatS
ought to doA

Since (5) is the negation of the claim that there cdpe inaccessible obligations,
we can infer that therefore, ACCESS is true. Arguments of roughly this form
have been offered by W. D. Ross (1939: 143l), Alan Gibbard (1990: 4243),
Brad Hooker (2000: 7475), and Dale Miller (2003)26

As to their soundness the second premise of both the argument from
blame for OIC and the indirect argument from blame for ACCESS can be
challenged?? but what | want to focus on is the fact that these both depend on
the connection between obligation and blameworthiness that té first premise
makes explicit; this premise will be the focus in this section. To simplify the
discussion in what follows, we can rephrase what the premise states, if we
sfet —™' Zf—ec, 7% fee—e'—c'eed "<"eSaughSty doATE —- ...-
f+1Sdlid not do Ai 1 e+— fSacted wrongly in failing to doAia fet «f..'eta
failing to do something also counts as performing an action. These two
assumptions allow us to rewrite (1) into the following claim:

Wrongdoing Entails Blameworthinesé/NVEB): Necessaily, if Sacts wrongly
in doing A, then Sis blameworthy for doing A

26 Note that while Ross and Gbard have a broader target in mind, viz., the idea that
obligation is objective, in the sense noted in Chapter 1, Hooker and Miller have
narrower targets: Hooker is concerned with whether ruleconsequentialism should be
formulated in terms of actual or eypected consequences, while Miller argues against
objective actutilitarianism. All maintain that there is an intimate relationship
between obligation and blameworthiness, and suggest that one of the main problems
(if not the main problem) with any objective account of obligation (rule
consequentialism, actutilitarianism) is that it cannot do justice to this intimate
relationship. Note as well that Ross, Gibbard and Hooker in the end do not take the
relationship to be as strict as the one expressed by (1Miller, though, does seem
sympathetic to this idea (see 2003: 56). A variation on the argument, framed in terms
of the connection between wrongdoing and punishment is noted by Sorenson (1995:
248), and endorsed, as far as | can tell, by Howahyder 2005: 274-275).
27 The second premise of the argument from blame for OIC is challenged bycsdled
T "foee”—"— . fefel off 7fee"—"— s{x{ & fe o= f™Mf"F 7 f
defends a rejection of the second premise of the indirect argument from blame, thit
<o <of%ocof 2t —Sf— ‘eof ™MLZPH | fieek fefSFLT-Sce co—4
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The question we need to answer in order to assess both the direct and the
indirect argument from blame is whether WEB is plausible. To this we now
turn.

3.2.2. Justifications and excus es

Perhaps the most famous endorsement of WEB is that by J. S. Mill, in chapter 5
of Utilitarianism :

We do not call anything wrong unless we mean to imply that a person
ought to be punished in some way or other for doing itif not by law, by the
opinion of his fellow creatures; if not by opinion, by the reproaches of his
own conscience (2001 [1861]: 4849).

This passage is sometimes cited approvingly in the contemporary literature,
although those who do sosuch as Alan Gibbard (1990: 41) and Stephen
Darwall (2006: 92) tend to backtrack quickly, and endorse a weaker view
which does permit for wrongdoing without blameworthiness28 Whatever its
Sce—t"¢... fz Tt <% "FFa ‘—" <o—F"Fe— <o <o Te '2f—-<,,<2<-
this, Mill is of no help. I am aware of two (and only two) contemporary
attempts to defend WEB in a systematic way, the first by R. Jay Wallace
(1994), the secord by Eduardo RiveralLépez (2006). In order to understand
and assess how Wallace and Rivefladpez try to mount their defense of WEB,
we need a few pieces of terminology. After introducing this terminology, | will
discuss their respective arguments in turnarguing that both are defective. |
close with some general remarks on wrongdoing and blame.

In discussions of blameworthiness (and related notions such as
Toe—Z fo<Zc—T fot 1Z2<f «Z<—>1 & <— <o .. tee'e _* F7f™ f
types ofdefeatersfor a presumption of blame, viz.justifications and excusesin
a classic paper, J. L. Austin characterizes these as follows:

[If] somebody says he blames me for something, | may answer by giving a
justification, so that he will cease to disapprove of whait did, or else by
giving an excuse so that he will cease to hold me, at least entirely and in
every way, responsible for doing it (1956/1957: 7 n2, emphases in
original).

The idea here is that certain facts about an agennd/or an action create a
defeasible presumption of blameworthiness: roughly, there is a presumption

28 The considered view of both Gibbard (1990: 4415) and Darwall (2006: 93) is that
there can be such a thing as blameless wrongdoing.
78



of blameworthiness for Sie Sf~<e% 3" ‘"efT o Aff Bis —fc“eo%o o

™ 7% ot LZfet™"—S> —et i TeefZ tetc—cteei ™S !
many different ways, of course). Thepresumption can be defeated in

particular cases either (a) by facts that entail thatS did not act wrongly in

doing A (and is therefore not to blame for having doneA2d), in which caseS

has a justification, or (b) by facts that entail that whileS acted wrongly in

doing A, Sis nonetheless not blameworthy (but for some other reason than

that A was not wrong), in which caseS has an excuse. Austin takes the
distinction between justifications and excuses as part and parcel of common

sense, and his remarks chrly suggest that having an excuse leaves the
Tile—c. o—f——e 7 fofie f..—<c'e <cAT8& =T ,Fco% ™7 %
T8f...—Z> etfe—4 —-S'—%S& —Sce <o S'™ (11§, —efei fUf
literature on the subject. Marcia Baron expresses whatiZZ ...fZZ 1—-St o—f-
TeE™Y T E—e—< <. f—c'ee fot FE . —efe ™MSte ™M (_ce% —S

“ ef> —Sf— fe f..—<'e o E—oe—<"<tT <o =" of> & —Sf— ¢
which is usually wrong, in these circumstances it was not wrong. To say that
an action is excused, by contrast, is to say that it was indeed wrong (and the
agent did commit the act we are saying is wrong), but the agent is not
blameworthy (2005: 389-390, footnote and emphasis omitted).

Much ink has been spilled over how exactly to deancate justifications from
excuses, and how we should classify commonly recognized conditions that can
defeat a presumption of blameworthiness (or culpability) in particular cases. |
will not attempt to provide any general characterization; for present puposes,
we only need the following uncontroversial observation: on the standard
~ < ™SKad an excuse for having donAi 1« — f < Z Sadtedwiongly in doing
Ai f «$isinot blameworthy for having doneAia S«<e effee —_Sf— «* —St”
excuses, understod in the way that the standard view proposes, then there is
such a thing asblameless wrongdoingAnd, obviously, if there is such a thing as
blameless wrongdoing, WEB is false.

So our questionis: are there excuses, understabin the standard way,
or not? In arguing for WEB, both Wallace and Rivellzopez adopt a broadly
Strawsonian approach: they consider the list of commonly recognized excuses,
and argue that on the best account of how the excuses wotkat is, on the
best account of what feature(s) thefacts that are commonly taken to
constitute an excuse share in common, a feature which is capable of explaining
why the obtaining of these facts defeats a presumption of blameworthiness
having an excuse entails not having acted wrongly. We might put thisyb

29 As this remark brings out, the standard piture seems to presuppose that there can
be no blameworthiness without wrongdoing. Whether this presupposition is correct is
controversial; see below for comments.
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saying that the commonly recognized excuses, on their views, are a subset of
justifications, instead of being something different altogethe#? Both hold,
therefore, that the standard view of the excuses is mistaken: while there are
such things as excusesonly one of the entailments that | just noted holds

foimme —8fed — <o —"—f te %S _BF-FisF % T35 ted
blameworthy for ATd ,—— <— T te o'— Fe—fcZ TSf co%o Afia. Zf't ™"
Co “fm <o te—fcZe fo's SfTia%IEL. At I ™MK 5t co . —eece

defense of WEB, and then turn to Rivera x’ I 08% « &

3.2.3. Excuses and intention

In chapter 5 of his Responsibility and the Moral SentimentR.Jay Wallace
attempts to explain how the set of facts that are commonly taken to be
excusing conditions succeed at defeating a presumption of blameworthiness:
roughly, why is it that, if such a fact obtains, the agent is not blameworthy?

The first stepin =St f ... ... ‘—e— —Sf— St "t o St . Zfce —
excusing conditions are all conditions that defeat the presumption that an
[URotoe— co—Fo—c'ofZ7>5 t<t o'of—-Sce% ™" e%i s{{vd sts &
ef>ce% —Sf— ‘e fZZf..FTie f.a.putativelyhextuSidy fdctE

obtains with respect to an agentSie "f""*"efe . I 7 fA itffollows'tat

Sdid not perform Aintentionally. The second claim that Wallace makes is that

if Sdid not do A intentionally, Sdid not act wrongly in doing A. This in turn

helps to explain how the excuses function because third, 8 has not acted
wrongly in doing A, thenScannot be blameworthy for having doneA: there is,

fo St "——e «—& Te¢' | Zfet™ " _Scoibida® s BV—-4a- " fFZZF ..
account of how the excuses work is correct, then the standard view is
eco—fote o —foecoe% T,tce% FS...—etti —* | f ..o f-¢,Z%
™" 0% Z>7 fet <o —foce%o —SF "Vet” —t fe—fcZ —-St Zf——1%"

out to entail that one in fact didnot act wrongly. Stronger still, for Wallace, it is

precisely because excused agents did not act wrongly that blame is

cof MU f—tA F . fe e—eof"coet fZZf..fie f.... e
view of the excuses, the truth of (1) is explained by (2(4):

30 Rivera-Lopez (2006: 140) explicitly notes the point; as far as | can tell, Wallace does
not. RiveraLopez also notes some ways of distinguishing excuses from justifications if
we reject the characteristic that the standard view takes as central, viz., that excuses,
unlike justifications, presuppose wrongdoing. Both of them follow P. F. Strawson
(1962) in taking an examination of how the commonly recognized excuses function as
a crucial part of their strategy in offering an account of blameworthiness. Wallace also
“tZZ'™e TV f™ae'e o —feco% —St 1VEf..—<"f fo—c——THwMi - ,f ™
understanding moral responsibility.
31 What follows is indebted to Zimmerman (2004), but it expands, and hopefully
improves, that discussion.
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1. There B a set of factE the elements of which are such that when they
obtain, they defeat a presumption of blameworthiness in particular cases;
.fZ2Z —Stet "f..—e 1-SF t&... —etfei

2. For any factE BE, if Eobtains (with respecttoSie 1 ‘<A)%then Sdid not
do Aintentionally

3. For any agent§ and action A, necessarily,if Sdid not do Aintentionally, S
did not act wrongly in doingA

4. For any agentS and action A, necessarily,if Sdid not act wrongly in
doing A, Sis not blameworthy for having doneA

From (1)-(4) we can infer that whenever an agent is excused (because one or
more of the excusing facts obtains) for having don#, it was not the case that
the agent acted wrongly in doingA. It is worth emphasizing that the set of
excusing facts,E, is suppost T —* ...'e—fce ‘oZ> —SF T..'ee'eZ> "I,
18...—ece% ~f.Eean feth® fact thaSdid Ainadvertently, acted under
duress, did A by mistake, was coerced into doingh, and so on. Given this self
co’teft Tte_"c..—<'ed& fZZf..%ie fi whetherthereZdr¢ ahy ‘i
other facts which can defeat the presumption that an agent is blameworthy,
facts that are not elements ofg, and which do not function as an excuse in

fZZf .. tie ofeet *° —St —f7e | —— ™SS coo—Fft "—o..
standard view claims excuses function. This means that the account Wallace
offers falls short of being capable of fully justifyig WEB: the conjunction of
(1)-(4) merely entails that the excuses covered in the account are such that, if
an agent has one dheseexcuses, the agent has not acted wrongty Be that as
it may, if these claims are plausible, that would be an interesting result either
way, in particular if it applies to cases where agents have the excuse of
ignorance or mistake, given that | want to maitain that ignorant and
mistaken agents do act wrongly, but are not blameworthy for failing to do
™Sf— —St> ‘—%S— —" T4 o feefeeco%o [fZZf..Fie f.... ‘
and (3), and in particular on the excuses of ignorance and mistake. Claim (4)
has been amply discussed by others,and is not, as noted, necessary for the
argument that being excused entails not having acted wrongly anyway.

The problem with (2) is that it is highly plausible that there are

intentional actions which are excused by #act that is commonly recognized as
an excuse, and moreover, these include cases where ignorance or mistake is
the excusing facg* Here is an example. Jimmy has been told by his friend

32 Zimmerman draws a similar conclusion about the inherently limited scope of
fZZf..fie ...fet " soraevyhat differentterms (2004: 260).
33 For arguments against (4), see e.g. Zimmerman (1997; 2008: chapter 4) and Haji
(1998: chapters 8 and 9).
34 Rivera-L6pez notes this point as well (2006: 12626 n6), but offers no examples to
support the contention.
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"fetf —Sf— Zc<oeftd <"fetfis "f'—ef”8 ™foe_e that%ot— "¢
Miranda and Elise have sitting on top of their fireplace. Miranda told Jimmy
that Elise cannot bring herself to throw the vase out despite not liking it, as it
was a gift from her late mother, but if Jimmy were to be so kind to

Tf... .. <t te— f ZtZover so' that it<breaks on the floor, this would provide
Elise with a guilt-free opportunity to get rid of the thing. Jimmy, who has no
%01!(_.1- ~aen Ti_”_(.%o _g:t .(..-.i”(_) [ e (”f._l_f-l-. ”ill_i._é

him to do, and elbows the vase out of bahce as soon as he gets an
opportunity. As it turns out, Miranda was lying: Elise did not want to get rid of
the vase; in fact, she loved it, and breaks down in tears when it breaks on the
floor. Miranda thought the vase was hideous, and she lied to Jimmsen she
told him that Elise wanted to get rid of it; she knew that if she would knock it
over herself, Elise would never believe that it was an accident, as she had been
vocal about her opinion of its aesthetic merits. On any plausible account of
intentio nal action, Jimmy intentionally knocked the vase ove¥,and yet surely,
his mistaken belief that Elise would appreciate his doing so excuses his action
(only Miranda is to blame). Other scenarios with a similar structure are easy
to come by.Pace(2), it is not the case that whenever an agent is excused by
one of the commonly recognized excusing facts, the agent did not perform the
excused act intentionally.

As to (3), there are both indirect and direct ways to challenge this
claim. Unintentional acts thatare blameworthy pose an indirect challenge to
(3). If Sammy gets hammered on hard liquor at a party and stumbles into

Zcotie “feftd et eco% <— ‘77 =St "<"f'Zf.. 14 ST tiie o
plausibly enough, though, he is blameworthy for doing sdf Sammy is indeed

35 If you do not find this immediately obvious, note that we can stipulate Jimmy meets
whatever conditions are necessary for having acted intentionallye.g., Jimmy knocked
the vase over in pursuit of a goal (namely, the goal of providing Elise with a guitee
opportunity to replace it), he intended to knock it over, he took himself to have a
reason (although he was mistaken about there really being one, given that Miranda
lied to him), and so onwithout these stipulations affecting whether or not his mistale
excuses his action. Note as well that it would be awkward at best to hold that while
Jimmy is excused for the harm he inflicts on Elise, he is not excused for breaking the
vase: if he is excused at all, he is excused for both actions, not just the former
Alternatively, one could suggest that he only needs an excuse for harming Elise, not
for breaking the vase, and that he has this excuse (because he did not harm her
intentionally). But | see no ground for holding this view: we may want to claim that, if
SdoesB by doing A, andAis wrong, B need not be wrong as well (as | discussed in the
previous section). However, the claim that it can be the case th8tdoes B by way of
doing A, and B is wrong while A is not, strikes me as weird, if not incoherent. The
't Zte ™S _Sce T<i™ (o 77 fABwoul &I 1o T <2%ofe f of ——1
of nomological necessity: iB ought not to be performed, andB will be performed if A
is performed, then surely,A ought not to be performed deontic statusmusttransfer in
this direction, even if it does not transfer in the other direction.
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blameworthy for breaking the vase, then given (4), he must have acted
wrongly in breaking the vase, but since he did so unintentionally,
unintentional actions can be wrong, contrary to what (3) claims3s fee>ie
case also poses alirect challenge to (3), for his unintentional action of
breaking the vase is arguably not just blameworthy; it is also morally wrong
we do not need (4) to reach this conclusiod? If this assessment of the case of
Sammy is correct, then (3) is false irrespective of whether (4) is true. And
again, cases with a similar structure are easy to come by.

Perhaps some will not find the case of Sammy persuasive: it could be
countered that while Sammy acted wrongly when heintentionally, let us
suppose drank enough alcohol to get into a state of drunkenly stumbling
around, his drunken behavior is not itself wrong. Rather, his drunken behavior
is merely bad; the fact that it is bad helps exg@lin why it was wrong for him to
get as drunk as he was, but is itself neither right nor wrong. To my mind,
whether this reply is plausible depends on how we fill out the details of the
scenario: the suggestion seems plausible enough if we imagine that Saynis
black-out drunk, and thus incapacitated. But if we instead imagine that Sammy
was merely intoxicated enough not to give much thought to whether his bodily
o "fefe—e o%S— .. f—eF Tfef%t —* Sceo Ste—_ei [ F7 e%o<e%o:
stop caring about whathe might bring about, without being so drunk that he
was oblivious to possible consequences, | find it not at all plausible that his
actions, including the breaking of the vase, are unfit for deontic evaluation.

If you are not convinced yet, consider a fferent example38 Alfred
intends to shoot and kill his annoying neighbor, Betty. He loads up his rifle,
takes aim, and fires a shot, but instead of hitting Betty, he shoots Charlene.
This could have happened because, say, right when Alfred takes a shotityBe
bends over to pick something up and poor old Charlene, who is over for a visit,
stands behind her. Alternatively, perhaps Charlene looks a lot like Betty, but

36 In order to save (3), Wallace could reply in one of three ways: he can (a) give up on
claim (4), (b) hold that Sammy is not blasneworthy for breaking the vase, or (c) hold
that Sammy broke the vase intentionally. Option (c) can be ruled out immediately; on
no plausible account of intentional action does drunkenly stumbling into something
count as an intentional action. And option &) involves giving up a claim that is
foe'Z——32Z> ..te="fZ —* fZZf..tie f.... ‘—e—& fet ot . fe fZ
option (b), but since WaIIace explicitly wants to count reckless behavior as potentlally
blameworthy (1994: 138-u{ & fe+t fes>is qrfBf&acclear instance of
recklessness, it looks like (3) has to go due to cases such as this @mel that it has to
GOt te > [Z7f..tis ‘™o 7 %S—ea
3 " 5t “cet —Sce L fet o'— Te'"fZ7> o< —ei fe'—%S —' of”
imagine instead that S@e> t7< te S'et f —F" %ot——ce% T "—ee f— Zcotie
over a pedestrian that he notices too late due to his drunken haze. Surely, Sammy is
blameworthy for killing the pedestrian, and arguably, this action is wrong.
38| take these cases from Sverill (1988).
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Alfred is wholly unaware of this and mistakes her for Betty when he takes aim
and fires a rownd. In both cases, it seems false to say that Alfred killed
Charlene intentionally, but presumably, most of us will have no hesitation in
saying that Alfred acted wrongly in killing Charlene (or, for that matter, that
he is blameworthy for doing so). If heacts wrongly in killing Charlene, then (3)
is false: unintentional actions can be wrong.

In reply, it could be claimed either (a) that while Alfred acted wrongly
in pulling the trigger, firing a round, and kiling someone, he did not act
wrongly in killing Charlene or (b) that Alfred did kill Charlene intentionally,
even though he was completely unaware of the fact that he was about to do so,
and had no intention of killing Charlene. Reply (a) seems convoluted at best:
the only reason | can fathom why oa would maintain that Alfred acted
wrongly in pulling the trigger (etc.) but not in kiling Charlene is that one is
already so deeply wedded to the view that only intentional actions can be
™" % —Sf— ‘et <o ™cZZ7¢o% —' '—— —' ™cy@gf@t "< ™
Alfred to kill Charlene, although it was wrong to pull the trigger (etc.). Pre
theoretically, this is a rather crazy conjunction of claims, and, it is hard to see
what further independent motivation could be offered for thinking this is the
correct account of the situation. As to reply (b), while perhaps it is not
necessary tointend to do Ain order to do Aintentionally (as Michael Bratman
[1987: chapter 8] has famously argued, for instance), at the very least it seems
that one must foreseethat one will do A <~ ‘efie T'cA%s tb" count as
intentional. But Alfred does not foresee that he will kill Charlene by pulling the
trigger if he had, he would not have fired his rifle, or so we can suppose,
without this affecting the judgment that he actel wrongly in any way. So there
is little, if anything, to be said in support of this reply as well. If neither of
these replies succeeds, then we must either reject (3nd (2) as well or hold
that Alfred has not acted wrongly when he killed Charlene, ands not
blameworthy for doing so either. To my mind, it is clear that these
implications are unpalatable, and so it is (3) that must go.

—eeco% —'A ™% . fe ‘e . Z—1t —Sf— fZZf.. %fie
fails for more than one reason: first, the commonly ecognized excuses apply
to intentional actions, as illustrated by the case of Jimmy, and therefore, claim
(2) is false. Second, unintentional actions can be blameworthy, as illustrated
by the case of Sammy, and therefore, claim (3) is false, provided tludaim (4)
is true. Third, unintentional actions can be morally wrong, and constitute a
failure to do what one ought to do, so therefore (3) is false even if (4) is not
true. This last point was illustrated both by the case of Sammy and the case of
Alfred. f..f—ef [fZZf..Fie f.... ‘—e— 7 St f&..—ete <o
claims cannot be appealed to in argument for WEB.
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3.2.4. Excuses and demandingness

o T fe =St7F ¥ "—ZZ ft&...—ete "V oV fZ7> ™7'e% f .-
Rivera-Lopez tried to ddend a negative answer to the title question of his
paper. Cutting right to the chase, we can represent his account of the excuses
in a similar way:

1. There is a set of factg the elements of which are such that when they
obtain, they defeat a presumptn of blameworthiness in particular cases;
. f27 —Stet "f...—e 1-St t§...—etei

2. For any factE DE, if E obtains (with respect to Sie T *<A¥)%othen
refraining from doing Awas unachievable forS(2006: 130)

3. For any agentS action A, necessarily, if refraining from doing A was
unachievable forS it was too demanding forSto refrain from doing A (ibid.,
131)

4. For any agentS action A, necessarily,if refraining from doing Awas too
demanding for S it was not the case that refraining from doingA was
obligatory for S(ibid., 128)

From (1)-(4) we can infer that whenever an agent is excused (because one or
more of the excusing facts obtains) for having don#, it was not the case that
refraining from doing A was obligatory for that agent, and thg that the agent
did not act wrongly in doing A. The set of putative excusing factsE, is
o—teft —f te—fce teZ> —St 1. teeteZ> "t . ‘%oecit F§.. —
x'toeie f.... ‘—e— fe ™77 Zff"fe btHer fabtSWhidAn-St 1
defeat the pesumption that an agent is blameworthy, facts that are not
elements of E and which do not function as an excuse in the way that Rivera
x'foeie ...Zfces —=SF teeteZ> " . ‘%oecoett tE..—efe "—o,
function in the way that the standard view chims excuses function}?® Once
again, | will set this limitation of the argument aside, and focus on whether
this account offers a satisfactory take on the excuses of ignorance and mistake.
Let us start with (2). If an agentSis excused for having doneA in
virtue of being ignorant or mistaken about certain facts that are pertinent to
the situation, does that suffice for the conclusion that refraining from doind\
™ fe T—ef . Sci P, RWEra~ X’ te —efe —SF —F"¢ T—ef . Sct’
PO fZte— —toRe'f,ZHAA f%ofe—e f'F ..Zfcett - f<«-St”
o fmef7 e Zi TET _SH(T [ —ciee —Sfo 1™ ' "ef77, &

39 Rivera-Lopez intends for the argument to be completely general (i.e., it is presented
as covering any fact capable of defeating a presumption of blameworthiness, see for
instance p. 126), and thus as providing a full justification of WEB. Hewer, defending
t <o"'Z7Fe ™ Tece% —S" —%S —St "f.. ' %eceit FS..—eted f
obvious generalization, so it is hard to see how the argument could be fully general.
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N Ze T —f<focoe <o =" —F " VZf e =St L f = o
™1 e‘"efZ7> &ibf,"1B0). Thesuggestion appears to be that if an agent

is excused in virtue of her ignorance or mistake, the agent was unable, in an
obligation-undermining sense, to act otherwise than she in fact did. But
whether agents who are ignorant of or mistaken about relevanfacts are
unable, in an obligatiorundermining sense, to do certain things is precisely
what is at issue here of course: this defense of WEB seems to presuppose a
reading of OIC that needs to be established, and we are examining whether it
can be establisked by appeal to WEB At least for present purposes (but
perhaps also more generally), this way of arguing for WEB can be set aside as
guestion-begging. RiveralLopez, recognizing the problematic nature of his
argument in the case of agents excused by ignaree or mistake, also suggests
an alternative line of argument that does not presuppose controversial
judgments about whether agents had the ability to refrain from doing what
they did 40 The alternative argument involves a variation on (2):

tia ‘7 fet E BE, if E obtains (with respect to Sie 1 ‘<A¥%othen
refraining from doing Awas too demanding forS

" s a ti fet v f"t —"—1& f%te—e ™S' [ f§..-
blameworthy) for what they did by virtue of either ignorance or mistake have

not acted wrongly: it would have been too demanding for them to refrain from

doing what they did, and if it istoo demanding for Sto refrain from doing A,

then it is not the case thatSought to have refrained from doingA. Why should

we think that this applies to cases where agents are excused by ignorance or
mistake? Riveraldpez starts by noting that if anagent is excused in virtue of

being ignorant of some relevant fact, then the ignorance itself must be
blameless: if you are culpably ignorant, your ignorance cannot excuse what

you do. This is plausible enought Second, he suggests that 8is non-culpably

ignorant of some factF (where it is true that if Shad been aware of, Swould

have been blameworthy for doingA), then it is not the case thatS ought to

have been aware of. Now, if this second claim is justified by appeal to WEB,

the argument would be questionbegging. RiveraLépez notes the problem,

y—— Zf(ﬂ —Sf— Tce —Sce .. fetd f ¢S< = "7'e _St fZ°
-St "ifz- et f 7 ,,Z</)of—<‘- <o’ fibid.,.136Y WeZcould f — o <, Z

40 Curiously, RiveralLépez characterizes the worry that | voice here as @nabout
whether considerations of demandingness are in order instead of a worry about
Tf...Sct " f,<Z<=>i trrxa suw & ,—— —Sfe %o'fe ‘o —* *""f" fo f7Z-1%
rest on claims about demandingness but not on claims about achievability. | assem
the charitable way of making his reasoning consistent involves taking the alternative
argument he offers as the best indication of what he has in mind, instead of the worry
that motivates its formulation.
41 SeeSmith (1983) for discussion of why only na-culpable ignorance can excuse.
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fuss over this claim, but let us grantfor the sake of argument, this limited (or

T2 fZ7 [ Zc. f—=<te 7 a ft f.... t'— —Sf— f%ote—-
ignorant did not violate an obligation to become informed. ISis excused for

doing Aiin virtue of being ignorant of F, it is not the casehat Sought to have

been aware offF. This can be granted while remaining agnostic about whether

it is generally true that blamelessness entails absence of wrongdoing. With

these two claims in place, we are invited to consider an example:

Anna is about b enter her home. Unfortunately, the door is connected to a
bomb that will explode and kill many people when she opens it. She is non
culpably ignorant of that strange connection and has no obligation to know
it (ibid., 138).

If Anna opens the door to hehome, she would, we can agree, be blameless for
setting off the bomb; her (horculpable) ignorance of the fact that it is hooked

up to her door excuses her action. She was, we can agree further, under no
“Wl<hof—cte = f f™Mf"E 7 _Sce 1eCAufck bk the ‘cast thatc ‘e
given all this, Anna nonetheless ought not to open the door, and that she acts
wrongly if she does open it? Riverd.6pez holds that such an obligation would

I S N AN tTiefetce%oia

[If] seems clear that Anna cannot intentiondy refrain from opening the

door on the basis of the belief that opening the door will activate the bomb.

But she can let the door stay closed on the basis of other beliefs. The

relevant question is: is it plausible that morality demands that people act

on the basis of beliefs that they do not have and are under no obligation to

Sf 16 " —St fee™I” <od fo oftee o'e "Zf—ec 714 Te'ia -
from opening the door is overly demanding, because she cannot do so on

the basis of the belief that thedoor is connected to the bomb. Therefore her

opening the door is not wrong {bid., 139, footnote omitted).

Would morality be too demanding if we are (sometimes) obligated to act on
the basis of beliefs that we do not have, and were under no obligation have?
To start, note it would not be too demanding in the sense that act
consequentialism is often said to be too demanding, viz., as requiring that we
act in ways that arecostlyto us ways that would lead to significant reductions
in our levels of welkbeing, because we could not seriously engage in personal
projects or have meaningful relationships if we would always act in
accordance with the moral requirements actconsequentialism claims we are
under, and so orf2 To put it mildly, it is hard to see vy Anna would incur any

2 7 _Sce ™y 0 et fe_fetce% — Dipjettiohetd cdhnocuertadism,
see e.gSobel (2007) who also offers a interesting, highly critical assessmentof the
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significant loss or cost (measured in terms of her welbeing) were she to act

in the way that | would claim she is morally required to do in the scenario
sketched, and the same can be said about many other cases where agents are
non-culpably ignorant of relevant facts, and thus of (what | would maintain)

—~St> '—%S— - t'Aa " e fZc—> ™M 7% f T—" ThefetcoeY%ol
sometimes act on the basis of beliefs we do not have and are under no
obligation to have, it must be deranding in some other sense.

What is this sense? RiverdOpez does not really say; the only
suggestion that | can come up with myself is this: if we are sometimes morally
required to act on the basis of beliefs that we do not have and were not under
an obligation to have, then we are sometimes required to act in ways that
make no sense to usways that strike us asirrational, given what we know
and believe. Given her ignorance of the bomb, Anna is not aware of any reason
to refrain from opening the door, andthus the demand that she does not do so
does not make much sense from her perspective. If she were to refrain from
opening the door in her current epistemic state, this would likely strike us as
irrational, for rationality is, it seems plausible, a matterof how things look
from the perspective of the agent. Could it be the case that sometimes we are
under a moral obligation to do what would be irrational, given our limited
f™frfefece St fee™i74  fZ¢i 1A <o Trfeid ™Sf— <o fof
is a matter of where thebalance of reasonses, and what there is most reason
to do is not subject to epistemic constraints, and thus not always identical to
what it is rational to do. | defend these claims in the next chapter (see in
particular section 4.24); for the moment, we can note that insofar as there is
any sense to be made of the idea that morality is too demanding if it requires
that we act irrationally on occasion,developing this idea requires showing
that what we are morally required to do camot be irrational. But, | submit, it
canbe, and so morality isnot overly demanding if it requires us to act in ways
that are irrational given our limited awareness of the facts, but which are
nonetheless supported by the balance of reasons.

Perhaps someother way of understanding the sense in which morality
ce T="" Tiof.T(o%oT <" <= ":t“_(":to — e f_ e ™ f)o _éf_
(limited) perspective can be formulated, but that is not a task that | need to
complete here; that burden lies on the shalders of those who want to push
this line of argument. Lacking viable alternative ways of spelling out what is
meant, Rivera x'foeie t1 feet *° -Sf- fffze - =St
Ttfefotce%ooFeoi "fcZod f —St"F f7F o edfing)'codsfe— '17
attached to acting on the basis of beliefs that one does not have and is under
no obligation to have, and (b) it is not true that it cannot be the case that
morality requires us to act in ways that are irrational, for what we morally

objection. For a furthercritical assessment, anda good discussion oflternative ways
of spelling outwhat —S$ "$Z1"fe+— 1..."'«— die;seelfarf (AOB89—chapter 7).
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ought to do dependson where the balance of reasons lies, and the balance of
reasons can point in a different direction than rationality.

3.2.5. General remarks

| have argued that neither Wallace nor Riverd.Opez succeeds at making their
case for WEB. In light of theirdilures, and in the absence of any other obvious
ways of defending the claim, it strikes me as reasonable to conclude that WEB
can be rejected, and hold instead that (a) there is such a thing as blameless
wrongdoing, and that (b) agents who are (blamelesg) ignorant of relevant
facts or mistaken about the facts of their situation are clear examples of this
phenomenon their ignorance excuseshem in case they fail to comply with an
obligation that they were not, and could not have been, aware of, and thesea
excused in the way that the standard view claims that excuses work.
That wrongdoing and blameworthiness can come apart in a way not

allowed by WEB should not come as a surprise, | think. For one, deontic
evaluation is evaluation ofacts. while we say s—...S —Sce%oe fo 1 coe> f.
™ e 75T ™MSf— ™% f7f "Vcef <72y FfZ—f—<co%o <o coe>ie
we say that Jimmy is blameworthy for what he has done, we are evaluating an
agentin light of an action, but not the action itself, even though we caalso
of> —Sce%oe o—..S fe 1 <oosie  "ffece% —SI Tfetr <

Zfet™ " _Scefoeed ™1 ¢c%S— of>4 1f——f..Stei —' f%ofeo—o

fet =St ‘—=St” tie—c... o—f——-e1e Bfnce-their egpdctive f...—<"
objects differ, there is reason to expect that deontic evaluations will not line
up with evaluations of blameworthiness and blamelessness in a
straightforward way, even though it may turn out to be the case that they do
in the final analysis, of course. A successful attempt to show that they do line
up would need, it seems, to take the fact that these types of evaluation have
different objects into account, and thus it must shoulder the burden of
explaining why an assessment of an #on (as morally wrong) can suffice for a
judgment of the agentwho performed the action (as being blameworthy).
Neither Wallace nor RiveralLépez has provided anything close to such an
explanation, and so it should be unsurprising that their arguments fail

While judgments of wrongness and judgments of blameworthiness are

distinct in virtue of having different objects, there is some relation: after all,
judgments of blameworthiness assess an agent on grounds of an action she
performed we are notsimply blameworthy, but blameworthy for having acted
in a certain way. Judgments of blameworthiness differ in this respect from
judgments about virtue and vice, and character more generally, which are not

43 For similar observations, see SinnotiArmstrong (1984: 250) and Zimmerman
(2008: 171-172).
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linked to specific actions in this way. However, a closer loaleveals that there

is still ground for expecting that the link between wrongdoing and blame is

less intimate than WEB allows for. The point is this. Whether an action is

wrong is a matter of whether the balance of (moral) reasons tells against its
perform fe...1& <o f— Zffo— ASF MeadfoiSt—ficZe T-St"1 <o o
(moral) reason not to perform Aia > ..‘e—"fe—4 ™St_Sf" fo f
blameworthy for performing a certain action is a matter of how that agent has
responded to the reasons there aredr acting44 But on the face of it, failing to

act in the way that the balance of reasons supports isot sufficient for

incurring blameworthiness. If an agent is ignorant of or mistaken about where

the balance of reasons lies on a particular occasion, and~ —S% f% fe—ie
ignorance is not the product of some prior failure on her part, then failing to

respond appropriately to the reasors to act that there are just doesot reflect

badly on the agent. In order to respond to a set of reasons at all, an agent must

be aware of all of those reasons, but we can be (n@ulpably) ignorant of the

reasons there are to act in one way rather than another. If a failure to do what

there is most reason to do is to reflect badly on an agent, then the agent must

either have bean aware of what the balance of reasons supported, or have

been culpably ignorant of (some of) the reasons. Yet these conditions are not
always met when agents fail to do what the balance of reasons supports, and

so there can be wrongdoing without blameworhiness.

This diagnosis of the failure of the argument from blame hinges on the
thesis that we can be ignorant, and nowrulpably so, of our reasons. | defend
this claim about reasons and awareness in Chapter 4, and so | cannot claim
that it is adequate at his point. Note, though, that on this picture therds a
connection between wrongdoing and blameworthiness, since both types of
assessments depend on where the balance of reasons lies. However, this
connection is straightforward only in the case of aetvauation, and much
more complicated in case of agenevaluations. It is because of this, perhaps,
that some have mistakenly thought that wrongdoing and blameworthiness are
more closely connected than they in fact are, and it also explains why we
should be wary of a thesis like WEB, which denies the complexity of the issue.

44 And perhaps also a matter of how an agent responds to the reasons dhadieved
there to be (irrespective of whether these believed reasons existed). The question of
whether we should include how agents respond to reasons that they merely believe
existis,<s 1°7f.. -4 —St “—te—c'e T MSE_ St ™Y oS 7t f.. .. -
claim that blameworthiness entails wrongdoing. If we find this claim plausible,
blameworthiness is exclusively a matter of failing to respond properly to the reasons
that there really are (and which the agent is aware of); if we do not, then failing to
respond in an appropriate way to the reasons one believes there to be can also be a
way of incurring blameworthiness. For the former sort of view, see Arpaly (2006).
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3.3. Indirect arguments Il: fairness

The previous section argued that the argument from blame for OIC both fails

to provide materials for a successful indirect argument against inacceibde
obligations, and fails to support OIC. In this section, | consider a second way of

e _e% —8t '"co..Z%A > MSfo MZZ L f77 1-8% |
OIC. David Copp summarizes the argument from fairness as follows:

First, an adequates*” fZ —Sf*"> ™' — 71 <o’Z> & =St """ lec—cte =
requirements are morally unfair if the person required to act in a certain

way is unable to act in that way. Second, a moral theory would be
incoherent if it both implied this proposition and failed to rule out the

proposition that a person can be morally required to act in a certain way

even if she is unable to act in that way. Hence an adequate moral theory

must reject the latter proposition, which means, in effect, that an adequate

theory must imply [OIC] (2003: 272).

of LLZf"<C f=c<tee U <o T ETE < WEAT e ofifA%o f—of foo
expectations that one agent has regarding the conduct of another; as an

T8fe’Zf ™f f'f <oTc—ft —* —Scee T f ec——f—c'e <o ™S
employee to t* e‘et—-Sce% -Sf- —-St fe'Z>%tFf Zf..e+ -St f,
(..—f....i (" Tf ._1:tn~(.:n f— _S:t 1ig ;AA(“.:t.I. T:t.f.-l-. T—

a soufflé for everyone in the post office in the next five minutes when the
employee does not even know what a se-"" Z 4bid s 271). It would be unfair
of the boss to demand that the employee do this, and expect that the demand
is met; the suggestion is that the correct moral theory must imply that this
would be an unfair demand, and that it must have this implation because it
must contain or imply a general principle which states that it is unfair for one
agent to demand that another agent do something that the second agent
Lfee— TrA <o ™MSF_tTE oot 0 fei ™ME _Scee <o "FZE"f
Second, the notion offairness that figures in this claim is not a
distributive notion: even if the boss of the post office indiscriminately requires
of all of his employees that they do things they cannot do, the particular
employee who is expected to make a soufflé in the niefive minutes can still
object to this particular demand on grounds of unfairness (cf. Graham 2011.:
365). Let us grant, for the sake of argument, that there is a natistributive
notion of unfairness#s and that this notion can be appealed to in explaining

45 This assumption is not uncontroversial. To illustrate why it is not, consider the
following famous anecdote:

During a trial about alleged police brutality, a lawyer asked Sydney

[Morgenbesser] under oath whether the police had beat him up unfairly and

unjustly. He replied that the police had assaulted him unjustly, but not unfairly.
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™Sy _—St"t <o efet_Sce% Cof TV f—F fLt—— 47 feces
"Et—"Fete—ei "F"—fcoco% —' f..—c'ee —_Sf— _Staf —''e
"ie—c"tete— <o cottett L fee'— "E"Ved <o MSF_F7E" efeed
relevant here.

How does this bear on whether O < —"—1f& “'’ie <t f eoffee —
this. The correct moral theory, he suggests, must imply the general principle
E—+— o' —Fttad ™MSc...S ™t . fe . fZZ 17f< tTiefete si °
summarily state as follows:

Fair demands IFD1): For any agentsS, &, and actionA, it is unfair for S
to demand, require, or expect thas do Aif S cannot doA

If the true moral theory implies FD1, then the true moral theory must, on the
pain of incoherence, also imply the contrapositive of OIC:

T feo =i «o'Woidte' —%oBariy agentS and actionA, if Scannot doA,
then it is not the case thatSis morally obligated to doA

And from this claim, OIC follows. Why, though, is it incoherent to accept FD1
and reject OIC? Neither claim obviously entails the other; they appear to be
logically independent. If there is a problem of incoherence lurking somewhere,
we must do a little wak to uncover it. Here is one way to spell the argument
out. Assume, foreductio, the following:

1. Morality demands, of some agerf that Sdo A, andScannot doA.

S & fee—eFd <o t —<"fZfe- —SandﬁdtlbmAsuclﬁthaﬁ%Jsb— 5
under an obligation to doAandScannot doOAT& fet —S—e «— <o F“—<"fZ%
Tfecfz ¢~ & ™A < etV fZe—>T L fe .. ~variableSnt Zf f

FD1, we can infer that, therefore,
2. There is an agenSsuch that morality makes unfair demands o0&

Finally, we can add the following, reasonablsounding premise:

St Zf™s>t” ™fe '—eeZitd 0 '™ <o —Sf— 'fee¢, 71806 St -
"t —ftZ> ofcta 0 St> ,ff- oF — —eE®—e-Zva ,—— <o f -
everyone else, itwas not—e«"f<"a6

N¢

(This report is taken from Fletcher, G. P. [2005: 548].) What Morgenbesser seems to

suggests is that fairness igssentiallydistributive, i.e., that it makes no sense to say of

some agentS that S has been treated unfairly if all of the other elevant agents

received a similar treatment asSreceived, althoughScan be treated unjustly under

such circumstancesThe opportunity to cite this anecdote was too good to pass up on.
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3. Itis impossible that morality makes unfair demands of any agents

As Copp seeghingsd T<— <o o'— <o—Sidppose that imordlity itself is
" fZ7Z> —e f<i trruéd rjunctidn @& ¢1)-(3) and FD1 appears to be
inconsistent: if the demand thatS do A is unfair if S cannot do A, and if
morality cannot make unfair demands, then morality cannot demand tha®do

A, contrary to what (1) asserts. If on the other hand moralitydoes demand
that Sdo A, then either the demand is not unfair (and so FD1 is false), or
morality can make unfair demands (and so (3) is false). Since both FD1 and (3)
are intuitively plausible, it seems that (1) must be rejected.

If the argument from fairness, thus construed, is a successful way of
supporting OIC, can we defend ACCESS as a corollary to ®I&successful
indirect argument drawing on this defense of OIC against inaccessible
“LZ<%of—ctes —Sf— <o o' tEZET ‘o ‘Uie o —Y@Mattprinciple” I — <1
governing the fairness of agentequirements; something like this:

Fair Demands ZFD2): for any agentsS;, &, and actionA, it is unfair for §
to demand, require, or expect tha& do Aif S, does not inform S about this
demand, and$ has no other way to find out about the demand that
issued

To illustrate: if, say, the supervisor of the post office demands that his
employees to perform some specific combination of dance moves whenever
they come across a piece of mail for the goneor, but he does not inform his
employees of this demand, and also they have no other way of finding out that
he expects them to do so, the demand that they perform the specific dance
moves when they come across mail for the governor is also unfair (accting

to FD2); perhaps this demand is as unfair as a demand for something that the
employees cannot do. Does FD2 enjoy the same intuitive plausibility as FD1?
Speaking only for myself, | find FD2 less immediately attractive than FD1, but

46 Again, as an asidewe can note that as Copp formulates it, the argment from

CfTekes feet— == ey (fT—c.. —Zf" "%flincife, ahdiit. fei <o
cannot do so for the same reason the argument from blame failed on this front: for any 3
fWofe— feot f..—c's ™St s ™t _Scee §'— % S—dlrentifhave— f''7Z>

determined that an agent cannot perform a certain action, before FD1 applies to the
sc——f—<ted T TME TMETE o7 TUie <7 ot f 7 ™MGHAISTIefeta
perform some actionA4 —Ste —Sce tiefet ™' — BdanbtdeATA<™ Fa'f Yo f
would be affirming the consequent, for FD1 is a mere conditional, not a-bonditional,
just like the first premise of the argument from blame. So once again, therefore, if
section (3.1) did not succeed in showing there is no sound direct argument, theer
froEfre = ,F o8 S 7 tiTdetcoe%o otet Z'%o<...fZZ> o—""e% sfee
relevant to moral obligation if this is how OIC is justified.
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if we grant this second principle for the sake of argument, then the defense of
ACCESS as a corollary to OIC is straightforward: morality makes no unfair
demands, as (3) states, and so if inaccessible obligations are unfair, then there
are no inaccessible obligations.

In its present form, fowever, neither the argument fom fairness for
OIC nor the indirect argument for ACCESS is acceptable. Recall that, in getting
"rte s =t t A ™Y SfT -t fee—et —Sf— T fZc—>T . fe ‘.
agentvariable in FD1, and that asumption surely looks like a category
mistake. (The same holds for the indirect argument, which obviously also
relies on a claim about agentequirements.) As Nomy Arpaly puts the point in

__‘ooio_(o%o ‘o 1777 e f"%o_oio_é —S«<e Tceo TMéi”:tIyo.___‘o”:t
suspect us of being under the spell of regarding morality as a set of commands

“vte f iz:t-—<f2 ,eed ™G o fe Lt Tfr et — e
— fee—et —Sf— —SE"F <o ot T FZ%e—<fZ ,teei ™Stet ‘"t

what we, eartly mortals are morally required to do; given this assumption,
™I L fee'— "F7elec™ T-‘”f2<—>'|' fef "EZ> e f e L ZE %ot
of demands made byagents And that means that we aanot infer (2) from (1)
and FDZ nor, for that matter, can we rdy on FD2 in an argument from fairness
against inaccessible obligations.
Copp is not unaware of this problem with the argument, and writes
-Sf- 17 ™ St. f mptally required to do something there is not
normally some agentwho is requiring her to do <—i trruéd tyséa Fe’'Sfefe «
original). He proposes that we instead look at his suggestion as follows:

[1]f there would be no unfairness in the fact that a person is morally

required to do something she is unable to do, then it is unclear why it
wouldbe —e"f¢”a 7 ™MSF"F —St —e " fcefee ™M _7+ 4 <o f
a person to do something who is unable to do iil{id., 272).

The idea here seems to be that we should reverse the order of explanation:
what is primary is the idea that a demand or requiement (etc.) isas such
unfair whenever the action that is required is something that an agent cannot
do, and that it isthis principle which explains why it is unfair if an agent
requires or expects another agent to do something that the latter agent caon
do#?” We can construct the revised argument from fairness for OIC as an
inference to the best explanation: FD1 is true, and the best explanation of why
FD1 is true is that FD3 is true:

47 1 am not sure whether Copp would agree to this way of interpreting the quoted
passage, for he does not distguish as clearly as | do the different ways of
understanding the argument, but it seems charitable to read him in this way, as it
appears to provide a reply to the objection to the first version of the argument.
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Fair Demands 3FD3): For any agentS and actionA, if Sis required to do A,
and Scannot doA, then the requirement thatSdo Ais unfair

The revised argument from fairness now goes as follows: since FD3 figures in

the best explanation of a true claim (FD1), FD3 is true, and since morality

cannot be unfair (as (3) staes), there cannot be obligations to do something

that one cannot do, and so therefore, OIC is true. This version betargument

avoids persorifying Te‘”fZ<—>ia ~*” U <o o'— f ""co 2% f°
requirements, but instead one that covers requirementsn general; in this

respect, it is a clear improvement over the original. The revised indirect
argument from fairness, which seeks to establish ACCESS as a corollary to OIC,
appeals to a yet further principle about fair demands:

Fair Demands 4FD4): Forany agentS and actionA, if Sis required to do A,
and Sis unaware of this requirement and unable to find out about it, the
requirement that Sdo Ais unfair

FD4 is justified because it figures in the best explanation of why FD2 is true,
and once again since morality makes no unfair demands, there are no
inaccessible obligations, and so ACCESS s tftie.

While more promising than the original version, the revised argument
from fairness for OIC (and the revised indirect argument) is hardly problem
free. ' ‘efd ™f . fe ‘ Ef..— —-Sf- '—" <o——<—<"f %" fe ‘"
Thefeti o—fee "7ie [ teect £ %o Pfi%otre—2id tec——FtZ>a ™
make sense of this notion in the context of one agent requiring another to do
something (for instance, whenthe action required is one that the agent cannot
perform), and while perhaps we can abstract from our grasp of such cases to
— St e F %ot "fZ «tEf 7 fe T—e f<” i —<"fete—i "<%o—"
is not issued by an agent, if we were to reversén¢ order of explanation, we
would get things backwards conceptually. It is no accident that Copp himself
starts out with an example of an unfair demand made by an agent on another
agent in introducing the argument from fairness, as thoughts about the
unfairness of requirements have their home in the context of thinking about
Tf %o —c"Fofo—oid oFf —Sce of> ZEft —e —* “—fe—c'e MG

48 Peter Graham (2011: 36567) considers this extension of the argument from
fairness, and he takes the fact that considerations of fairness appear to support an
accessibility constraint on deontic status to be sufficient ground for rejecting what he
i fZZe 1=St “fcefoee o (Tf—c'eiSE” "cofas ASEf 2T f-c'e 1
<o'Zf—e<¢,Z%ia f% 1t ™Mc—S —Sce foefosete_a —— %< fe —S
course, precisely what is at stake here, | cannot follow Graham in motivating a
rejection of the argument from fairness on the grounds fothe fact that it supports the
thesis that | am trying to argue against.
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good explanation of FD1 (and the same goes for whether FD4 is a good
explanation of FD2).

Admittedly, by itself this first point is merely suggestive generally, the
T7FE” 7 ot TE70 <o of— ot L feef<Zs «tie—c...fZ - -SHt
and so it can still be true that what accounts for unfairness in the case of
agentrequirements is the fact thatany requirement is as such unfair if it
concerns an action that the agent who is under the requirement cannot
perform. We can make the point more robust if we can defend the claim that it
does not really make sense to assess moral requirements as fair onfair.
Here is why | find this attractive. We can and do use the same term,
T7f“—<"fefe—Ta =S " tie. "¢, <*% fe 8 F...—f—<'e —Sf-
behavior of another, and for the deontic status of an action (recall that we
fee—et T —SfAiSdbligetary for ST <o “— <~ f Zig merally required
todoAi & ‘™i"f"4a —St U iv—cFe T fll—clee —Sf— ™F vi7
different uses of the term do not fall into the same ontological category. Used
in the first way, the feature referred tois a relation between facts about the
mental state that some particular agent is in, viz., the fact that the agent who
Tcoeo—tei —St " —«"foefe— £8§'F ... —o fe'=St” f%oFe— - f..—
particular action; the other is a moral feature of an etion. These are distinct
sorts of properties, because instantiating the latter property entails that there
are good reasons to act in accordance with the requirement, whereas
instantiating the former does not although there are of course situations in
which the fact that one agent expects another to act in a certain way, when
this is combined with certain other facts, entails that there are good reasons to
act in the way expected. We might put this by saying that while the property
referred to by a moral requirement is normative, the property referred to by
an agentrequirement is not;# this marks an important ontological divide.

co . f —SF —Fve 1Vt —<"tete—i "F E"e ' VfY<.. fZZ> T
an action may have in these different uses of it, and if | am right that our )
_QT:t"o_fo'l'(o%o en _S:t _._Sf"%o:t en _oAf("oioo Sf. (— o TE

thinking about what Copp refers —* fe 1f-%dfe—<"fete—ejd —Ste ™S, <
charge, which we are familiar with when it pertains to certain mental states of
agents, also one that can apply to properties that actions may have which fall
into a fundamentally different ontological category?If there is an answer to
this question, | do not know what it is supposed to be. If there is no answer,
then FD3 isnot a good explanation of FD1, nor is FD4 a good explanation of

td s fef t ‘=S f—="<,—=% f o"fZ " E"—> d—e"f<"e
moral property (viz., the relation between an action and the mental state of an
agent), whereas FD3 and FD4, provided that they are assumed to bear on the
guestion of whether OIC and ACCESS are true, respectively, attribute a moral

49 :t:t éf'_:t” v "7 A_"_é:t" T(o____OO('o L _é<o _o:t e To'"of_(Nj
(4.1.1) and (4.2.4).
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this by saying that these sets of principles have different subjechatters, and
the members of the latter set thus cannot help explaining why the members of
the former set are true, if they are true.

If this is right, then the main source of support for FD3 and FD4 (that
is, their figuring in the best explanation of FD1 and FD2) drops out. These
remarks also bring out two other problems with arguments building on FD3
and FDA4. First of all, the revised arguents arguably involve a category
mistake as well, as did the original ones: what can be fair or unfair is what we
expect of others, how we treat them, how we distribute goods among them,
and so on, but ascribing fairness or unfairness tdeontic facts(i. taa fe f...—<'oie
being obligatory, or wrong) looks simply incoherentdeontic facts or
properties are just not the sort of thing that can be fair or unfair. While, then,
Copp is right whenh ™ ¢—te —Sf— Tc¢— <o o'— <o—F377¢%0<,2% —*
itself e<%S— 1 ' "fZZ> —e fc"T1&d —SF "% te. Z—ec'e
LT f—cte <o ot _Sf_ (e fZc—> «—otZ7"1 —St"t" " Sfe -
assessments of fairness and unfairness make no sense when these concern the
moral status of acts. If thids correct, then both FD3 and FD4 must be rejected
as meaningless, and thus incapable of supporting any conclusion
whatsoever 50

Second, even if | am wrong, and the moral status of acts can be
assessed as fair or unfair, the above remarks also highlight thather peculiar
nature of the arguments building on FD3 and FD4: these arguments have the
Tt 7 = ™71 X thessTgre! noEXia ™ SXi" kel<—etZ" f " f7
claim. To be sure, these arguments are not identical in form to arguments of
the fore 1<— ™' —7t | KX taerefore, Xi ™M SXif<t t<-St” f «*"fZ *" |
evaluative claim, which were discussed in the previous chapter (section 2.4),
but they do resemble those. | rejected the latter argumerform on grounds of
the fact that it supportswildly implausible conclusions, such as that the actual
world is the best of all possible worlds. A comparable problem exists for
f % —efe—e 7 St "7e Tc— ™X thetdforef netXTd 'S¢ "7 Zte <o
this: if it is unfair that Sis required to do A whenever S cannot do A, then
presumably, the assessment extends temporally. §did not do A (even though
Scould, at the time, have don&), Snow no longer can doA the time for doing
so has passed. If being required to dais unfair when one canmt do A, then it
seems plausible that a requirement to have don& becomes unfair as soon as
the time at which A could have been done has passedt the very least, | do
not see a reason why this wouldot be the case. If the charge of unfairness is

50 St7Z7> f%fe "CE"e f L fUfLZF T<f%oe'ece T —St o— % %ote—
T Zf—t f tee—"fco— f[Y%ofcoe— Sflecoe% < —SE"L fri et e
Co—f"te—a fo 8f '——e —4 183%"F ™Mt SF L f . fet <o M3 8 —&1
Zift —e <o=* £ s{z{d trz &
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appropriate when applied to requirements to do things that one can no longer
do, and if there is no such thing as an unfair moral requirement, then it seems
that there is no past action such that its performance is still fairly required
now, and this implies thatno actually performed action is morally wrong (for
Bacted wrongly in doingAi i e — fSuwifas required to not have doneAi &4 S f—
is, as soon as one doe&s one can no longer be required to have done anything
other than A, for that requirement would be wnfair if FD3 is true. We might say
that moral requirements disappear when the time for action has passed, if the
revised argument from fairness for OIC is sound. This conclusion is sufficiently
absurd to reject the ban on unfair moral requirements that prenise (3)
asserts. So, even if FD3 and FD4 are meaningful statements, there is no way to
get from them to either OIC or to ACCESS.

Summing up, | have argued that (a) the original arguments from
fairness rest on a category mistake (because it involves in p®nifying
Te'"fZc—>i & fet =Sf— , —=ST "f£7coft [ "%o—ete— "7'e "fc”
for ACCESS not only do so as well if FD3 and FD4 are meaningless, as |
suggested they are, but furthermore, that (c) their key premises, FD3 and FD4,
lack support even if they are meaningful, because they do not help explain FD1
and FD2. And finally, these arguments also (d) depend on a premise, (3), that
generates the absurd implication that moral requirements disappear when the
time for action has passed. The upshas that, first, the argument from fairness
for OIC should be rejected in both of its formulations, andecond, thatthe
same goes for the two indiret arguments for ACCESS which buildn the
arguments from fairness for OIC.

3.4. Indirect arguments Ill: what is deontic evaluation for?

The third and last justification for the OICprinciple that | want to discuss

appeals to a claim about the function, purpose, aim, or pointwill treat these

terms as interchangeable in what followsof morality. More specfically, the

appeal is to a claim about the aim afleontic evaluation i.e., a claim about the

point or purpose of evaluating objects as morally right, wrong, or obligatory.
Numerous philosophers hold that the view the distinctive point of deontic
evaluation is to provide guidance for our practical decisiormaking (in short,

T—" """ cett " foi—<ofZ Bo—<tfo..FT & ¢ S"coe—<et Te%off
—~St et — " —SF "<%S— & <o - %o—<TE f..—<'ei trrud .
we can call this clae 1 ra

PURPOSE: The purpose of deontic evaluation is to provide practical
guidance
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Put differently, providing practical guidance is what deontic evaluatioris for.
It is important to note that PURPOSE isot f ...Zf<s f,'—— =St Tfcei %
giving an account of deontic status, and thus it is not vulnerable to the
objections raised to such claims in the previous chapter; rather, | take it to be
a claim about why we think and talk in deontic terms, or, better perhaps, why
we have and usedeontic conepts i.e., the conceptsRIGHT, WRONG and
OBLIGATORY! These concepts, the suggestion is, play a specific role in our
practical deliberation and decisionmaking, and their playing this specific role
is one of their essential features, if not defining of that they are. (The wording
is deliberatively somewhat vague; the claim will be clarified below.) Those
who accept this claim, or something very much like it, typically take PURPOSE
to have substantive implications for what a proper account of deontic statu
will look like that the correct account of deontic status must imply, or at least
be compatible with, the Ol@Grinciple is merely one of the conditions that can
be justified in this way, albeit perhaps the most obvious and least
controversial one52

Regading OIC, the argument that draws on PURPOSE is supposed to
go something like this: the conceptOBLIGATORYserves to single out, in a
t3Z<, £ f-<"% ...'e—f8—-4 "f"—<...—Zf" f..—<'ee fo —S'ef _§
what this concept is for. If the conceptoBLIGATORYcould properly apply to
actions that one cannot perform, it would not be able to do what it is for, for
—Ste ™MSf_ o T F treFi ..'—Z7T ,f e'ef-Sce% —-Sf— ‘et
goes for the conceptWRONG this concept is for ruling out actions,fs T¢'— —* | %
trefia ~ —S i wronGcotld-properly apply to actions that one cannot
avoid performing, then it would not be able to do what it is for, for then it rules
out what cannot be avoided. Given that playing this role in our practical
deliberation and decisiorrmaking is (roughly) what deontic concepts are for,
the OICprinciple hasto be true, and therefore, any account of deontic status
that conflicts with it is false53 .54

51 Concepts will be denoted by small caps in what follows.

52 Others have appealed to PURPOSE in (a) arguing that there cannot be single actions

which are both wrong and obligatory at the same time (Smith 1986; | discuss this

"frt? "—7—-St” <o —St —t&— fZ'™ & , "Ve—Zf—<2% fe ',ET.

obligation roughly, the view that what one will do can be relevant to what one ought

to do (Carlson 2002), (c) as part of a potential justification of the soalled principle of

Tetef—c"f <o f"cfo..tai ™MSc...S "—Zfe '—— St ee «Zc—> 7

being dependent on whether that very action is performed (Bykvist 2007), and (d) in

a critique of indirect forms of utilitarianism (Wiland 2007).

53 For a defense 60IC along these lines, see Copp (2003: 278).

54 On the face of it, if this is how the OWprinciple is justified, then its justification once

again does not seem to provide any leverage at all in trying to determine what sense of

T...fei ™ <ZZ hedSestidrinutation of the principle: it is precisely because an agent

feet— TE" e f L f"—fco fa—<te —=Sf— —Sf— f..—c'eie fce% °,
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If there is a successful argument for OIC from PURPOSE along these
lines, then an indirect argument for ACCESS building on the materials
provided can easily be formulated. This argument will go roughly as follows: if
an account of deontic status does not imply ACCESS (or stronger even, implies
the negation of ACCESS), thiseans that deontic evaluation cannot do what it
is supposed to do if that account is correct, for agents cannot guide their
practical decisionr-making by deontic evaluations of the alternatives open to
them if they are unable to determine what the deontic sttus of these
alternatives is the successful practical guidance by deontic evaluation
requires the ability to apply deontic concepts, and whenever we lack that
ability, we cannot decide what todo on grounds of deontically evaluating the
alternatives we face.Therefore, the correct account of deontic statusnust
imply, or at least be compatible with, an accessibility condition on moral
obligation, and on deontic status more generally.

There are several options for replying to this line of argument; | note
some of these below. What | want to argue, in (3.4.1), is that appeals to
PURPOSE are ineffective, irrespective of which claim is takembe justified by
way of this appeal. In (3.4.2), | consider a variety of objections to the view that
there is no effective @peal to PURPOSE.

3.4.1. Why appeals to PURPOSE are ineffective

What | want to argue in this section is that appealto claims about the aim or
function (etc.) of deontic evaluation are ineffective, no matter whether the
appeal is made in the context of amrgument for OIC, for ACCESS, or some
other claim altogether. To get clear on the general problem with this sort of
argumentative strategy, it will be useful to have a concrete case of it before us.
™ 727 —fet 'ZZ> +<=Sis "fE*ZI..—< ¢ of depntic Statdst f ... ... |

which does not rule out the possibility that a single action can be both right
and wrong at the same time as an example, as it is the most explicit in spelling
out how an appeal to PURPOSE is supposed to work.

Smith starts with a deferse of PURPOSE that turns on an observation
about the sort of thing that can properly be evaluated in deontic terms:

Can natural events, such as rainstorms or late frosts, be right? No: we say
that such events and states can bgood, but not that they canbe right. The

deontic evaluation cannot do what it is for, and so (again) we musilready have
determined that anagent cannot perform the relevant action, for every case in which a
°‘"f2 ‘,,Z(%of—<‘° Ce ...Zf(oiT o'— —' FS8«<ce— F..f—eF =T FSceo-
deontic evaluation doing what it is for, on grounds of the fact that the agent cannot
perform the action.
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reason for this is that such entities are not voluntarythey are not the

objects of effectivechoice & "<%oS—etee <o "tet”" 1T " foe—_c—cfed o
that are controllable by choosing agents (Smith 1986: 342, emphases in
original).

The suggestion is not just that there are restrictions on what can be the object

of deontic evaluation, but that the proper objects of deontic evaluation exhibit

a certain unity 4 <o —Sf— ‘eZ> Tfe—<—<fe & —-Sf— f "% ..‘e-"'7,
f %o 1 thatiis, actions can be properly evaluated as morally right, wrong, or
obligatory. The next step is to ask why the objects of deontic evaluation
$8Sc,c— —Sce ecet 7 —ec—5a 1 ™ S5 o —St"F fEF.<(fZ
rightness, reserved for just those entities wS«<...S ... f+ , 1 ihidS: St i

suggests the following explanation:

The obvious answer is that the criterion for rightness provides the kind of
evaluation of choosable events which can form the basis fguiding choices
with respect to those events.tlis precisely because we need some standard
of evaluation to serve this function that we have criteria of rightness in
addition to criteria of goodness (bid., 34243, emphasis in original).

Erik Wiland, who reasons along the same lines as Smith in explaining why he

fo .. T 4 '——e —SF efef Ttco— oV o— . <e...—7>4
the most part, under your control, and it isbecauseof this that the concepts of 3
right and wrong have f''Z<...f—<'ei —* >'—”" f ... —<c'eed fot —* ¢'—S

actions (2007: 292, emphasis in original). This suggestion is not offered as
merely a possibleexplanation but rather as thebest explanation of why
fo.—<tes 7 1. St ef 7% T fe—ei fHihgth@ticar groperly-be "
evaluated as morally rlght wrong, or obligatory. And if this is indeed the best
explanation of the unity that is exhibited by the proper objects of deontic

:c"fz_f_u-é ™E fe %ot fe —f o7 R —Sf— 17" " <th<e %o %o —
LSt Fe 717 .St )fs,tﬂetgdiﬁtiof-punpose of deoptic evaluation, or,
feo <<Zfet '"——e <«<—& T-S1t ’'‘<ibid.). In Brief,ZRURPOSE is true
55 SfTF " Zf.. T T =7 ™8 T te =i <o —Sce “—'—ta

presents it, couched in terms of properties instead of concepts, makes sense only if
deontic properties are assumed to be metaphysically dependent on deontic
judgments, rouchly in the sense that there is nothing more tdeing right than being

judgedtoberightt o e—...S f “«<t™4a —St tf'e—c... """ F"—cfe ™M _7¢%
speak, and the deontic concepts are still what is fundamental, so there should be no
harminthism'ft<« «...f—c'e 7 ec—Sie f "% —efe—3a Teoe.—eoe —ST <%

that there are deontic properties in the text below (see 3.4.2 especially).
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is, actions)can be morally right, wrong, or obligatoryzé

The final and most important step is to put PURPOSE to work. As
noted already, Smith uses the claim as part of an argument against deontic
principles that can generate conflicting verdicts on particular actionsHer
target is a particular version of actutilitarianism which allows for evaluating a
single action as both wrong (because it does not itself maximize utility), while
it at the same time allows that this action is a part of a compound action that is
obligatory (because it does maximize utility), and therefore, by the
distribution of obligation over conjunction,5? also as obligatory at the same
time.58 The details of the view that Smith objects to do not matter for present
purposes; what is mainly of interes- S+”% <o e<—Sie f .. .. ‘e " MGy
with deontic principles that allow for conflicting verdicts on particular actions.
As she puts it, by allowing for conflicting verdicts, a set of deontic principles
P7i,e <—otZ” 0 =St L ff ... <—mith 1986-34B); itfis.thiscfediture
that explains what is wrong with deontic principles that have this feature. As
Smith sees the matter, deontic principles that allow for conflicting verdicts on
particular actions cannot be the correct principles, for whiz £ 1..."<—3"<f *~
goodness may have structural features that disable them for this job [i.e., that
of guiding choices with respect to choosable events], criteria of rightnesaust
o F 77t 7 e — S teof «Zc—<tedi %o<te —Sf— '"'heitce% —S.
distinctive point (ibid 84 Fe’'Sfece fTtT:t & F ... fo e—eef’coef ¢
as follows:

1. Deontic concepts (i.e.RIGHT, WRONG and OBLIGATORY only apply to
choosable events

2. The best explanation of why deontic concepts only apply to choosabl
events is that the point of deontic evaluation is to provide guidance for
choices with respect to choosable events

Therefore,

56 Note, as an aside, that if this is how AIM is supposed to be justified, then an
argument from PURPOSE to IO looks question , 3 %o %o<* %08 —St &' Zfefet—-s
LSt f 72t tTte—e L fe L F "<%S— " ™" e% i f % —f,Z> fTe—f<Ze
turns out to be an idle wheel in such an argument. (In this light, is perhaps not
surprising that Copp for example, who egues for OIC, offers no justification at all for
PURPOSE). This problem obviously does not arise for arguments from PURPOSE to
other claims, so | will not dwell on the point here.
57 The principle of distribution of obligation over conjunction holds that QA & B)
entails O@) & OB).
58 e¢—Sie f"% —ete— <o T3§'Zc.. «—Z-utilitaridn. printiple foropesed by ... —
Torbjorn Tannsjo (1985). The problem for act utilitarianism that occupies Tannsjo
and Smith was first noted by Castafieda (1968).
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3. The point of deontic evaluation is to provide guidance for choices with
respect to choosable events

The intermediary conclusion, (3), is equivalent to PURPOSE, since actions are
_S:t ‘QZ) T---S“.f,,z:t ¢~io_o'|' _Sf_ o(_S Sf. e .(.Ta J—
view, to work requires one further premise:

4. If some choosable events fall both under the conceptRoNGand under
the concept OBLIGATORY then deontic evaluation would not be able to
achieve its point

From (3) and (4) Smith infers that, therefore,

5. It is not the case that some choosable events fall both under the concept
WRONGand under the concepiOBLIGATORY

This last step represents the move that Smith makes when she rejects the

eec «Z<—> TN =t f T "% S—etesi —Sf— e—""F" "7te t1f
the capacity to guide ch0|ce the ground for rejecting them is, as she puts it,

that criteria of rightness must be free from these kinds of defect. If this
amounts to a successful argument against the view that some actions are both
morally wrong and obligatory, we can quite easily model an argument against
inaccessible obligations on it. We simply can retai(1)-(3); all we need to do is

replace (4) with the following:

VIA ~ —St"f f"F ec——f—c'ee <o MS S fUhofe—e f"F —of,
the deontic concepts apply to one or more of the actions open to them, then
deontic evaluation would not be able ¢ achieve its point

é(o ’”:t.(.:t <* 3 _fo:t «(—a f_ Z:tfo_ f. 'Zf_o(”z:t fo \Y <
should be clear that if the deontic status of an action is inaccessible, then the
agent for whom this action is right, wrong or obligatory will be urable to
determine whether the deontic concepts apply to this action. If we can move
from (3) and (4) to (5), as Smith suggests, then we can also move from (3) and
vi - wi &
Wid — <o o'— —St . fef —Sf— —S1"f f"f ec——f—<c'oe o ™
determine whether the deontic concepts apply to one or more of the
actions open to them

oT wi Ce “ fZ:to_ ! a . f o(o(Zf" Afoé(‘oé ‘oi
premises pertalnlng to whatever other features may prohibit deontic
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evaluation from doing what it is for, and conclude that deontic evaluation does

not have those features '”* "<ttt o<—Sie f"% —eFe—5%e f.. .. —f.
272 '° s & ta ua v fet vi ..fe .t ..S

counterexamples to (1), the thesis that deontic conges apply exclusively to

choosable events, are notoo hard to come by. Beliefs, for example, are things

that we appear to evaluate using deontic concepts, yet beliefs are arguably not

LStef L ZF tTte—ed fTFe & ™ME Tt —e fe St TFTfe—i 7 f .

of losing a belief) instead of the state of believing, it seems that we do not

choose to come to believe anything, and perhaps we even cannot doShkven

if (1) is true, there could be some other explanation of its truth; (2) need not

be the only candid&e. Furthermore, in direct opposition to (3), there are other

views about the point of purpose of deontic evaluation, for instance, that its

distinctive point is to avoid the suboptimal outcomes that prisonerdilemma

situations direct us towards (see, e.g Gauthier 1986, 1991). And finally, we

=72t L EF...— = Vi —=Sf— <= <o "fZet —Sf— tHe—c... £t~

do what it is for if there are inaccessible obligations, for it is only if we are

never (or perhaps are hardly ever) able to apply dontic concepts in making

practical decisions that they will fail to be able to do what they are for, but the

negation of ACCESS need not lead us to embrace complete inaccessibility. And

the same point can be made with respect to (4): denying OIC is comitde

with allowing only for someactions that are required yet which cannot be

performed; we certainly need not conclude that all or most actions that are

morally required cannot be performeds! We can put this by saying that

perhaps these concepts do theijob poorly, but doing a job poorly is not the

same as not doing it at all, and only if the latter were the case should we accept

F«—=St” v 7 vi &

There is something to be said in favor of all of these responses, but the
response that | want to developS 3”1 ——"e¢ ‘e —Sf <o"t"fe . f "7'e y
— Wi & fet t8—%ete —* —Sf— "7"'e u fet v —* wa fet
argument that appeals to PURPOSE. Here is the quick version of the
fundamental problem with this inference: identifying someX asthe purpose,
point or function of some activity Y does not license an inference to the
absence of obstacles t&'ie t<*% ‘" f ... Sx No«org, |'‘take it, endorses
the following inference for example:

6. The purpose of astrology is to predict charaet traits and life histories.

59 And this exactlywhat Carlson, Bykvist, and Wiland do (see notg2 for references).
60 See Williams (1973 b) for a clasic discussion of the problem.
61 t—3”" "fSfe trss "te'tete <o "' —%SZ> —Sce ™ffased’ ‘i
defense of OIC, arguing that deontic euation can perfectly well provide guidance
even if actions that we cannot perform are sometimes morally required. Erik Carlson
(2002) develops a similar line of response to the PURPO®Esed objection to
actualism that he discusses.
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Therefore,

ya St"t frf o' fLe—f..ZFe = foe—"'Z'"%>ie "ttc...—<*%o
histories.

While (6) is true, (7) surely is not the sort of astronomical data astrology
relies on does not support predictions of chaacter traits and life histories in
fe> ™Mfra fet o foe—""7'%> "fc<Ze ocot”f 7> f-halinga%k ™S f-
ET—fce Ctce— T T tet e o —"F75 o'~ f %ecapdblefof-f1
doing what it is for, and this holds not just with respect to strology, but
generally, and therefore, it holds for the arguments pertaining to what deontic
evaluation is for as well. We cannot infer that deontic evaluation does not have
a certain featureZ merely from the conjunction of (a) its point or purpose is
providing practical guidance, and the observation that (b) its having@ would
prevent it from providing practical guidance; both of these claims can be true
foranyvalue ofZ4& ™M<«—S*—— w & Wi & ‘" fe> ‘=SI” ececZf” ..Zf
of Z) being true.

Some may find the quick version to be too quick; for those, here is the
longer version. What the deontic concepts provide us with is a way of thinking
and talking about specific properties of actions: theideontic properties2 The
concept OBLIGATORYrovides a way of thinking and talking about the property
T',Z<% f—"'">714 — RIGHT.ptevidds’ a way of thinking and talking about
-St i 17<% S—ia f wiRoNGptovides a.vdy-of thinking and
—fZece%o f,'—— —=ST " fi"—> 1™ "thebeicbncepts-ageicbrrectia
applied to an action only if the corresponding property is instantiated by that
action: that is, an actionA falls under the concept OBLIGATORYonly if A
coe—fo—cf—fe =St "t T, Z<Wof—"">TA fol « omic + Sf~%
concepts because we have a need, desire or reason (these are not mutually
exclusive) for thinking and talking about the deontic properties of actions, and
St "—Z77 «—*"> *° ™S f_ _Stedustincludetthe fadtfthat these
concepts referto the deontic properties, and thus provide us with the means
for thoughts and talk about these properties. This story must perhapsalso
include the fact that we are primarily, or even exclusively, interested in
whether a particular action A instantiates —St 71" —> 1, Z<%o f—"">1 <o
context of deliberating about whether to doA that the full story must include
this is the truth in PURPOSE, if indeed there is truth in this claim (and | will
assume this is the case).

62 A note to the impatient reader: while what follows presupposes that there are
deontic properties, | show below (in 3.4.2) that the argument can also be formulated
without this presupposition.
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Accepting the truth in PURPOSE, thusonstrued, is not merely
compatible with the claim that we have the deontic concepts because they
provide us with a way of thinking and talking about the deontic properties of
actions; in fact, itpresupposest. Assume, for the sake of argument, that we
care most deeply, and perhaps even exclusively, about whether the concept
OBLIGATORYf " Z<te —* f %o< te f..—c'e ™MSte _Sce f. . —<'e <o f
us, that is, something we can choose to do. We care about whether the concept
applies to a particula action in this context because we care abowtoing what
we morally ought to do, and what is right to do, and we care about not doing
what we morally ought not to do. If we spell these claims out a little further, it
seems that what they must be taken tonean is that we care about performing
f..—<'oe —Sf— Sf ft =St i ,,Z<%of—‘”>|a R A
[ ¢tce%o —St """ "efe f " f..—c'ee _Sf— Sf"F —SF g
above, we use the concepdBLIGATIONO single out actions fe —S‘ef —Sf— f % 1.
LE Trefia feof ™1 — e« twrditfor.ruling. dut-actions as those that are
Torm —* | f t'efid —— —Sce ™f>5 7 _ece% —SE tiie—c..
deliberation is justified only if the actions to which we apply these concepts
instantiate properties that we care about, or, better, properties that arevorth
caring about. If there would be no property worth caring about that the
concept OBLIGATORYefers to, i.e., a property that an action must instantiate
when this concept is corectly applied to it, the judgments that involve the
application of this concept should not play this sort of role in practical
deliberation, and the same goes for judgments involving the conceptaGHT
and WRONG3

The reason for explicating these points about reference is that if, as |
have been suggesting, the ConcepDBLIGATORY refers to the property
T, 2<% f—"">7Ta fot f ..'7" f'Zc..f-cte " =St Lte.f'—
the corresponding property is instantlated, then it should be clear that no
claim about the point or purpose of having and using this concept is sufficient
for grounding claims about its application. A claim like PURPOSE, that is,
cannot tell usanything about the truth-value of a claim sch as (5):

5. It is not the case that some choosable events fall both under the concept
WRONGand under the concepiBLIGATORY

PURPOSE tells us nothing about the truthalue of (5) because whether or not
there is a choosable event that falls under batof these concepts depends on
whether there is a choosable event that instantiates both the property

63 | take it to be analytic that the deontic properties are properties worth caring abut,
™St E PCRka> ™S  f"<e% f, ——1 ..fed f— ZIfe— <o —Sce
P— < fZEP-fe_fkZe —St ""iefe . f 7 "ife'eeia i -St ei3-
discussion of the relation between deontic status and reasons to act.
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T, 2<% f—"">1 feT =St """f"—> 1™ " e%i4 fet ™MSt_St” —Sf.
independent of facts about the particular context in which we care aboubhese

properties, and facts about what significance instantiations of these properties

have for us more generally. In brief, no conclusion about the possibility of €o
instantiation of the relevant deontic properties, or any other metaphysical

feature of them, can be inferred from claims about why we have concepts for

thinking and talking about these properties. And the same can be said with

"fe’i .- =" wi &

Wid — <o o'— =St . fet —Sf— —St"F "% ec——f—c'es o ™
determine whether the deontic concepts apply to one or more of the
actions open to them

PURPOSE tells us nothing about the truth f Z—%t *~ wi ,f..f—ef ™St.
are able to determine that a deontic concept applies to an action open to us
depends on whether we are able to dermine that this alternative instantiates
the corresponding deontic property, and whether that is so is, once again,
logically independent of facts about the context in which we care about these
properties, and independent of facts about what significancmstantiations of
these properties have for us more generally. No conclusion about the
epistemology of deontic properties can be inferred from claims about why we
have concepts for thinking and talking about these properties. And, finally, the
same can a@o be said about the following, which would be the intended
conclusion of an argument from PURPOSE to the Gifinciple:

WiTd — <o o'— =St .. fe1oBSATORGEDMlies to-aryhttion that
we cannot perform,

Whether the conceptOBLIGATORMWpplies to any action that we cannot perform
depends ‘¢ ™MSFt_St” fe> o— S f..—c'e coo—foe_cf—Fe —SF "
once again, no conclusion about the set of objects that instantiates this
property can be inferred from a claim about the point of having aoncept for
thinking and talking about the property. So there is also no sound argument
from PURPOSE to OIC.

All of this is just a more elaborate way of saying that the fact thatis
the point of engaging in some activity or practiceY is, strictly speakng,
irrelevant to whether we can do, or achieveX by way of engaging inY. What
the longer version shows us is that there is nothingspecial about claims
regarding why we have and use certain concepts, or about claims regarding
the deontic concepts for that matter, that can make acceptable the inferences
that the arguments we have considered in this section involved. What it also
made explicit is that it is only because the deontic concepts refer to properties
of actions that we care about, and more spedaflly to properties worth caring
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about, that it can be justified to accord judgments that involve applying the
deontic concepts to actions the type of significance in practical deliberation
that they are claimed to have. If PURPOSE is true, and if itustjfied to accord
the deontic evaluation of actions the significance that this claim suggests that
we do, the concepts figuring in the relevant judgmentsbetter refer to
properties we care about, and that are worth caring about. Once we accept
that theseconcepts have to refer to some property, we see that no claim about
the point or purpose of having a concept for thinking and talking about the
property in question can ground conclusionsabout either the metaphysics or
the epistemology of that property; sich conclusion must appeal to something
different altogether. Whether the concepts can do what they are for depends
on these conclusions about the metaphysics and epistemology of the
properties that they refer to, and that means that what the deontic conqes
Tf7F "7 <o <""fZ2% fe— -+ ™mMSt_St” a a '" fe> ‘=St

3.4.2. Objections and replies

One could object to the foregoing in various ways. A first objection to the
argument just given goes as follows. There would not be a ptéze of deontic

T fZ—f—<'ed < <= ™Mi"t _Sf [ fet —Sf- tite—<«... I7fZ—
™S fo <— <o ""A8 Sf— <o —f of>ad ™I ™ _ 7t eiRIGEIf " fet
WRONG and OBLIGATORYTf the sort of evaluations that these concepts allow us

to make were incapable of providing practical guidance. Our having and using

these concepts would be a mystery, if deontic evaluation was not capable of

doing what it is for. Because denying it saddles one with an explanatory

burden that cannot be met, we have ufficient reason to accept that deontic
evaluation is capable of doing what deontic evaluation is for. And given that its
purpose is to provide practical guidance, we can infer that deontic evaluation

is capable of providing guidance, and thus that (5), (6 & Wii feT ece<Zf” ...Z
are true.

This objection fails. The problem with it is that the mere fact that we
evaluate actions using deontic concepts is perfectly compatible with deontic
evaluation being incapable of achieving its purpose or point; theres nothing
mysterious about why we engage in this practice simply because we do not
achieve by it what we aim for when doing so. Many people rely on astrology in
forming attitudes towards their future, and predictions about character traits
and so on; theyprobably rely on astrology even in making practical decisions,
but astrology is not capable of predicting future events, or character traits.

These people rely on astrology because theyelieve astrology is capable of
doing what it is for; the fact that nany people have this belief is sufficient for
explaining why people make use of astrological judgments. Perhaps we are in
a parallel situation when it comes to deontic evaluation. Many people believe
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that deontic evaluation can provide practical guidancehut these people could
all be radically mistaken. All that is needed for a successful explanation of why
there is a practice of deontic evaluation is a sufficiently widespreadeliefthat
deontic evaluation is capable of doing what it is for; whether or noit does so
in fact is neither here nor there. Accepting that deontic evaluation fails to do
what it is for therefore does not saddle one with an explanatory burden.

A second objection concernghe assumption that there are deontic
properties, and that the deontic concepts refer to these properties. This
foe—e'—c'e o ™ctf75 ‘e—_te—_tTA "V i "—<te e— .S fe 1
Teif™it fe T —1f7TA fet f ,tZ<iT <o =St FEce—fe .t <o
with a naturalistic view of the world.64 Perhaps there are no deontic
properties. Even so, dropping the assumption that there are such properties

‘"4 "7 —Sf— ef——F"4 fee—eco% —Sf— —SFet Vi "—<te f”
they reduce to other properties, etc.) poses no problem. Assume, for thekea
of argument, that the conceptoBLIGATORYdoes not refer to the property
T, 2<% f—"">T ,F..f—ef —SE"F <o o o— S "5 & ——
property of actions, or set of propertieswhat its reference is, is a matter of
substantive moral theorizing, but say, for purposes of illustration, that some
Ttre N teedt —Fe—(fZcoe <o L ""F . —& ¢ —Sf- <—e "%
(.. tefia E—T%oetoe ™S8 o™ Z"fe _8% [ 7.
OBLIGATORYis correct only if the action to which the concpt is applied
coo—fe—cf—fe —SF " t"—> 1Sfe —St ,fe— ‘—— . ‘efid Sce
must be, is the property that we want the actions that we perform to havet is
the property that we care most about (or at least, the one we care about most
177 g—i .‘"fZ Tlie— T TET™MTE (O st — ™77 TMé:I:. AL S A
do, and a property we take to bavorth caring about, provided some form of
consequentialism is correct. Whether only actions that we can perform can
instantiate this property, whether instantiating this property entails that an
action does not also have the property, whatever it is, to which the concept
WRONGr refers, whether we can always determine that an action has this
property, and so on these are all matters to be settled by reflgion about this
property, not by reflection on why we have and use a concept for thinking and

64 Mackie (1977: chapter 1) is a classic statement of skepticism about deontic
properties; see Joyce (2001) for a recent articulation. Mackie holds that while there
are no deontic properties, deontic judgments do purport to refer to these properties.
Yet we can deny that there are deontic properties without incurring this further
commitment. We can hold instead that deonticonceptsrefer to natural (non-moral)
properties, and that our deontic concepts can be analyzed in nanoral terms, or that
they refer to natural properties, but cannot be so analyzed. For the first view, see
Jackson (1998); for the second, see Boyd (1988) and Brink (1989).
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talking about this property.®5 And so once again, we can conclude that
PURPOSE is irrelevant to settling such matters.

A third possible objection is this: how co—Zt f '"*'f"—> «—...S f
ZEe— f—— et ,f =St Ut 7 fl—cles —Sf— ™F fU1
that we desire (and take ourselves to have reason to desire) to perform
actions that have it, and avoid performing actions that lack it, when weannot
identify whether an action has it in the context of deliberating about its
performance? It is true that we could mistakenly have believed that we are
able to identify this, and thus mistakenly have believed that deontic evaluation
is capable of doig what it is for, but once we realize that we cannot always (or
perhaps even hardly ever) identify instantiations of this property, would we
not instead take some other property, one that we are able to identify in
T1Z¢, 17 f—<"t ..'e—F8—e «—SE FeHhSfrd ASfF.. -t "fZ—:
property of actions that we care most about? There are several points to be
eftt <o "1'7Z58 <Te—& <— <o o= T—" —* —ef MYfilewesSt "FZ1
can come to care about one property instead of another, whigroperties are
worth caring about is independent of our caringabout them, and of whether
we can identify it in a deliberative context, and so on. Yet it is only if the
properties that we refer to are worth caring about that deontic evaluation
should play a central role in practical deliberation. Second, even if it were up
to us to fix the referent of the conceptOBLIGATORY it is not clear why we
should think that the fact that we cannot identify a property in a deliberative
context is a good reason to ndonger take it to be one that we should care
about. Consider an example. Although | cannot always come to know whether
someone will suffer if | perform a given action, this fact seems a rather poor
reason for concluding that, therefore, it does not alwaysnatter whether
someone will suffer as a result of my actions. This is such a poor reason
because suffering does not stofbeing bad if its occurrence is beyond our
epistemic reach, and since it is its badness that explains why suffering is worth
caring abou, the possibilities for its avoidance matter regardless of what we
can and cannot know about its occurrence. It is perfectly consistent to take
some property P to be the one that matters most (or to be among those that
matter most) with respect to whether an action is to be done, while at the

65 " etef "Ve 7 teeft _fe_cfZcos <o 7"t —& —Ste Tttt ™
is defined relative to a set of ations that can we can perform (viz., if all relevant
alternatives must beoptionsfor us), it is obviously the case that only the actions we

e e fPE L ffLZE T cee—fe—cf—<e% —ST "t —> 1, Z<%of -
property WRONGrefers tois ‘et —S<e% Z<ot 1Sf " ce% f ZFee —Sfe ‘"—cof?Z
also obviously the case that an action cannot instantiate both this propertsnd the
property that oBLIGATORYefers to. But note that these conclusions follow from facts
about the nature of thepropertiesthat the deontic concepts refer to, and not from facts
about why we haveconceptdor thinking and talking about these properties.
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same time accepting that we cannot always come to know, in deliberation,
whether an action instantiatesP.

Fourth, and finally, it could be objected that the argument of (3.4.1)
and the responses given to the previasl objections miss the real import of
PURPOSE. Properly understood, what this claim asserts is that what deontic
concepts are for is constitutive of what they are: as Simon Blackburn puts the
-8 —%S-4 1-St ""f..—<..fZ "Z% " F-SdA).Alof theSf- t1
foregoing, a critic could insist, rests on a failure to appreciate what this
thought really amounts to. The problem with the discussion so far is that it has
assumed descriptivism about moral thought and talk, roughly, the idea that
thisth*—%S— fet —fZe <o 1f, eithei iteise dss@nedsto be about
moral reality, in case we hold that there are (robust) deontic properties, or
about non-moral reality, in case we hold that there are no such propertiebut
that is a mistake¢s We are notin the business of thinking and talking about
properties of actions when we apply the deontic concepts; rather, when we
judge that an action is obligatory, what we are doing is something likavoring
its performance and when we judge that an action is vong, what we are
doing is, say, favoring its norperformance, etc. Taking up the relevant sort of
T f " "co% f——¢<——TF1T — ™ f"Fe fo f. .. —c'e ¢o o'~ _St ofef
some property, be it a deontic (moral) property or some normoral property,
and expressing such an attitude towards an action in speech does not (or need
not) involve asserting that the action has any particular property. Once we
drop the descriptivist assumption, we can understand the deontic concepts
purely in terms of their (non-referential) function: the deontic concepts, it can
be urged, are whatever concepts fulfill the function of providing practical
guidance. In effect, thinking that an action is obligatoryto apply the concept
OBLIGATORYO it just is thinking that it is to be done.

There is more than one way of spelling out what sort of noen
representational mental state we are suggested to be in when we think that an
f..—<'o <o T=" F T'eti ‘" 7% Perhapg the' mpbst developed
proposal is that of Alan Gibbard (208), who argues that the relevant mental

66 | take this way of characterizing the matter from Schroeder (2010); | find it
considerably more helpful than mary of the traditional ways of drawing the
distinction (i.e., in terms of whether moral judgments can be true or false, or whether
~Stet E—t%oeto—e "1 ... %oec—TAHLi.. beffo—h e FHfEekig fot o ‘o
67 Not all of the suggestions that have beemade in the literature lend support to an
<o frte T - wa wi d wii fet ‘=SF” e— .S . Zfcee
could take up a desirdike pro-attitude towards the performance of actions that have
features which are not deliberatively accessible, and | can perhaps issue universal
prescriptions that cannot be knowingly complied with (although | must confess that |
Trei— oo™ 5 & frfie ""ie " —<"ce— —St" s{wt ™iZ7Z i- —
the latter point). | focus specifically ‘¢ <, ,f"tie """ efZ <o —St —F&§— 1. f
most clearly capable of doing the job that a critic will want it to do.
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state is that ofplanning to do something: roughly, when | conclude that some
action Ais obligatory, what | am doing is includingAin a plan or intention, so
that if the opportunity to do A arises, | will perform A (or at least, | will try to
do so), and that is basically all there is to iwvhat | am not doing is thinking
that A has some particular property. Now, if some view along these lines is
correct, then it seems that wecan infer that deontic evaluation is cgable of
doing what it is for, and thus that there are no obstacles to its doing so
whether it can provide practical guidance is not held hostage, so to speak, to
what the properties that the deontic concepts refer to are like, because these
concepts do no refer to any properties whatsoever on this view, and so it
effee —Sf— " etet T<f™ f7' % —Stef Zcote <o .'""F. -4
similar claims can be supported by appeal to PURPOSE. We can do this
because, given this sort of view, whatever emepts are the deontic concepts
presumably will just be whatever concepts in fact play the relevant functional
role.

| think that this point has to be conceded: if deontic evaluation is, at
bottom, nothing more than planning to act in one way rather tharanother,
and does not involve thinking that an action has a certain property (or set of
properties), then deontic evaluation will be capable of doing what it is for. In
response, there is first of all arad hominempoint worth noting: the authors
who apped to PURPOSE typically do not endorse this sort of view of the
nature of deontic thought and speech. David Copp for example, who argues
from PURPOSE to OIC, in fact explicitly triesot to tie in the fate of his
argumentative strategy with a nondescriptivist (or non-cognitivist) view of
moral talk and thought (2003). And the other authors discussed in this section
(such as Smith, and Wiland) make no observations about metthical
commitments at all. Second, and more importantly, if the fate of arguments
from the point of deontic evaluation is tied to that of a nordescriptivist
account of moral thought and talk, then these arguments face a series of
obstacles that many consider to be insurmountable. Perhaps the most crucial
among these obstacles is that klnon-descriptivist meta-ethical views,
including the sophisticated expressivism defended by Gibbard or Blackburn
(1998), face serious difficulties in accounting for complex constructions
containing deontic concept$® and arguably, there is no fully satisictory
existing treatment of the matter. This, and other problems facing such views,
should make us wary of them.

| have nothing particularly new to say about why we should think that
if we judge an action to be obligatory, we are ascribing a property tib; all |

68 Sf efe— "fe'—e 7 _Stef <o ' f TH B, ZH%iE ™SS e,
To, fttce%o f—'ec... o "fZ IXfd—TFcUoBstai% ‘'T1 <o .. 'otc—c'ofZ

constructions (cf. Geach 1965). But there are many related issues. See Schroeder
(2010: chapters 3, 6, and 7) for a comprehensive overview of the relevant issues.
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can do is reiterate a point made already: on the face of it,better be the case

that we are thinking that an action has a property worth caring about when

we judge it to be obligatory, for otherwise, it is unclear why the judgment that

an action is obligatory should carry any force in our practical deliberations. If

a view such as the one Gibbard defends is correct, what we are doing when we

judge an action to be obligatory is merely planning to do it if the opportunity

arises. We may, of coues, plan to perform only actions that have certain
propertles perhaps, if we plan in this way, we must also take these properties

— .t vt —cte —Sf— frf ™S f"<*% f, ——& ‘™F"
appears to allow for the possibility that we form deontc judgments about

actions without thinking that the actions which we judge to be the ones that

ought to be performed have any property at all that we consider worth caring

about. | find this a deeply implausible feature of the view: why should deontic
judgefe— ,F —fete - Sf F V' f..—<..fZ f—=S""<—i4 < =S¢
amounts to? This is, admittedly, far from a knocklown objection; perhaps the

view hasresources available for avoiding it. | will not try to show it has not.

Even if it does, lowever, there is a second point that we can note here, namely,

that PURPOSE cannot be established by the argument considered in (3.4.1). To

see why this is the case, recall how that argument went:

1. Deontic concepts (i.e.RIGHT, WRONG and OBLIGATORY only apply to
choosable events.

2. The best explanation of why deontic concepts only apply to choosable
events is that the point of deontic evaluation is to provide guidance for
choices with respect to choosable events.

The suggestion was that we can movieom (1) and (2) to (3):

3. The point of deontic evaluation is to provide guidance for choices with
respect to choosable events.

If we understand (3) in the way noncognitivism proposes, then we must
interpret (2) in the same way, that is, as claiminghat deontic concepts are
defined by their practical role. But if this is how we read (2), it becomes
mysterious why we should think that (1) is best explained by the fact that the
point of deontic evaluation is to provide practical guidance. After all, wean
perfectly well explain why (1) is true without thinking that the practical role

of these concepts is what defines them, as the discussion in (3.4.1) has made
clear. On this interpretation, that is, the argument from (1) and (2) does not go
through. In addition, (3) was presented as an uncontroversial intermediate
conclusion, one reached on the way to some substantive results such as (5),

Wi & fet wii & >f— ‘e =St .. —""fe— <o—t""E_f_c'ed «—

view about the nature of deontic tlought and talk. Again, perhaps some view
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along these lines can be defended, but if it can, then its justification will have
little, if anything, to do with explaining why deontic concepts apply only to
choosable events.

Given these two observations, | Wi simply proceed on the assumption
that, when judging an action to be obligatory (right, wrong), we are in the
business of thinking or saying that an action has certain properties, properties
that are worth caring about. If this assumption can be sustaigke arguments
from PURPOSE falil, for the reasons given above. The upshot of this is that we
can accept that providing practical guidance is what deontic evaluation is for
(i.e., that providing guidance is its distinctive point or purpose), without
thereby having to accept that it can succeed at doing so. If all of this is right, it
should also put to rest some possible lingering worries from the discussion in
the previous chapter. As | noted there (in 2.2.2), although it is not particularly
plausible that offering an account of the deontic status of actions should itself
be thought of as an exercise in moral thought, and that providing such an
account is better conceived of as spelling out when moral thougigoes well
(instead of as itself an instance of it)we can maintain that even if the
impression is mistaken, it still needs to be shown both that (a) moral thought
goes well only if it provides practical guidance, and (b) that what deontic
judgment is for has any bearing at all on whether it is able to dso. | have
argued here that the latter is not the case.

This completes my discussion of whether or not ACCESS can be
defended as a corollary to OIC. | have argued that this is not the case: the
survey of three main justifications for OIC revealed that theonsiderations
adduced notonly fail to support ACCESS, but fail to support OIC as well. The
last section of this chapter summarizes the main points of the discussion in
more detail, and offers some concluding remarks.

3.5. Summary and conclusion

In this chapter, | examined whether an accessibility condition on obligation
(and on deontic status more generally) can be defended as either (a) a claim

that is entailed ,> —-St "' —Zf" '"5-...<’Zi _véf_ T — %dlatis, <o’ Zcte
whetheritcan be t " f«t31 ,> ™MSf- .. fZZ3t f Tt<"for. =T "%
(b) as acorollary to the OIGprinciple —Sf— <ea ,> ™MSf - . fZZtT f

argument from OIC, which would be the case if the reasons for thinking that

T'—% S—i <o'Z<te T..fei f"t&, flso reSsbng forithirking that

T — % S—T <o’ Zcte T...fe ..fef —* ee'™ _Sf_ ‘ot ‘' _%S—ia
In section (3.1), | argued that there is no successful direct argument

from OIC: what one is morally required to do is perform a specific action, and

as long as we take th conditions for being morally required to include the

ability to perform an action, it is simply irrelevant how we specify the sense of
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are not always morally required to perf'”s —St f..—<'s Tf'ce% ™Sf-—
CUFZ75 % B— — TUA [Z-8'— %3 ™t frf fZ™Mfre "te__
whichever it is, by which we will perform that action. This implication, |
argued, is no embarrassment, but exactly what we should expect to be the
case.

e of...—<‘e uat & Lteectt it ™MSE_St” T-St f" % —
OIC supports taking an accessibility condition on deontic status as a corollary
to the OIGprinciple. | argued that this is not the case: both the argument for
OIC and the indirectargument against inaccessible obligations rest on a false
'"fecetd ™MSc...S tT—, T T 0 T I™M e %ot ce% fe—fcZe
discussed two recent attempts at defending WEB, and concluded that thil,
both on their own terms, and because they fato address the underlying issue,
viz., that there is a basic distinction between what there is reason to do and
how an agent responds to the reasons there are. Wrongness is determined by
the former, blameworthiness by the latter, and | suggested that failure to do
what there is most reason to do does not by itself warrant a negative
assessment of an agent, for only certain ways of failing to respond reflect
badly on an agent.

e of...—<'s UAUu & Lteect it 1-SE fU%o—ete— "V'e 7
badc idea is that it would be unfair if we are morally required to do what we
cannot do, and since morality cannot be unfair, OIC has to be true. If this is
how OIC is justified, then ACCESS can be defended as a corollary to OIC
assuming that the same chargecan be brought against inaccessible
obligations. | suggested that the argument from fairness rests on a category
mistake on both ways of spelling it out that we considered, and that the
argument, if it were sound, would support absurd conclusions, such #éisat no
past action is morally wrong. Furthermore, the relevant principles of fairness
governing moral requirements that figure in the argument are not supported
by the considerations proponents of such principles have adduced. The upshot
is that not only does the argument from fairness fail to support ACCESS, it also
fails to support OIC.

Finally, in section (3.4), | considered whether a claim about what

deontic evaluation is for a claim | understood to be about why we have and
use deontic concepts, whi& t—.,,¥1T 1 s capable of supporting
either OIC or an accessibility condition on moral obligation. | argued that, if
our thought and talk that employs deontic concepts is about anything (be it
about deontic or about nondeontic properties), claims about what deontic
evaluation is for are toothless, for there is no ground for believing that it is
capable of doing what it is for. If we drop the descriptivist assumption that our
deontic thought and talk is about anything, appeals to PURPOSE can be enad
to work, but there is, | suggested, good reason for not opting for such a view,
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and moreover, such a view is not supported by the argument for PURPOSE
that | outlined.

As | argued that the considered arguments nobnly fail to support
ACCESS, but alsaif to support OIC, a natural question at this point is whether
there is anyjustification for OIC. As | see it, the principle is justified just in case
<— <o 1, —<Z— <e-order refinativVes principles: insofar as, for example, we
have good reasona believe that what we morally ought to isthe best we can
~Ste ™1t SfTF %'t "Ifers - ,fZ<t"t -S hamély—theS—i <o
very reasons that we have for believing the former. If what we morally ought
to do cannot be understood in such a way, &n it is an open question whether
™F SfETE "ffere -t FZ¢F"F —Sf— T'—%S—1 <o’ Zcte 1. feia
strict moral obligation never to harm the innocent, then OIC needs to be added
as an independent restriction on what we ought to do, but it is drd to see
what motivates imposing such a restriction, given the failure of the arguments
considered here perhaps we must not harm the innocent even if we cannot
avoid doing so, as some critics of the principle have arguée.In brief, the
suggestion is tha OIC is not a principle that can constrain firsbrder moral
~Stcoeco%od ,—— "f-St” ‘ef —Sf- t«=SFE" VfZZe ‘—-i *°
entailed by the true deontic principles, or it is a principle that is unjustified,
and even likely to be falg, in case it is not entailed by the true deontic
principles. In this respect, | believe its status is no different from that of
ACCESS (see Chapter 5).

Before we can draw any conclusions abouthe status of ACCESS,
though, there is a further important line of argumentagainst the mssibility of
inaccessible obligations we need to consider, for | have not yet addressed the
guestion of whether inaccessible obligations areormative. That is the task for
the next chapter.

69 These remarks about the status of OIC draw on the discussion in tblesing section
of Graham (2011).
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Chapter 4 The normativity of inaccessible
obligations

4.0 Introduction

The "1 ¢'—e . Sf'—F" f"%—1T —-Sf— ¢1<=St” —-St ""co.. ¢’
To.feid o7 =St ..'eeteZs ""7f"FT E—e—c . foctes "7
grounds for rejecting the possibility of inaccessible obligations. In this chapter,
I examine a different sugestion for what the problem with inaccessible
obligations (and inaccessible rights and wrongs) might be, namely,that
inaccessibleobligations have no hormative forcei If inaccessibleobligations
have no normative force then those defending the view that there are such
things asinaccessibleobligations appear to face a serious problem: plausibly,
normativity is essential to our understanding of moral obligation, and of
deontic status more generally. We might say that ifhaccessibleobligations
indeed lack normative force, they do not des3"~ % —* ,t ... fZZ+1i1",Z<%o,
Somewhat more conspicuously, the objection can be understood as resting on
~St . Zfce =Sf— —SI"f <o o e —ol"Sf & de %o, Zf<Ho f—T4FA
inaccessibleobligations are not normative, that just means that there are no
inaccessible obligations. We ...fe ..fZZ —S<e 1-Stf ‘' Ef..—<'e
‘"o f—<«"¢—>T1 fiblagcessibleobligations.

As a first step towards assessing thecogency of the objection from
failed normativity, | start by giving it a more careful formulation in section
(4.1). Normativity, | suggest,can be understood in terms of reasons; the
objection, thus understood, turns on the possibility that there is notlor at
least, not always) sufficient reason to comgy with inaccessibleobligations. In
this section, lalso outline some ways of supporting this contentionwhich turn
on the question of whether there are any epistemic condibns on
771 f «'«S:Skition (4.2)discusses thethesis that if a fact is a reason to act
for an agent, the agent in question must be aware of that fact. Section (4.3)
discusses the weaker thesis that if a fact is a reason to dot an agent that
fact must be accessible to the agent in question. | argue thaé can reasnably
reject both these claims: there are positive considerations that count against
them, and in addition, the considerations which may look like sources of
support for these claims considerations having to do with the explanatory
role of reasons, the role of reasons irdeliberation, and the relation between
reasons andrationality do not in fact provide the needed supportSection

€Nt N 1.
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(4.4) summarizes the mainmoves made inthis chapter, and offers some
concluding remarks.

4.1. The objection from failed normativity
4.1.1. Normativity

There is more than one thing we may try to convey in saying that moral
“GZ<Hof—c<'e fet tile—c.. e—f——e o "f %otet"fZZ> <o TFes
normative. | follow the common and, | believe, quite plausib approach of

taking claims about normativity to be, or at least to be capable of being
reformulated as, claims aboutreasonst As Joseph Raz has put it at one point,

T — St e ef—<"c—> " fZZ —Sf— <o o Vef_"F [ teece—e (o -
provides, ‘" «<s ‘=SFE"™cet "FZf-FT ' "ffe'eei  s{{{ad xy .
statements can be found in the works of many other contemporary writers on

the subject of normativity2 Raz may be overstating the case here: perhaps not

all normativity can be understood in terms of reasos (more on this below),

but even if thatissod —St “—feinaceeddiilg’ ,Z %o f —< oo o' "o f—< T &7T
plausibly be understood as askingit® ™f Sf~F "ffete ' L te’Z>
inaccessible *, Z <% f —<‘* s &if wWe tenclude that answering the latter

guestion only answers the former in part, and more can (and perhaps needs to

be) saidfor a full answers3

1 St Ziftce¥%o fZ-F"ef—<"% co =% $8' Zc..f—F =St e'—cte 7 otVef
(see, e.g., Gibbard 2003, among others)edarding (moral) obligations to act, the claim

that such obligationsTf " «‘” e« f -aniobints, on this interpretation, to the claim that
necessarily, ifAis obligatory for S then Sought to doA. | find this way of interpreting

attributions of normativity considerably less helpful than tke one that is discussed in

-8t —f8-4 ,f...f—eF f <= <o S<% SZ>noZrormatiy&senseS(fs-int‘ — %o S —

T-S% —"feo “—%S— —' 3 St"F > «'™i a of idertifyng<h& 11t f
ettef—<Tf efeet U T —%S—ia fet , f TE" "Zf—e¢,ZF ™f> - 1
=St etVef—<TF efeet U T —%S—i <o =St et feef  —fT ' "ffets

not clear what, if any,prima facie plausible principles regarding the conceptouGHT
that we can appeal to which do not reduce to those already discussed about the
concept OBLIGATION whereas with respect to the concepReEAsON there are widely
accepted ideas about their role in explanation and deliberation which maypaear to
provide grounds for the conclusion that reasons are (and have to be) accessible, and
therefore, obligations are as well. Thus if anything, my construal of what normativity
involves helpsthose who push this objection.

2 See Schroeder (2007: 81)dr further references, and some discussion of the point.

SForinstance John "‘‘ef ™"c¢—fe —Sf— ™SZf "ffetee Tf"F —et'— 1t
normativity has other important featuresia ,fectte "ffefeed T-St '"ef 7%
contains features of a differente‘*”—&4 ™ S«¢...S o fZ22Z O "ef—<"F "F"—<"fet

Broome 1999). In later work, however, Broome expresses skepticism about whether
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We have more than one option for spelling out what it means for
moral obligations to be normativeiin terms ‘= "t fe‘eed o f . —c'eje <
morally obligatory or required is, it is plausible to think, no light matter; as a
first pass, we might therefore try the following:

s iMecessarily, if doingA is obligatory for S then A is the action, of those
available, tere is most reason to perform forS

Manyfind si fe f—-="f..—-<"% «<tffa ,$..f—<% -St> ,1Z«F7F -
obligatory either itself is, or merely entails, the existence of, adecisive
(overriding, authoritative, etc.) reason to perform that actiort No matter what
reasons ‘" o‘— t'ce% —-S1t f ... -dutyShere are irdertain situations,
there is always a stronger reason to do what one morally ought to dthis, the
suggestion ges, is simply (part of) what it is for an action to be morally
requireds At the sfet —<etfd ofe> ‘—S1)eutferlytimpisible, and
hold instead that at least sometimes,and perhaps quite often, there is
sufficient reason to refrain from doing what one morally ought to do$ If there

are situations in which we are under a moral obligation tp say,give up our
own life for that of others, abandon a prect that is central to our identity,
save the greater number even if that means letting our own chitén (spouses,
parents, etc.) die, and so on, then perhaps we do not always have most reason
to do what we are morally obligated to do. When there is enough at stake that
matters from a personal point of view, the reasons to do what one is morally
obligated to do can be otweighed.” These are interesting questions, but they
are not our concern here; perhaps we can sidestep the questiaf whether

these requirements MS«<...S St -S3"t t—, ¢ 173 “—<"togallyeare™ "f—<'e]
o ef—<"tA e'—<ce% —-Sf-— St round for thirkking' thit rationality is

o' ef—<"ET trry ,& ...7& "'‘ef trrw & i oFf..—<'e vatav "7 T—"-
relation between reasons and rationality.

4 As this disjunctive formulation indicates, | take nostand on whether there being a

moral obligation itself is or provides a reason, or onlyentailsthat there is a reason(or

set of reasons) to perform the obligatory action.

5 Kant is plausibly understood as holding this sort of view; see especially chapters 1

and 2 of theGroundwork

6 —...S <o —SFt —eS — " (tT%o™«c .. o]0 TT—fZU—T Tef™ 7N —«
chapter of The Methods of EthiogSSidgwick 1981 [1907], cf. Parfit [2011: 130149]).

7 A different conclusion that one could draw instead is that we were not morally

required to do these things in the first place, as thepersonal point of viewiis, and

must be, accommodatedwithin ithe moral point of view, so to speak This idea is

developed in cetail by Samuel Scheffler (1994, especially chapter 3), for examplehis

Tt ™M 7% T<f—f =St efFt "7 et rce% ST <e—' s & f- Z
modification is motivated by concerns about clashes between what morality requires
fet 1=SF "d7etefZ "tco— " "<E™iA
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doing what is morally obligatory is always supported by the total bance of
"Efefee > ot T <7 bdhe ®Iowing way:

1. Necessarily, if doingA is obligatory for § then A is the action, of those
available, there is mosmmoral reason to perform forS

Thus modified, the resulting view about the relationship between obligation
and practical reasons leaves open whether there are other, and possibly
weightier non-moral (personal, prudential, etc.) reasons that bear on what to
do in the situation; we therefore no longer find ourselves in obvious conflict
with a great many of the intuitions thf — — et $£”Z<t —St "FEL...—<'*e *~ 3]
However, the proposed modification immediately invites the question
T™MSf— ofete f Trofad *ffe‘eié& ot <— <o ohether thérg'is &
satisfying answer to this question. Be that as it may, | am inclined to think we
can make do without an answer here. None of the cases we have considered so
N e Z27tt f "EfZ 7 fUfrfe— L tetZc..— ,t-™ife _
T% " —%bke'" EF...—0& ..‘'o—co—1tT t8ce—te T4 o'F..<fZ "%
hand and the demands of morality on the other; all of the considerations
relevant to the options agents face in the cases that interest us can safely be
assumed to be moral considerationss ™S f—1"1" ,t<e% f Te'"fZ ..'eec
exactly turns out to involve. Demarcating the moral from the nommoral,
which may be a pressing task in some contés, is not, | think, an issue that we
need to get clear on in order to conduct the present enquinthe qualifier
Te'"fZi <o s eco’Z> "7 f% e —Bffvheth& br het we always have
all-things-considered sufficient reasonto comply with the moral obligations
we are under is left open For this reason, then, we can (also) sidestep the
“— 1t e—whatimakes areason anoral "f fe‘8éi
Assuming this maodification deals adequately with the worries about
(1) just noted, various considerations can nevertheless be adduced for
rejecting the necessary connection between moral obligations and moral
reasonsthat (1) claims to hold. If (1) is true, and understood along the lines

& While I will make no attempt to provide a clea account of what makes a reason a
moral reason, one point regarding the qualification introduced by (1) deserves some
clarification. Some philosophers talk about the reasons we have relative to some
perspective or system of norms, and leave open whethehis perspective or system of
norms has any normative force (see, e.g., Sarah Stroud 1998, or Foot 1978 for an
Ff7Zct" omf—tofe & "7 coe—fo. fd ™F —Z% of> —Sf— ‘et Sf.
‘oo eec"f feot T'Ve o f L f"—f <o ™rfiedn gre has-&reasoh 'ty deoise
simpliciter. This is not how | understand the qualification that (1) introduces: moral
reasons are reasonsimpliciter, that count in favor of acting for anyone to whom to
they apply. All that | mean to allow for is that theyare pro tanto, and thus do not
necessarily always carry the day, in case there are other, nomoral reasons which
outweigh or undercut them.
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just sketched, we would like to be able to explain why it is trugl will make no
attempt to do so here, though, and wilsimply grant (1) at this point; | myself
find it a plausible assumption, and furthermore, | believethat the real problem
with the objection from failed normativity is not its reliance on this claim, but
rather its next step.

4.1.2. The objection

With (1) in place, the next step should be obvious: the claim thanaccessible
‘<o f—cteat T ' e f—<" 1T .befunderdtood as the claim that the
entailment that (1) posits fails to hold for such obligations. More precisely:

2.1f doing Ais obligatory for S and the fact thatA is obligatory for Sis not
deliberatively accessible toS then possibly, doingA is not what there is
most moral reason to do forS

Note that (2) doesnot claim that whenever the fact thatAis obligatory for Sis
inaccessible toS it is not the case that doingA is what there is most moral
reason to do forS Ifthere are, or could besituations in which the antecedent
of (2) is satisfied, then in some of these situationsthe balance of moral
reasons may still favorSi «doing A. This maybe quite often, oreven nearly
always the case. The claim (2) makes is merely that this not so in siluations.
Now, (2) by itself does not need to be in conflict with (1), for it could
be impossible that the antecedent of (2) is true, even though (2) itself is true.
(That is, ane codd maintain that when it is properly formulated, (2) receivesa
“—fZ< L f-<ea fpet impokdibleddidgA <o, Z <%0 f — ‘Therdisa

9 Most obvious probably is that on the assumptionthat whether an action is morally
obligatory is independent ofthe desires(aims, goals, etc.pf the agent for whom the
action is an option, then ifwe also hold asNeo-Humeans dq that whether an agent
has a reason to perform an action always depends on her desirgstc.), it seems to
follow that either (1) is false, in case we infer that the antecedent can be true when the
consequent is notor that (1) is only vacuously trug in case we infer that no action is
obligatory. (However, see Schroeder [2007: chapter 6for a Neo-Humean theory
which tries to avoid this ups S ‘' — & T ei— -Nee+Humear view is true, but since
the proponent of the argument from failed normativity, who affirms (1), is likely to
agree on this point, we need not pursue it further here. Secondly, note that (1) does
not claim that the entaiment holds in the other direction as well: that is, it does not
follow that if there is most moral reason to perform an action, the action is obligatory.
Thus, it is compatible with the view that there are supererogatory actions, which
presumably are actons there is most moral reason to perform yet which are not
obligatory. If we hold that there are in fact no such actions (and note that standard,
maximizing forms of consequentialism entail that this is the case, for example), we can
strengthen (1) into abi-conditional.
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therefore, no fully-fledged objection to the possibility of inaccessible
obligations on the table if all we have is (1) and(2) in its current, unqualified
formulation. Those who believe that there could benaccessibleobligations
are also going to want to maintain the following claim:

3. Possibly, doingAis obligatory for S and the fact thatA is obligatory for S
is not deliberatively accessible t&s

Presumably,if one believes that there could banaccessibleobligations, one
will also be attracted to a logically stronger claim, viz., that there actually are
situations in which both of the conditions contained in (3) are satisfied. But
since this stronger claims entails (3), if (3) is false, then so is thershger
claim; there is no harm, therefore, if we focus primarily on (3).

With (3) in place, we do have sufficient materials for an objection,
because(1), (2), and (3) form an inconsistent triad: from (2) and (3), we can
infer the negation of (1), from (1) and (3), the negation of (2), and from (1)
and (2), the negation of (3). It appears, therefore, that something has to give. If
the objection from faled normativity against inaccessible obligations
succeeds, then (3) is what must be rejected: there are no, and cannu,
inaccessible obligations. Those who hold that there could benaccessible
obligations will have to reject either (1) or (2).

Since () is common ground between me and those who think the
objection from failed normativity against inaccessibleobligations is sound, |
will not consider the merits of rejecting this claimin what follows. The choice
we faceat this juncture is a choice between (2) and (3); my aim in this chapter
is to motivate a choice for (3) over (3. The next section is devoted to
formulating some preliminary steps in a possible defense of (2), so as to single
out the main thesis to be discussed in what follows; after thain section
(4.1.4), | introduce what | take to be the most prominent ways of motivating
this thesis, which will in turn be examined in detail in the sections that follow.

4.1.3. Preliminary steps

Why believe (2)? Part of an intuitively compelling line of thought leading up

to (2) goes, | suppose, something like this. Some or all of the considerations

that count in favor doing A which would be (or provide 1ZZ ‘e<— —Sce <o ™MSf
follows, and treat these two expressions as equivalent) reasons to dafor S

if the fact that A is obligatory were accessible to S fail to be reasons
whenever this fact is deliberatively inaccessible t&5 These considerations

fail to be reasons forSto do A, though, becausda) these considerations are

not accessible, and (b) a consideration must be accessible to an agent if it is

to count as a reason for that agent. Being inaccessible, they are not, we might
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sf>a& 1'f"— 7 =S3F «'"ef—<"F Llfet tis take’ 4 tloselook at this
line of thought.

What are the moral reasons to doA for S that, given (1), exist
necessarily, ifA is obligatory for S? | can think of two plausible candidates:
either (a) the fact that A is obligatory is or provides a decisive reason foto
do A, or (b) the facts in virtue of whichAis obligatory for Sare or provide the
(jointly decisive) reasons for Sto do Al If neither (a) nor (b) identifies the
relevant reasons, it is hard not to look at the necessary connection (1) posits
as being raher mysterious: we know that trivially, an action is obligatory if it
is obligatory, and (slightly less trivially) that there are facts in virtue of which
an obligatory action is obligatory — S+ Tt f‘e—<...fZZ> TAAdithfssit ~f ...—¢
seems, isall we know about the actions covered by (1). If there is anything
that can be said at this general level about what the reasons are that
necessarily exist when an action is obligatoryand | take it to be clear that we
need to say something, in order to avoid makg (1) look like a complete
mystery then it seems that (a) and (b) exhaust our options.

If this impression regarding what the relevant reasons are is correct
and | will assume that it isthen it is not hard to show that the candidate
reasons are inaccessie when the corresponding obligation is. Regarding (a),
the inaccessibility of this fact follows trivially from the assumption that it is
inaccessible. Regarding (b), note that if all of the deontically relevant facts
were accessible, then the deontic stas of Awould be accessible as well, given
that we have assumed from the outset that (c) agents are acquainted with
whatever are the relevant deontic principles, and (d) that there are no
vt Ztee 7 Tfdca—t 7 feseceects thiitaibed td toncern s here(see
Chapter 1). That is, if all deontically relevant facts are accessible, then so is
deontic status; given that the deontic status of\ is inaccessible, at least some
of the deontically relevant facts are inaccessible as well.

| take it that the second step is eminently plausible, given these two
assumptions. Now, if there are (and thus, as (3) claimshere could be)
inaccessibleobligations, and if obligations entail reasons, as (1) claims, then
either the inaccessible fact tht an action is obligatory constitutes a decisive
reason forSto do A, or the (at least partially) inaccessible set of facts in virtue
of which the action is obligatory together constitute a decisive reason. What
those who press the objection from failednormativity will need to make
plausible is that neither of theseoptions is defensible. And a straightforward
way to do this is by defending the thesis thatreasons are deliberatively
accessiblethat is, the thesis that if some fack is a reason for an ajent, thenF

10 o'~ effe —' o —%0%ote— —SE"f <o f FTco—co..— . Zfee T AtE..
addition to the reasons that are jointly decisive; it is only for ease of exposition that |
formulate the thesis in this way.
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must be deliberatively accessible to that agenBut why would one believe
that reasons are deliberatively accessible?

4.1.4. Motivating access and awareness conditions

In examining possible motivations for an accessibility constraint on practical
reasons, wecould of course turn to variations on the arguments already
considered in the previous chapters, but ifthose would exhaust the
possibilities for defending an accessility constraint on practical reasons,
then the argument from failed normativity would not really be adding
anything to what we have already seen so far. But it would be a mistake, |
believe, to concludestraightaway that nothing is added to the case agast the
possibility of inaccessibleobligations by turning to the connection between
reasonsto actand moral obligation; the con@pt of a reason to act iplausibly
taken to have some dimensions thabur deontic concepts do not possess
(except in a deriwative sense, because of their intimate relation to the concept
of a reason). There are several possibilitiethat we need to explore.

(i) Perhapsthe most intuitively attractive way of supporting the thesis that

reasons are accessiblgoes something likethis. **t " T%ofe—<eoti " f ...

reasons on the one handustify our actions: an action is justified only if it is
supported by the balance of reasons. Yet there is more to practical reasons
than justification, for it seems compellingthat practical reasons are as we
might put it, for being acted or(or for being actedfor, if you like). | take this to
mean, roughly, that ifsomefact Fis a reason forSto do A, then it must at least
be possible thatF is the reason for whichSdoesA (or, alternatively, it must be
possiblethat Fis Sie " fe‘e ~'" A)!Pabbof what it means forF to be the
reason for (or on the basis of)which S does A is, many have held that F
explains, or at least figures in arexplanation of, whySdoesA. Michael Woods

—<

Phefreft etef Ty SEf"e f%' —Sf— 1 < = Sfe ffe %otet”

the concept of a reason for an action stands at the point of intersection, so to
speak, between the theory of thexplanationof actions and the theory of their
justificationi s{yta sz{a f«'Sfefe fTTFT &

11 This dual concern with justification and explanation can be found not just in the
debate over the nature of reasons, but also in discussions of dgion theory; for a
book-length discussion of whether decision theory can live up to both demands (e.qg.,
that of justifying and explaining action), see Bermidez (2009}t is much less common

to suppose outright that moral facts (e.g., facts about what is obligatory, and so on)
have to live up to some explanatory standard, at least insofar as what needs to be
explained is why peopé act in certain ways, but see Gauthier (1991: 16) for an
exception to this rule. Whether moral facts can explain our morglidgmentsis, though,
much debated; see Harman (1977: chapter 1) for an influential negative assessment.
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Good or genuine practical reasons on the one hand tell us what can be
said in favor of an actionreasons should becapable ofjustifying an action
and on the other, they must be capable of figuring in a@xplanationof why an
agent performed an action Not every action is done for a good reason, of
course, but presumably at leastsome actions are, and the possibility of acting
for good reasonsimposes constraints on what canand cannot count asa
reasonto actfor an agent. The problemwith inaccessible practical reasons it
could be suggestedagainst this background is that such reasonsannot be
acted on, and thereforecannot explain why an agent acted. fie fact that, for
example, SHy has broken her legclearly seems to ... ' —e— <o “f7*" 7 ‘Sej
calling an ambulance, but if this facis inaccessibleto John, it also seemslear
that this fact cannot behisreason for calling an ambulance. If Johthoes endup
calling an ambulance, and wehen ask why he did sothe fee™ " T f..f—<f

fZZ> Sft ,"'ete St” Z1i%i ™*'—7Z the fact tHat Sallybroke.. —

her leg is not (or does not figure in) a satisfactoryexplanation of his action,
given that this fact was inaccessible to him at the time of actio#.In brief,
inaccessible reasons cannot explain action, and thus fail to lEasons.We can
call this line of argument T —S 3 f"%o—eFfe— ""'e F&§'Zfef—c'oi

The requirement that reasons are capable of playing both a justifying
T...'—e—<*% <o anflar explanatory 7,3 <*% f ... rofethde driven a
large part of the philosophical debate over the natureand preconditions of
practical reasons in the last few decades, leading to diverging views both on
the appropriateness and on the implications of this requirement? Much of the
debate has focused oithe question of whether the capacity to explain actions
requires that practical reasons entail the presencef (and perhapsconsist of)
desires or more generally,pro-attitudes. On the face of it,it seems that the
explanatory requirement on practical reasonsalso bears on whether there are
epistemic conditions™*” 1”1 f «*« Sifrédgons can explainwhy agents act in
the way they do, then perhapsreasonsmust be capable of being knowrby the
agents for whom they are reaonsi4

12 As | note below (4.2.2),it actually seems that something stronger is the case,
efetZ>4& —Sf— f “f..— ...fe "eZ> ,f ‘efie "Ifeinfdctgvare.af...fec'e «
that fact, on the occasion Inaccessibility entails absence of awareness, of course, so
the observations made hereshould be unproblematic (even though the argument
building on this observation is not at all unproblematic, as Iwill explain in due
course).
13 As the Woodsquote from 1972 given in the text indicates, lie history of the idea
that reasons must both justiff and explain goes back furtherHowever, it seems
"Zf—e<, 2t —' ofce—fco —=Sf— <«ZZ<feei s{zs 'f’'t” —— —-S% <]

JteeteZs —etfre—tt <o —SE L te—FefVs Z(—F"f——"14 ‘e ote— '}"
14 Or stronger, perhaps facts must be known bggentsif those facts are reasonsthis
is a possiblity discussed at length below.
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(i) Another prominent way one couldmotivate an accessibility constraint is

by way of appeal to the idea that there is an intimate connection between

practical reasonsand practical reasoning viz., the process of deliberating

about what to do. Not all deliberation about what to do needs to involve
thoughts about the reasonsto act there actually are for one, but it does not

ofte —e"tfetef ZF —' —Sces —Sf— ™Ste fo f%kihesoke "ffo‘e
—S<ce% f, —— ™Sc...S St eS‘'—7%t |t —Sceecether f’f S:
2007: 26). If this is on target practical reasons ought to be capable of figuring

in good practical reasoning; ... fZZ —S«<e =St t1Z«, 1" fpractical... ' oe—"f
reasons.The deliberative constraint, like the explanatory constraint, had been

wielded in discussions of whether reasons entail the presence of desires, but it

too seems on the face of it something that can play a role in examining
whether there are any epistemicconditions for reasonhood. One could argue

that inaccessible reasons fail to meet this constrainn roughly the following

waya <  ‘ef <o —efTMFTE T fe cof .. feec,Zt "f..—4 —Sce <o
rffetece%a ‘eotie '""f..—<..fZ "%f%‘baimdogood while’ peidg: *
ignorant of such a fact whatever the standardfor good reasoningexactly turn

out to be. And when one is unaware of soméact, this fact will not figure in

‘etie TEZ<,i"f—<'ee [, ——at™htf point‘ Pdtting these points

together, it can now be arguedince one will be unaware of inaccessible facts

when reasoning as well as one coultde asked to dosuch facts do not figure in

good deliberation in the context the agent is in, and thereforénaccessible

facts cannot be a gauine reason to act. £ ...fes ..fZZ -gBmenfifr@nt [~
deliberation 1

(iii) A third possible strategy centers on theontology of reasons. Up to this
point, | have talked about reasons in a way that strongly suggests that reasons

are facts, writing —S<e%os «+—...S f+ T-S% "f..— -Sf- fZZ> Sfe
reason for John to call an qmbulance ‘" 1-St °f A|srols4|§aﬁe¥y for Sis a
reason forSto do A7 ¢ —S«e TAf...——qu—l “eF™ 0 MG f_ i felee

of whether facts have to be ecessible if they are to be eligible as reasons
makes good sense, and looks like a substantial issue over which disagreement
is possible, at least in principle. And the same can be said if we hold that
reasons are true propositions (viz., abstract objectsthat represent or
correspond to facts), it seemgs

15 Some hold that reasons are theontents of mental states, instead of the states
themselves (see Miller 2008 among otherg. If we hold that the contents of the

relevant states arepropositions as most philosophers do, the the question whether

the propositions which are reasons must be known (etc.) is, believe, a substantial

“—fe—c'ed ™MScZF e'ef_Sce%oics ,Fc*% —Si,an‘thisiview,eitafisete—fZ -

thatit <o f """ ec—<c'ed ofef— S(‘%ol' » T < sthelf doés netwentdit that it is

the content of a mental state, and so if being the content of a mental state is a
necessary condition for reasonhood, thigondition does not follow from the ontology
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It could be objected that the whole issue at hand, when formulated in
this way, rests on a category mistake, because reasons aret fiacts (or true
propositions); rather, they are mental states it is, say a state of believing,
knowing, or desiring, or somecombination of thesestates, that constitutes a
reason to actl6 On any view according to which practical reasons are
(combinations of) mental states or attitudes, what any of us has reason to do
depends squarely on our psychology, and if a view about the ontology of
reasons according to which reasons arenental states is correct,then the
conclusion that we do not necssarily have sufficientreason to comply with
inaccessible obligations can strike one & unavoidable and perhaps even
obviously correct. Yet thiswould be missed entirely, if westart out with a
conception of what reasons are which takes reasons to be (nanental) facts
‘" ——Se —Sf— ...fed f— Ztfe— <o ""co.. < Asplctive. t1E—F"fZ

If reasons are mental states, as thiéne of objection claims, then what
there is reason to do for us depends wholly and directly on our psychology; it
would, in that case, be inexplicable if we always have sufficient reason to
comply with obligations that hold independently of the mental states we have
or are in at the time of action. | assume this impression is correct; at the same
time, however, it is not clear whether this really amounts to arndependent
objection to the view that | am trying to defend in the pages that follow?

There are several optionsone can pursuein defending the thesis that
reasons are mental statesyet most (if not all) of these options require first
establishing the claim that there being reasongor agents entails that these
agents are in, or have, gtin mental statesi® To illustrate, one possible

of reasons alone on thissort of account(and this sets it apart from the psychological
view). That is, one can hold that reasons are propositions and end up with a view that
does not at all resemble psychological views, according to which reasons are mental
states (see Scanlon (1998: chapter 1) for an example). On the other hand, though, if
the idea one starts out with is just that reasons are the contents of mental states, and
fo. .. f'—e —Sf— —Sit> frf v ec—c‘ee ‘e _Sf_  feced ‘eifie "Fe—7
important respects be equivalent to theview that reasons are mental states.
16 The locus classicugor this view is Davidson (1980: chapter 1). Note, though, that
Davidson has a peculiar understanding of what the justificatory role of reasons is
namely, one which leaves little room for a critical assessment of the pros and cons of
eteftedie f ... —<‘athifd+person point of view.
17 Nor does it amount to apersuasiveobjection, if psychologism, viz. the view that
reasons are mental statesis untenable While | believe that the psychological view
about the ontology of reasons isncorrect (roughly for the reasons Jonathan Dancy
(2000: chapter 5) discusses)we need not insist orany other problems with this view
if the sketch of the dialecticoffered in the text is on target
18 John Gibbons for instance notes that if one accepts the view that whatsons there
are for one depends on the mental states one is in (whdte ...fZZes 1—St f%otfe-
"tret . —thehiTé—ie “—<«—f of ——"fZ& —S'—%S "1"Sf’e o= ofetf_"
ee' ™o fo o5 S'Z'%ceei trsrd uudasbnable tof take this as an
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argument for the view that practical reasons are mental states goes something
like this: there being a reasorto actrequires that the agent for whom there is
areason has or is in, some relevant mental state(s); thebest explanationof
this being so is that reasons are mental states; therefore, reasons are mental
states?® The first premise is, though, part oivhat is at issuehere: if it is false,
this argument can be ignored. Furthermore, if this claims defensible,it seems
immaterial whether reasons are mental states, or merelgntail that we have
or are in certain states (without consisting of those states). If, for instance,
there is or can only be a reasomor me to bring an unbrella when it rains if |
know (believe, justifiably believe etc.)that it rains, then nothing at all seems
to be added to the problem faced by those who, like me, want to maintain that
there is no such condition for the existence akasons if we then go on to insist
that my reason for bringing an umbrellais my mental state of knowirg (etc.)
that it rains, instead of the (known) fact or truth that it rains.

While the matter is not always as straightforwad as it is in the above
case,20 defenses of 1’ ¢> ... S*Z " %o < ... f thé ontdidYy of seasons, the truth of
which would admittedly pose arather serious problem for the claims about
the connection between reasons to act andraccessiblg obligations that | am
trying to defend in these pages can plausibly be taken to get off the ground
only after a crucial thesis a thesisthat is in and of itself already sufficient to
undermine some of the claims | offerhasalready been established. If this is
so,there is noindependentproblem posed by psybological views.As| believe
the antecedent to be true | do not think we need to consider this dispute
about the ontology of reasons as a further potential saae of trouble for the
claims about reasonghat | am trying to defend(and reject) on this chapter. t
should suffice to assess the pros and cons of the weaker thesis, viz., that
reasons entail (and thus require) the presence of certain metal states,
without committing ourselves to the view that reasons are or are not,those
states themselves if that thesis turns out to be indefensible, the ontological
view can be considered to be unacceptable as wellwill discuss thethesis
that reasons are known factdirst, in the next section; the main considerations
that can be adduced foit are for the most part the sane as those thatcan be

expression of the acknowledgement that the entailment thesis idlialectically p”«<* "1
(so to speak) to the ontological thesis.

19 Dancy(2000: chapter 6) discussessomething very close to this argument

20 Other arguments for the psychological view turn in amore direct way on the
capacity of reasons toexplain action, for instance, one could hold that we can fully

18'Zfce ™S> feo fUote— f..—e ™Mc_S‘—_ "F f"te .t —' fe>—S<e%o
states. As Dancy notes (2000: 103), this may well be correct, thitileaves obscure how
reasons could eveljustify ‘—" f ... —<‘ee <o f "' —e— ofeetd TA% AL ,> of <

—Sce%o —* TT fe "Uteft — efece%o <— <o—17Z7<%0<,2F —=Sf— fe [%
™S f— fTctete L fZZe Vf—<'efZcorc<*%oia
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offered in support of the view that reasons are accessle (but not necessarily
known), viz., considerations concerning explanation and deliberation.

In section (4.2.4) | consider a further line of agument that could be
offered in its support, which turns on what we are to say about the relation
between reasons and rationality if we allev for unknown facts as reasons.

4.2. Does reasonhood entail awareness?

A claim that | identified as a crucial step in the objection from failed
normativity can be summarily stated as follows:

Reasons AréDeliberatively) Accessibl§RAA): For any factF, agentS and
action A, necessarily,if Fis a reason forSto do A, then F is deliberatively
accessible taS

The notionof Tt 1 Z<, " f—<"1 f .in.RAAisundérstood in the same way
as before; recall the definition from Chapter 1

Deliberative Accessibilitya fact or truth Xis deliberatively accessible to an
agent Swith respect to an actionAthat Scan perform at timet; just in case
Xis epistemically accessible t&Gat a timetj, wheret; 9t;

Note that RAA claims only that the facts which are reasons to act are
deliberatively accessible to the agents for Wwom those facts are reasons to act;

it does not claim that the fact thatF is a reason must also be accessible. But a
further condition on reasonhood requiring just that could be easily added if
this seems necessary, of course. | explained why, if RAA1iget inaccessible
obligations fail to entail practical reasons, and thereby fail to be normative.
When we couple this result with the assumption that there is no such thing as
a nonnormative obligation, it would follow that there is no such thing as an
inaccessible obligation. At the end of section (4.1.4), we also came across the
following, logically stronger claim:

Reasonhood Entails AwarenefREA): For any factF, agentS and actionA,
necessarily, ifFis a reason forSto do A, thenSis aware ofF

REA too makes no claim about whether agents also should be aware of the fact
that Fis a reason ifFindeed is a reason for that agent, but again, we could add

e S f TEY e THefe— —t it f o ‘_e_& ‘™Gisawdlet —fet
Of Fi —* & Ffed'—f—<'ofZ “f"SknowstHatRi fe Sf™1 ,fte t'co%
S %S —— 4 —3te %oc"te —Sf— ™F SFF tE cott Tf..... :

any known fact counts as an accessible fact (see Chapter 1), REA entails RAA,
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but the reverse does not hold. 8en this entailment, the truth of REA of course
also suffices for drawing the conclusion that inaccessible obligations fail to be
normative in the sense defined, and (again, given the assumption that there is
no such thing as a nomormative obligation) for drawing the conclusion that
there is no such thing as an inaccessible obligation. Both of these claims,
therefore, need to be rejected if we want to defend the view that there could
be (and perhaps even are) inaccessible obligations. REA is the focusttos
section; RAA will be considered in (4.331

4.2.1. Prima facie plausibility

If only those facts that agents are aware of are capable of being reasons to act
for those agents, then whenever agents are ignorant of or mistaken about
some apparently cucial feature of the situation, those features fail to be or
provide them with reasons. Is this implication plausible? | think not; we can
take a look at a welknown example from Bernard Williams (1981) to see
what is wrong it.22

Alfred wants to drink a gin and tonic, and would enjoy drinking one.
Alfred believes that the stuff in the bottle he is holding right now is gin, when
<o "f..—& —Sce e——"" o "F_"'74 «<o...F —Sf e——"" <o —S% |
“ti =t efce—fce —=Sf— Z"id mfthis tufftvfith tonic, and take
a sip (Williams 1981: 102). Intuitively, we are notor at least, | am not, and |
take it that my intuitions are not exceptional in this regard? inclined to say
that Alfred has a reason to mix the stuff in the bottle #th tonic and take a sip,

21| should note that examining whether certain entailments hold does not need to be

basedon a rejection of the idea that reasons are a conceptual primitive, as e.g. Scanlon

(1998) holds. For all | say in what follows, what it takes to be a reason cannot be

defined except in a circular or otherwise uninformative way, but just like we can

examine, saywhether knowledge entails truth while at the same time accepting that

knowledge’is a conceptual primitive (compare Spicer [2008] on this point) we can

examine whether reasonhood entils awareness or accessibility while accepting

T"ffeeS ti ¢o ""coc—<"Fa

22 The example that followsis intended to bring out that intuitively, awareness is not a

necessary condition for reasonhoodbecausea lack of awareness dog not appear to

undermine the status of a fact as a reasorNote that in this case, awareness of the

relevant fact is not incompatible with its being a reasonin section (4.3.2) | discas a

case where awareness of the fact in question does appear to ibeompatible with its

ZFc<o% f "tfeted o —Sf— —St "f..—ie Fce% f "ffe'e "F*—<"te —S

reason is unaware of that fact. In the context in which this examplappears,it is

directed at weak formulations of the explanatory requirementon reasons, but if it is

successful, the example furthebolsters the case against RAA

B «..Sf"t >..f ™M7c—fe —Sf_démandsa-distimdtionbetween reasons

that an agent is aware of and those he isignoranit'i trrsad wua fe'Sfece fTt1t &
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precisely becausthe stuff is petrol instead of gin. That is, the fact that the stuff
is petrol counts against his mixing it with tonic and taking a sip; it counts in
TfTT T Sce —teece% —St oe——""a Z""ftthatdbe stuffis..t T -
petrol does not appear to conflict with its constituting a reason for him to
refrain from mixing it with tonic and taking a sip (or, if you will, with its
capacity to undercut or outweigh the force of whatever reason he does have
for mixing the stuff with tonic and taking a sip, or its being a reason to toss the
stuff).24 If REA is true, however, the fact that the stuff is petrol is not an
element of the set of reasons to act that there are for Alfred; it is, we might say,
normatively irrelevant %o <~ te Z "1 tie flce—tec... sc——f—<'ed

We can further draw out what is implausible about this verdict by
considering some of the other things a proponent of REA needs to accept
"t%o [ Tco%o —Sce ec——f—cteda ~  ™I"E ¢ efeltMatiga"tta 1<
reason to toss itj | would be speaking falsely if REA is true: the mere fact that
the stuff is petrol is not a reason for Alfred to toss the contents of his glass,
because it is only a reason if Alfred becomes aware of it. Furthermore, | would
also be speaking falsely if e f <1 <eo—ff1 T¢* —Sce o—_wolldbe af-"‘74 -
reason to toss itf —eZtee ™f ‘e _Sce o_f_fefe— ' f F77¢ —<..
is petrol, and you were to find out that this is sehat would be a reason tdoss
the contents of your glasg| take it to be clear that this is an unnatural way of
expanding the former statement; worse, it arguably also renders the
statement false, for Alfred could properly respond to the latter statement by
ef>¢o%o o' ef—Sce% fZ'¢% —ST Z<ete TIfidkoyttHal thise ‘=~ ™ S:
stuff is petrol; if it is, that is a perfectly good reason to toss it

There is a closely related problem: if only the facts that we are already
aware of are reasons to act for us, as REA claims, then Alfred cannot embark
on an investigation into whether there is, at that time, any reason for him to
toss the stuff in his glass. | find this implication wildly implausible. If I know
—Sf— —Sf e——"" <o t_"'Z4& fot of> —' Z "tbtokstheS It <o
stuff in your glassy| would be speaking falsely if REA is true, unlesscieate a
reason for him by telling him that there is one. But that is surely not prima
facie plausible way of describing what is going on here: on the face of it, |
report on there being a reasona reason that isalready there so tospeak | am
not in the business ofcreating a reason2s Furthermore, if a reason for Alfred

24 1f you find this caseinadequate because it isacking in inoral ~ Z f ~ imiagine that it

is not Alfred who wants(and would enjoy) a gin-tonic, but his friend Belinda; Alfred is
still the one holding the bottle containing what he believes is gifbut which in fact
contains petrol), and Belinda has asked him to fix her a drinkDoes Alfred have a
reason not to mix the stuff in the bottlewith tonic, and offer aglass to Belinda?

25 This is not to say that we are never capable of create reasons, (better perhaps)
capable ofgiving people reasons to do things by sayingr doing something: most
conspicuously, if | ask you to do something, | may be giving you a reason to do the
thing | asked you to do. (Whether this picture can be maintained is comversial; see
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comes into existence when | tell him that there is one because | created this
reason by saying that there is one, the reasdwo toss the stuff that now exists
would be the fact that | have told Alfred that there is a reason to do so, not the
fact that the stuff is petrol. Things get even worse, for if | say to Alfred that
there is a reason for him to toss the stuff, he could nobhen go on to find out
what that reason isthat | am talking about. Here is why: (a) Alfred either
already knows what this reason is, if | have succeeded at creating a reason for
him by saying that there is one, for in this case the reason would be thecfa
that | told him that there is a reason, a fact that he already is aware of; or (b) if
| did not succeed a creating a reason to act for Alfred merely by saying that
there is one, there is (as of yet) no reason for him to toss the stuff, and so there
is dso no reason for him to do so that he can find out about. Neither option is
at all attractive.

é:t fo. .. fe—e— 17 ZA"iTTo ec——f—«<'e _éf_ _g:t v
committed to, then, is flawed (or at least, deeply problematic) in several ways.
First of all, the account implies that the fact that the stuff is petrol is not a
reason for Alfred to refrain from taking a sip; this is already implausible.
Second, such an account cannot really make sense of what happens when
someone informs Alfred that there is a reasn to toss the stuff; at most it could
allow that | would create such a reason by telling him that there is one. But
plausibly, there already exists a reason that | refer to when | say that there is
one; the reason that | refer to when | say that there isne is surely not the fact
of my saying that there is one, but instead the fact that the stuff is petrol.
Third, contrary to what such an account implies, it seems that Alfred could
engage in an investigation into what the reason is that | tell him exist$. he
were to ask me what the reason is that | am talking about, | would not answer
f™M$778 —S% "tfe'e <o —Sf— E—e— —ZF >'— —8f- -8’
—Scee (= ™Mfeli —eZtee ™Mfe tiZ¢ F"f—1Z> —">co% —' foo
cooperating participant to the conversation, | would answer that the reason is
that the stuff in his glass petrol; when | give Alfrecthis answer, he would
then and, it seems, only thenhave found out what the reason to toss the stuff
was that | was talking about. Alof this counts strongly against REA.

In a later article about practical reasons, Williams writes that,
"tT%o f T coe% —STt ... fet ‘" 7 addrg rEabofablepérsohevousd say
that [Alfred] does not have reason to drink what is in the glass, evahough he
—Sceee St Sfei s{{wa uxa 1% Sigwever, fif thist oéiginal

Enoch[2011] for an excellentdiscussion.)The claim here is merely that this does not
seem to be an instance dhat *Ste‘efe'ed  trei— %<t Z°VEt f "Ffere —¢
stuff by telling him that there is a reason, rather, it seems that | pprt on a reason that
is already there. Things might be different if | ask him to toss it, because, say, it is
offensive to drink in front of the recovering alcoholic friend that | brought along.
26 To be precise, Williams is officially concerned at this gint with the question
whether false beliefs can be (or provide) reasons, not with whether ignorance defeats
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discussion of the case, Williams seemed to be open to the possibility that there

might be theoretical considerations which are weighty enough to lead us to

reject our intuitive verdicts about cases such as that of Alfred, where an agent

Co eco—fote f o U (Yoo "fe— N "EZE"fe— ef——t"e < °f
Zi%o<sZf—1i s{zsd srt -Sf- t&%a -St "f..- -Sf- —s¢
not a reason to refrain frommixing it and taking a sip, or, for that matter, a

reason for him to toss the stuff. Let us examine the most salient candidates.

4.2.2. The argument from explanation

One consideration that might lead one to reject the intuitive verdicts on cases

such & that of Alfred, and the one Williams himself takes to be of crucial
o’V fe  FA ..'e...f"ee St 'teec «Zc—> ‘" f "ffe'e Fco%o f-

for acting. (I introduced this idea in [4.1.3] above as a consideration that might

support an accessibility ondition on practical reasons, but it should be clear

that it can, at least potentially, also figure in a defense of an awareness
Llete—cte @ i< fZ "Hfetee fUFA e L —ZF of>a 17

practical reasons are, therefore, they mustéthe kind of thing that is capable

of being the (or at least, of being among the) reason(§r which an agent acts.

And whenever this is the casethat is, whenever the agent acts for the reason

in question, in the way this reason supportsa reason mustexplain, or at least

ZEF Cf"— 7 fe 18 Zfef—<ceda " ™S5 —St f%ofe— f..—cA o <

N«

N«

T etef_Sce%o ...fe .k f "Ffe'e "7 f..—<ed —Ste «— .. '—
for acting on a particular occasion, and it would then figure in an
explanation of thataction (1981: 106).

| consider whether this explanatory requirement is defensible below (4.3.2),

but for the moment, let us simply grant the thesis, viz., that for any fagt if Fis

a reason for an agento perform an action A, then it must be possible thaf

is the reason for whichSdoes A, in which caseF explains (or figures in an
explanation of) why S did A on the occasior?” fZZ7Z —S«<e 1-St 1§ Zf+f
"iC—"fete—i ‘e "f 8. fZ "ffe'eea

reasonhood. | amof courseconcerned with the latter, not the formerquestion, but |
foee—et ™% [ fe —fed <ZZc<feei o—fe.. T ‘eastriceonide’lattertS—Fe1 -
otherwise, the upshot is that while there is no reason for Alfred to take a sip, there is
fZe' of "ffete "7 Sco ' _tee _8f . te_te—e ° Sco %oZfeed —-
"ffetef,Zt ’tifeluding Bernard Williams would agreethat there is a reason for
him to do so.
27 | set aside the worry that on the face of it, a fact can explain why an agent acted
without being the reason for which an agent acted: viz., the fact that | have a headache
might explain why | was rude to a studat, but the reason for which | acted rude was
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Williams never goes on to elaboratevhy adherence to the explanatory
"iY—<"foete— of s Z1ft ‘et - TE—e— Zi%o<eZf—-F1 -Sf- —S1
is not a reason for Alfred. This section offers an attempt at an elaboration,
sketching what the argument might be, without pretending thatthis is what
Williams (or anyone else, for that matter) is in fact committed t@9 | suppose
the second step in an argument that builds on the explanatory requirement
™7t L f = Ttce— ‘—— —Sf— «— effee "Zf—ec 7% -Sf—- <
reason foracting on a certain occasion (viz., if that fact is the reason for which
the agent acts), and the fact explains why the agent acted on that occasion,
then the agent in question must beaware of the relevant fact for such an
explanation to succeed. If, forexample, Harry calls an ambulance for the

"Efe's —Sf— fZZ>ie Zt% <o, eded fef ™F fo—fe'o —* 13
i—<2% —8t “f..— —8f— f[ZZ>ic Z1t% <o ,"eted <— ottes

N fZZ>ie "Z<%S— < —Sce t5'Zfefnvireing.elf Harrytwas— fZ7
———F"7> L, Z<<t—e = fZ7Z>i% ,tco% <eE—"Ft4& —-SF "f..-

reason for which he calls an ambulance; it would be unsatisfactory at best if

we explained why he acted by citing this fact. It seems, therefore, that act

can only be the reason for which an agent performs an action, and thus can

only explain why an agent acts in a certain way, if the agent in question is
f™MFf"F *° —Sce "f..—& o f eZ'%fed ™% ...'—Z1 of> —Sf—- 11
f™ f"feteei& an objection to this idea in a footnot&) When we put

_éf_ _Si .__T:tc_ f..:tT f- _o(o'\‘"oiT “—i'—("a fZ' f,,‘__ "

i f 2T 7 T<%o—"<o%0i <o —STF TE Zfef—c'e T fl—ce o = F —e
™S coe—fo.  FexpaBgWMiy Sdid AT <o —etF e—'F fo of"%7> f t< 171
“~ f£&'"feeFelas the reason for whichSdid Aia F ..‘—Zt fZ™f>e "fe'.

formulating the requirement under consideration here without making use of the
Teec, 2> ecoZtfTco% —17e 11 &akEinfply@bidt whether a reason can

be acted on (or for) by the agent for whom this reason is (claimed to be) a reason.

28 The label derives from Dancy (2000: 101). Note that Dancy is interested mainly in

the ontology of reasons, and wields this requirerant in a discussion of what sort of

thing reasons are; | leave that matter aside here.

29 The position under consideration is not very popular, so the arguments for it that

are discussed in what follows are mostly of my own making, expressing what |

imagine proponents of this view might say in its defense. Most philosophers who

write on practical reasons allow for unknown facts or truths as reasons (but see

Gibbons [2010] for an exception; | discuss his main arguments in [4.2.4] below). Note

that while many either explicitly reject REA (e.g., Parfit 2011: 32) or defend some view

that entails the negation of REA, most leave matters at that, remaining silent about

whether a weaker epistemic thesis (such as RAA) is true.

30 Besides the worry mentioned in note 27,0ne could object that awareness is not

of . Feef"s " FE Zfef—""> t—Fe. . . >SHoaWdre offSif fe tLfed figte— - 1

knows thatFia ,%..f—e3% 1”175 F drpethapsjustBigbly believing thatF,

<o e—""c..cfe— "' e niforWhich S Actst fiewever, | do not think requiring

e ™7t %t <o —'' e—"'e% A "7 Tt teete " _St . Zfce -Sf— < f
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these two ideas together, we can now summarily state the argument from
explanation for REA as follows:

The argument from explanation for REBA

For any factF, agentS and actionA,

1. Necessarily,if F is a reason forSto do A, then F can figure in an
explanation of why SdoesA.

2. Necessarilyjf F can figure in an explanation of whySdoes A, then Sis
aware ofF.

Therefore,
3. Necessarilyijf Fis a reason forSto do A, thenSis aware ofF.

On what | believe is the most natural interpretation, this argument is invalid.
“etf ™S5 _—Sce <o o'd ™I otfit - $8§'Z¢...f-F —St [ % —
further; we can start with the first premise. In possible worldterms, we can
spell out what (1) gates as follows: in every possible world in whichF is a
reason for Sto do A, F can figure in an explanation of whyS does A. Put
T i de—2Z54 " e £TETs e, Z WHAH WieresF B & rEason forS
to do A4 fe 118 Zfef—< ‘WE(FSMin”\Zmah F explains or is part of an
explanation of why Sdoes A for the reason that F (alternatively, a world in
which F is the reason for which S does A) is accessible, given some
understanding of the accessibility relation (more on this relation in a

acting, the agent must have known that this fact obtains, see Hyman (1999) and
Hornsby (2008). Second, one codl also object that an agent need not even be
consciously awareat all of Fin order for it to be correct to say thatF is the reason for
which this agent acted in a certain way; the idea here is, roughly, that we can respond
to facts in sub or unconsciousways, and when someone does so, we can correctly
describe the agent in question as acting with those facts as their reasons (See, e.g.,
Arpaly 2003 for a recent example of this view). Perhaps this is true, but even then the
facts that are the reasons fowhich agents act still need tampinge on the mental life
of the agent in question: we may or may not choose to describe this as a state of
awareness of the fact, but there is some causal influence either way. The cases that |
am ultimately interested in concern facts that do not, and even cannot, impinge on the
mental life of the relevant agents. So while this observation may well be correct, it will
not really help in building a case for the position | am trying to defend (viz., that facts
can bereasonst “fe <" o' fef fTET ™ZZ [ fef —' ee'™ _Sfeq ‘" fTfe |
them in some sub or unconscious way). | will therefore leave this point aside,
proceeding as if there is no problem with the assumption as it stands.
31| assume that all three of theselaims, if true, are true as a matter of conceptual or
metaphysical necessity —St> f”% $<-St” ... Zfcee f,'—— —SF of——"1f *°
about the conceptReAsoNin case of [1] and [3]) or about the nature of, or concept for,
f 173fe's 13 Zfhefek ' ~iSt Tef..Feef"<Z>ia
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moment). The second premise, (2), can be understood to state that whenever
Ffigures in an explanation of whySdoesA, Sis aware ofF. | take this to mean
—Sf— £7f" Tteec 71 113’ 7 W inatmicRF isZHeireason for which
SdoesA <o fe TFFNFee ™ Wil which Sis aware of F; it is, in other

words, not possible thatF figures in an explanation of the relevant sort of

what Sdid if Sis unaware ofF, and thus there is no world in which this is the

case. The conclusion that is drawrrdm these two premises is that wheneveF

is a reason forSto do A, thenSis aware of F& —Sf— <e& $73"> 17ffe‘e ™
which Fis a reason forSto doA <e fe Tf™ f"fefee ™ " Bisjaware™S«<...S
F. In brief, (3) states that, for any possible worldwW and factF, if Wr then

War). This is not a valid argument, because all that we are entitled to infer
from (1) and (2), thus understood, is that for any worldWx and factF, if it is

true of Wx that Wrr then there is some worldWy of which it is true that Wae

that is accessible fromWx. Assuming that the accessibilityrelation is not (and
equivalent to) the identity-relation, we are surelynot entitled to infer that Wx

=Wy. Yet only if this further inference were licensed would the argument from
explanation succeed at providing support for REA. The point can also be

T8 " feef T <o f eco’ZF" WA «—8<l.— <o Zd. . fEE @A 1
reason forSto do AT&rT " ‘Fekplains why SdoesAiarT ~‘Sidaware ofFia

i "7 fef . Feef<Z>ia& fof TAT "7 17'eec, 7514 =St f"%o—oFe
initially spelled it out looks as follows:

1LYR: 7 A)
2. YEr 7 A9

Therefore,
3. YR: 7 AP

~

This is not a valid argument; all that™* ZZ* ™ » e s fetf32t <o ui

32 This much,it seems to me at least, can be ascertaingdthout having a worked-out

o:tofo_(___- ~em —Si ”"("(2(—) ”:t"f—‘" A(%o—We%b\Olslldl’Dﬁie,é u é. f
though, that the necessityoperator in these claims neechot express the same type of
modality as the possibility-*"+"f—-" <o s & u & fet ui & " —-Si "Uef

conceptual or metaphysical necessitysee previous note) Whatever we exactly make
of the sense in which it must be possible that a faekplains why an agent actsthough,
it seems that conceptual or metaphysical possibility would be too weak, at least in the
eyes of those who would want to push an argument relying on the ebgmatory
requirement on reasons >f— E—e— ™Sf_ St "FZ1"fiis isipastiof " 17 teec,
what is at stake both in the discussion here and in section (4.3.2)he formalization of
the argument offered in the text should does not make explicit that the modal
operators used may have different semantics; we could do just thabf course, by
superscripting the operators for example,so that (1) would read as follows: Y{(R¢ 7
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u 'I'\aRF 7 A\F)

—— o—"1%7Z> Ui s ef— f TMf5 7 MEIGRYR oo <o [ ™[>
representing RAA. We will consider whether the explanatory requirement
provides support for RAA in more detail in section (4.3.2 Here, we should
note that in order to save the argument from explanation for REA, its
proponent must insist that the offered interpretation of one or both of the
premises does not adequately capture what she had in mind. | suppose that
my rendering of (2) would be the main target of such an objectio® To start,
let me concedeimmediately that | did not make much of the occurrence of
To.fei <o =St f,'"F $8'Zc...f—<'e " —St ef ... ‘of ""Fecetds -
claim about what is the case in the wods in which Ffigures in an explanation
of when SdoesA. Instead of taking this premise to state that all of the worlds
in which F figures in a reasonsexplanation of why S does A are worlds in
which Sis aware ofF, we could interpret (2) as stating thatif it is possiblethat
F explains why S does A in a world W, then Sis aware of F in W. Thus
understood, (2) is a statement about the conditions under which the possible
world(s) in which F explains why Sdoes A count as accessible, from a given
world W; what it asserts is that only those worlds in whichS knows
everything that Sknows in W count as accessible, in the sense relevant to the
argument, from W. On this way of reading the second premise, the argument
does come out as valid, for now weare entitled to infer that any world in
which it is true that Fis a reason forSto do Ais also a world in whichSis
aware of FA& Sf— <o —' of>8 <& "7"'e 171 Wr@’ dtfleast dMe”Z 11
TE8'Zfef—<'+ WepZi$ iarcessible, as premise (1) asserts, and if an
TE8 " Zfef—c'e ™M "Z17 <o f W.orlly ik \Witsef"¢e fo Tf™f tetoe
™ ZFiA fe ™% o™ _fef ddesZFéM —RAf— FTE"> T7Ffete ™
feo Tf™Mf tetes ™M "7114 E—e— ZLdhg symbolfsm introdécede < »
above, the second premise of the argument from explanation for REA must be
"E U fefe—fT feo ti 4 o'— feo t @

AEr), and likewise for the other claimsFor more an the point, see note 61 belowalso
seethe remarksin the previous chapter regarding OIC and the twa &nsfer principles
discussed in section (3.1)in particular, see notes 1, 13, and 16 of that chapter.
33 A critic could, in principle, also object to my rendering of (1): she might holdthat a
fact is a reasonto act for an agent only ifit is part of the best explanation of why an
agent acts, not just when it possibly explains why an agent acts. This, though, would
make the explanatory requirement on reasons, which the first premise of the
argument intends to express, too strong even for thet ™ S* | +Z<t "t «— <o f TTFL0
about reasons, for on this way of spelling it out, the requirement entails that there are
no reasons for which an agent does not act , yet surely there are such reasansre
precisely, | assume there are both (a) reasorfer actions we do not perform, and (b)
reasons for actions we do perform yet that we do not act on (or for).
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2. YEr 7 A)
tll'g AF 7 A;:)

Ste t <o "E'Zf..fT ™Mc=S ti & fet ...feE‘<eit ™c-S s ¢
and good but why are we supposed to understand the second premise of the
[ % —ete— feo ti <oeo—Fft 7 t & St co——c—<"FZ> "Zf—0«
premise, noted above, was that whenever you act for a certain reason, you are
aware of the fact that is your reasonThis idea, which is plausible enough to
o> ocotd ‘7> %< te —e t & a—— *'— ti a <o 717> ™7t e
some fact explains why you act in the way you do (i.e., every world in which
that fact is the reason for which you act), you are awar of that fact. If
someone were nonetheless to insist that it ipossiblethat a fact explains why
an agent acts only if the agent is already aware of the fact, it is not clear what
this insistence would be based on. It is true enough that an explanation of why
an agent acts in a certain way will not go through, if the agent meains
unaware of the fact claimed to be a reason. But this point by itself does not
show that it is possiblefor the explanation to go through only if the agent is
already aware of it. If Jimmy is not actually aware of the fact that his bike has a
flat tire, and, as a matter of contingent fact, he will not become aware of it
either, | can acknowledge that while this fact will not explain why he takes his
bike to the repair shop (were he to do so), while also maintaining that the fact
could perfectly well explain why he takes it, were he to do so: if it is possible,
in the actual world, that Jimmy becomes aware of the fact that his bike has a
flat tire (even though this will not in fact happen), then it also is possible that
this fact explains why he acts irone way rather than another. The intuitive
idea behind the second premise is not a thought about when a certain thing is
possible, given how things are; rather, it is a thought about what will also have
to be the case, when something else is the case. Nome could of course
simply stipulate that that only worlds in which the agent knows what she
presently knows are worlds that count as accessible from the actual world;
ti —Ste t<—St” £& "teeted 7 <o Fo—fcZFtt 54 —Sce e—’—]
fe f"HiZE fe— 'teec, «Z<—>i& —— ™S fnetivaor—fart thist —-S%
stipulation? The mere observation that whenever an ageng acts for the
reason thatF, Sis aware of Fis of no help here; the claim that only scenarios
where we keep constant whatSis and ie «‘— f™f"f '~ ‘—e— fo 7"f]
Meec «Zc—cEel ofFte —' [ e'—<Tf—ft ‘e otef cotiietie—
motivation, the suggested alternative interpretation of the second premise can
be set aside without cost.

None of this amounts to a positive ground for rejecting the explanatory
requirement on reasons, understood in the way that the argument from
explanation tries to show that we should. There is, though, at least one more
thing that can be noted in favor of ejecting the idea that we should
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— et e—fet —SF of . fet '"Fecef feo ti & fot —S—e —St 3§
in such a way that it entails REA. If we allow ourselves to consider the matter

at hand a little more informally, we could say that what this prenge (thus
—oef et t& "feete <o —_St «tIf —Sf- t'ce—Fec...fZ2Z54
‘o =St —f,Zt1 " f e— ... foee " —7 18 Zfef—c'o <o M3 .S
that fact to be a reason. Yet this surely is not a plausible demand on reasons
when we look at other dimensions of reasons. Consider a simple example. If |

get $1 if | push the button in front of me, then this fact is a reason for me to

push the button. If | get $1000 if | do not push it, then that fact is a reason for

me not to push. Imaginghat | am aware of these facts, and that nothing else is

at stake. Assuming that the marginal utility for me is the same for every extra

dollar | receive, the fact that | would get $1 if | push the button is reason for

me to push that is clearly and masskely outweighed by my reason not to push,

and so this fact can only explain why | in fact push the button if | airrational .

Given that it is massively outweighed, the fact that | will receive $1 if | push

the button can only explain why | push the buttonconsistent with my being

rational in some range ofcounterfactual situations (e.g., in situations where |

receive more when | push than if | do not), but not in the actual world. Yet the

fact is still a reason for me to push the button.

The point generalies: if explanations of why agents act with certain
facts as their reasons are to be consistent with these agents being rational,
then for every reason that is outweighed or undercut by other reasons, we
need to move to a counterfactual situation, where th other reasons are
assumed not to exist, or be less weighty than they are. In this light, demanding
—~Sf— 11"1">—-Sce%o <o ‘o —SFt —f ZF7 " f e— ... .. tee"—7 18
is, then, inconsistent either with (a) agents being rational when the
explanation goes through, whenever a reason does not carry the day, or with
(b) there being reasons that are outweighed or undercut by other reasons.
Neither of these options is at all appealing, and so what needs to go is the idea
that the actual situation needs to contain everything that a successful
explanation requires, if the facts of that situation constitute reasons to act. But
once we are allowed to move to counterfactual situations in order to save the
explanatory demand on reasons that are outweighi or undercut, why is this
move not allowed for reasons that agents are unaware of? Without a
satisfactory answer to this question, the argument from explanation for REA
can, | submit, be set aside.

It is perhaps worth pointing out that what | am rejecting here is
merely the claim that we should interpret the explanatory requirement on
":tfo‘oo Ce f o "¢ ... — TMf)a _Sf_ (oa f "‘:I: f "‘(o%o _Sf_
for a successful explanation of why an agent acts that involves the fact that is
claimed to be a reason. This leaves open the possibility of accepting a
different, less demanding variant of this requirement: that is, we do not need
to deny that reasons can be acted on, and are thus potential explanations, if we
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reject the above way of arguing forREA. This is good newdor it means
rejecting REA iseasydoing so does not require rejecting a claim about
practical reasons that manyfind compelling. For all | have said, there is
defensible version of the explanatory requirement, and that version ay turn
out to be capable of supporting RAA. Before we look into whether that is so (in
section [4.3.2] below), let us first examine other putative sources of support
for REA.

4.2.3. The argument from deliberation

If considerations of explanation do not provide support for restricting
reasonhood to known facts only, perhaps considerations of what figures
practical deliberation do: some find it plausible that there must be some kind
of connection between (goodyeasoningabout what to do, and (goodyeasms
for action. As | formulated it above, the idea here could be that if one is
reasoning or deliberating (I use these terms interchangeablyjvell, then the
things that one is thinking about, or the things that one is reasoning from
(towards a conclusion ab —— ™S f— —* t*' & f” 134 Chiithislided be &
appealed to in an attempt to support REA?

We could try to get an argument for REA off the ground in a similar
way as we did with the explanatory constraint: we can start by maintaining
that, if Fis areason for Sto do A, then it must be possible thaf figures in the
reasoning of Sabout whether to do A, provided S is reasoning well. Next, we
can note that it seems plausible that a fact can only figure in good reasoning if
the agent is aware of the fet; taking the fact that F as a reason to do
something arguably requires knowing thatF. So one can only be reasoning
well from Fif one is aware ofF (i.e., if one knows thatFis the case)s But if we
then proceed to infer the conclusion that thereforeF is a reason forSto do A
only if Sis aware of F, we would be making exactly the same mistake, of
course: either the argument is invalid, or we have gone beyond the intuitively
plausible claim that underlies the second premise, viz., that Ffigures in good

34 My formulation of the deliberative constraint draws on Schroeder (2007: chapter
2); also see Setiya (2007: chapter 1) and Hare (2011, but seey f2012] for some
criticism of the use that Hare makes of the deliberative constraint). The constraint is
usually wielded as a consideration that poses a problem for Nddumean accounts of
f =< fZ "hfetece%d <A fo oftee 'Zf—ypicallfiguredrigoddfe<”te T
practical deliberation, why would one maintain that desiresare reasons? For why this
may not be the most effective strategy for resisting the Neblumean position, see
Schroeder (bid.) and, in a somewhat different vein, Gibbons (2M).
35 For a defense ¢ this thesis, see Hawthorne &Stanley (2008). The view is not
uncontroversial (see, among others, Littlejohn [2009] for criticism), but if it is false,
then so much the better for my rejection of the line of argument sketched in thext.
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reasoning as undertaken by§ Sis aware ofF. This way of appealing to what |
T—, ottt T=St t1Z¢, £ f—<"F . fee—"fcooi o o—""""_co%o é
work.

But one could appeal to this constraint in a slightly different way,
which | already hinted at in section (4.1.4) above. Imagine that Harry is
deliberating about what to do; he is, say, considering whether or not he should
buy a ticket for the movies. As it turns out, Sally has just been hit by a car
around the corner from where Harry is pordering his options, but Harry is
unaware of this. Is he reasoning badly if he does not take the fact that Sally is
injured and needs a ride to the hospital into account, but instead is thinking
only about whether the new James Bond movie will be worth hiime and
money or not? It does not seem implausible to maintain that his reasoning is

E—e+— “cofd "Tctit St ocetiit <o LZ<T<—e —0 fZZ>0
deliberately ignoring it or according it no weight in his deliberations despite
being aware of itA f"">Te "ffe‘ecoe%o Z''ee <o '"TF"4 T o'4 —Sfe <

can be reasoning perfectly well without thinking about facts that they are
unaware of; their ignorance, in other words, does not affect the quality of their
practical deliberations. But if tha is correct, one might think, then the facts
that such agents are unaware of are not reasons for them at all: if an ag&ht
can deliberate perfectly fine about whether to ddA without taking F, some fact
that Sis unaware of, into account in deliberatingabout whether to do A, then
why would one think that F is a reason forSto do A under these conditions?
Without an answer to this question, REA may look plausible.

There is more than one thing | want to say in response, but one thing
worth noting straight away is that even if one finds the line of thought just
sketched persuasive, it does not quite support REA. While not thinking about
someseemingly relevant facts that one is unaware of may not affect the quality
‘o tetie THZ<, 1" f—<'eed <e+oesnocteXtbdttcalSsuchifacts. Imagine
that Jim is unaware of the fact that Melinda needs a ride home. If REA is
correct, this fact is therefore not a reason for him to pick her up; the present
line of thought tries to motivate that verdict by appeal to— St ...Zfce —Sf— <o
practical reasoning, in which this fact does not figure (given that he is
unaware of it), is perfectly in order. But it is quite easy to imagine

W —ee—fe Fe o ™S § _SF Zf——F" ..Zfce <o <7 f-
father, and dm knows both that Melinda gets out of school at three in the
afternoon and needs him to drive her home, and that it is almost three p.m.,
but he has not put these two pieces of information together, his reasoning
does not look just fine if the fact that Melinda needs to be picked up from
school plays no role in his reasoning about what to do right now. Not having
put the two pieces of information together, Jim does not know that Melinda
needs a ride home, but not only does this appear to be a good reason fim
to get into the car, it also looks like his reasoning is not in good standing
precisely becausthis fact plays no role in it.
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The more general idea that | am appealing to by way of the above
example is that there can be facts that an agewght to become aware of
when deliberating, and when the agent is not aware of them, and remains
ignorant when deliberating, then her ignorancedoesaffect how good or bad
her deliberations are36 Deliberating well about whether to doA is not merely
a matter of gving the proper weight to the facts one is, at that moment, aware
of; at least on the face of it, it also requires becoming aware of certain facts.

cofe . fef «ZZ—e—"f—%e —St "fco— <o '‘efd “—c—Ff Zcoc—Ft

is put two pieces of inbrmation he already possess together, but it seems
eminently plausible that in order to deliberate well, an agent must sometimes
obtain further information by way of performing actions. If (say) | am your
doctor, and | do not bother to read your chart befe making a decision on
what (if any) treatment to give you, then it seems that | am deliberating rather
poorly; my ignorance of your situation undermines the quality of my
reasoning about how to treat you, but remedying my ignorance requires
undertaking an action, not just drawing inferences from what | already know.
If so, it are not just facts that one can deduce from what one already knows
that can be facts the ignorance of which is capable of affecting the quality of
‘efie tTHZ¢,F"f—<'eead T™g factsf ona «canZoenlyt become aware of
through information -gathering activities.

If these observations are on target, then it is not the case thatl facts
one is unaware of can be properly ignored in good practical reasoning:
sometimes at least, there are”f...—« ™S<¢...S ‘—%S—- —' "<%o—"%
deliberations, irrespective of whether the agent is in fact aware of them; in
o—...S . feted ‘of <o o'~ "ffe'ece% ™i77 ™Sie _Stef °f
thinking about what to do. The general principle here candformulated thus:
for any fact F, if Fis a fact bearing on whether to doA that S ought to be
(become, or have been) aware of, theRie f,ete.Ske Bt Zc¢ T "f—c‘oe [, ‘'—
whether to do A marks a defect in those deliberations. If we accept this
principle (and | believe we should, in light of the examples given), then we
cannot move from intuitions about the quality of practical reasoning to REA,
for this move requires the claim thatall facts an agent is unaware of can fail to
"Zf> f "ZE <o %ottt tTEZ<, i f—<'e ‘o =St fURote—Te 'fr-& -
help ourselves to the conclusion that all facts an agent is unaware of fail to be
reasons for that agent by appealing to the deliberate constraint in the way |
sketched here. As the relevant claim is not plausible, this argument fails.

The principle just offered can be accepted even if one takes the
guestion raised above (viz., why, if some faé can properly be ignored by an

36 While we cansometimestruthfully say that there are facts that agents oughto be
f™f"F "4 —St T'—%S—1 <o dypically not FSHeH%o & <l *~ TSfe  ote_
reason tojas | explain in (42.4). For the moment, all | need is thaty criti c shares the
intuition that there are at least sometrue statements of this form.
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agent S vho is deliberating well about whether to doA, we should think thatF

is a reason forSto do A) as posing a challenge for the views on what can and
cannot be a reason to act that | am trying to defend here. All | have tried to
show so far is thateven ifthat question poses a challenge that my view cannot
meet, that does not mean we have uncovered grounds for believing that REA is
correct. For all | have said, there are facts that agents are unaware of, facts
which | want to claim are nonetheless reasonsof those agents, which can
properly fail to be play a role in excellent reasoning about whether to perform
an action. But other such facts, though, are not like that; their absence in a
deliberative process means that this process falls short of being gopdven
when agents are unaware of them. This observation suffices to take the sting
out of the challenge, at least when our concern is with whether or not we
should accept REA; it obviously does not suffice for setting aside the
deliberative constraint asa potential source of trouble for the broader view
defended in these pages.

Either way, the upshot is that regarding the deliberative constraint, as
was the case with the explanatory constraint, rejecting REA again turns out to
be quite easy we do not neel to deny that when an agent is deliberating well,
what the agent is thinking about are her reasons, if we want to deny REA, this
is so not just because denial of REA is compatible with acceptance of the
deliberative constraint, but also because the lattedoes not provide support
for the former. We will return to the deliberative constraint in section (4.3.3),
where | will examine whether it supports RAA.

4.2.4. Reasons and rationality

For the most part, published discussions of REA (and closely relatethims)

have been sketchy at best, merely hinting at how an argument in support of it

may go. The previous two sections have spelled out two possible lines of
argument, the elements of which were pieced together from such hints, and
concluded that both ofthem fail. It would be premature to conclude that there

is nothing more to say, though, since John Gibbons has recently (2010) offered

fo $8 Zc..c— TH Feed ° -8t «ttf —Sf— 1"ffe'e o] & "¢
perspective] M S 37 ™S f— <o "f 2o f Ledii ke f of——F" 0 ™SS
eefTM 4 7 f"i Ce f Tfe¢—¢‘e —' eefTM G 7 f":t GE-.-(A(:I:T e ”:I:
335).37 In this section, | will focus primarily on the negative part of this idea,

“<edd -Sf- "f..—+ ™MSc..S frt 1% pectiVe,fidine-sense of %o fe—1e
being facts that the agent is unaware of, fail to be reasons for that agent. So as

to avoid introducing discontinuity in the discussion, | will continue to assume

that awareness requires knowledge, but much the same consideratiomnsould

37 Unattributed page references in this section are to Gibbons (2010).
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apply if we instead took it to require only belief, or justified belief.The
Tte«—¢«TF TfT— T «,, " evil., Thdtthe things an agent believes, or
justifiably believes, are or at least can be, reasons act for that agent, even if
these beliefsare falsewill be noted only in passing.
Con'eel ofce Zcot 7 pErdns-asfollews. If you hold a view of

practical reasons on which there are, or at least can be, facts (or truths) which
are reasons to act for agents that these agents are unawarg gou have to
maintain that what there is reason to déor an agent can come apart fromvhat
it is reasonableor rational to do for that agent, as it is exceedingly plausible
that the latter is not determined by facts that agents are unaware 6.
According to Gibbons, though, it is not plausible that reasons and rationality
(or reasonableness) can come apart; we see why it is not once we appreciate
two points (p. 345). First, there is no plausible story to tell about what reasons
are supposed todo, if the> f"f «'—= —Sf "= 7 —Sce%e —Sf— Tef

"foc<'efZAT f..'eTA& —ST T<I™ _Sf_ —eeet™e “f o fe ]
in the dark with respect to what we should do in situations ofconflict, e. g :
when the reasons there are point in one way and kat it is rational to do
another. (Worse, the view may give the wrong answer.)

(27 e—frc ™IS f ot eef— .. 8 0 ™ME, "tfeces fot

able to come apart if we maintain that facts which agents are unaware of are
eligible to be reasons tof ...— ~*" —Sted f —1" —-Sf-a VZZ tco..—
rejecting the idea that these things can come apart that Gibbons offers in

38 Gibbons al® suggests one could argue from the claim that our epistemic reasons
depend on ourperspective to the claim that our practical reasons are as well, as it
should be the default view that practical and epistemic reasons share their general
features (pp. 33536). Assessing this suggestion would require developing a view on
the nature of epstemic reasons, which is not something | will do here, as this chapter
is long enough already as it isFurthermore, Gibbons seeks to show that two
considerations that seem to support the view that what reasons there are is not
TH fetdo— o —7 T o <" f .= "7 Tctd e—" "o 7 BB T ™
The first of these, which concerns the elements of proper practical deliberation,
focuses on the rejection of psychologism in thentology of reasons; this is an issue |
have set aside in (4.1.4) laove, and will continue to ignore. With respect to the second
of the considerations that Gibbons discusses, which concerns the possibility of
advising lessthan-fully -informed agents, | have already said everythinthat | wanted
to say in section (4.2.1).
39 Which is not to saythat it is determined only by the facts or truths that an agent is
aware of; one could add that whether itis reasonable or rational to dosomething
depends as well on the falsehoods an agehtlieves, or (perhaps) the falsehoods an
agent believes with justification. As | noted in the text, my concern is not with the
positive thesis (that believed falsehoods, or justifiably believed falsehoods, are or
provide reasons), but only with the negative thesis (that facts or truths agents are
unaware of are not, or do not provide, reasons).
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turn.40 | end with a brief discussion of what reasons we have to get better
informed if facts can be reasons even if we are not aware of them.

(i) How reasons and rationalitycome apart Many who, like me, hold the view
that reasons to act are facts or truth®f which the agent for whom these facts
or truths are reasons need not be aware combine this view of reasons with the
view that rationality <e f ef——3" ‘" feo f% fe—is ,fZct"ed " St” (
and perhaps of her desires or preferences as well. Somleat more precisely,
these philosophers tend to hold that whether or not acting in a certain way is
rational or irrational for a given agent depends, at least in part, on the
(contents of the) beliefs that this agent hold4¢t And much the same can be said
about whether the forming or having of a certain belief, preference, intention,
etc. is rational or irrational for an agent.

What motivates introducing a distinction along these lines, with
reasons being (provided by) the facts of the situation, irrespect® of the
f%ote—ie f™f tefee ° _Sted fof "f—oc'ofZc—> ,Fco% f -«
mental states, or some subset of these states? One central motivation, | think,
is that we want to be able to distinguish between cases where agents act in
ways that strike us as reasonable given their beliefs and cases where they do
not, even though the facts of the situation are identical in both cases. Imagine,
for instance, that Belinda and Charlene are both holding a glass that contains
gin and tonic, and both desire, andvould enjoy, drinking what is in the glass.
Both of them, we can thus suppose, have a reason to take a sip, and both of
them do so. However, Belinda (correctly) believes the glass contains gin and
tonic, while Charlene (incorrectly) believes the glass cdnins petrol and
tonic perhaps, say, she has read a little too much Bernard Williams recently,
and she has gotten paranoid about the possibility of being handed a glass of
petrol and tonic as a result2 There surely appears to be something amiss with
what Charlene does (viz., take a sip) given her beliefs, but there is nothing

40 While there is a large and growing body oftritical discussions of thevarious details
of specific accounts of rational requirements, concerning things such as their logical
form or their e*"ef—<"F " . f4 <, ‘0 f"=¢...ZF <o =Sf ‘eZ> tco... —o
that outright rejects the basic ideathat reasons and rationality can cae apatrt; this is
why this article is the focus of the presensection.
41 For a representative statementof the view, see Parfit (2011: chapter5). Others,
such as Broome (200}, hold a more restrictive view, according to which rational
requirements apply only toour mental states, without extending toactions, so thatat
most anintention to do Acan beirrational ‘e "‘‘efie '<...——"%
2 — ofs F *ELt..—ft —-Sf- —Sce tFe.."C—<'e Fe_fcZe —Sf-
contents of her glass are irrational, and so her beliefs fail to make it irrational for her
to take a sip. If youhappen tofind yourself with such intuitions, and are therefore
inclined to reject the verdict,imagine instead that a normally reliable friend has told
Charlene that the host of the party is pulling some practical joke on his guesttc
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amiss with what Belinda does. We need to have some terminology to capture
the difference here, and preferably some terminology that conveys that
something can be said against what Chane does. Likewise, if we instead
imagine that both of their glasses in fact contain petrol and tonic, and Belinda
is aware of this while Charlene is not, then it would strike us as weird if
Charlene tosses the contents of her glassven though she has »cellent
reason to do so, given what the glass contains, and we (with our superior
knowledge) would advise her to do just that. It would, however, not at all
strike us as weird if Belinda tossed the contents of her glass, given our
assumption that she is ware of the fact that the stuff it contains is petrol,
instead of gin. Again, we need some vocabulary to mark the intuitive
distinction between the two scenarios; preferably terminology that conveys
—Sf— —St"F <o e ef—Sce%o fecoee ™S at$sfmof dmiss witht S~ <*”

TZcoetfiod of —St —%7ee 1" f—c'ofZi fof T<""f—c'ofZ7 %o<™1
need (p. 345).

This way of ue<e %o 1" f—<‘efZi f+Twhich'tfes theif nditions

of application to the mental states of agents, fits to a considerable degree with
our ordinary way of using the terms (cf. Scanlori998: 25-30). The question
we need to answer here is whether accepting that rationality and irdonality
T3 Fet ‘o f%oto—ei efe—fZ o—f—ted ™MScZF ofco—fcoco% —!
dependent, is a defensible combination. A first observation Gibbons makes is
—Sf— ™MSte ™Mt feecti” —St of——1F" <o =St f,e—"f..—4 <—
notion of a rffe‘s fet —SF e'—cte 7 ™MSF_je "tfelef 7% fUi
o Vef—<"f fZZ'f"ei & uux & fet =St eofef ..fe ,f of<t f
e.g., p. 342). Regarding the probative force of this sort of observation, | agree
with John Broome:

There are certainly connections between thewords 1” f —<‘s fZi fet T7ffe'*4a
For one, they have the same Latin root. But, although etymology can be
suggestive, it gives no real ground for thinking there is a connection

between the concepts [these words express] (Broome 2003 165).

F.oofeta ¢, tee of-te -Sf- <Coot— 1tTTE f ™MIit%t ,F-
"f_(‘on(_)é_T _S:to To‘o:t e _S:t '"'"(of")é_ __‘oo‘oo:too:t —S«<e
say about the relation between reasons and rationality will be compatible with

>'—" —S3$'">7 ). Among the things Gibbons wants to say about this

"tZf—<'e fUFA "<"e—A4 —Sf—- T —i"t "f—<'efZZ> "Et — "t -
—Sf— T,tce% "ffe'ef,Zt <o "Fe'totco% —' "Ife'eeid foet —S«
reason in the world to [perform Al and no " fe‘'e ¢'— —*a >'—i"f "f—<'e

required to [perform A iibida & ~ ™% —fet TVf—<'efZi fet TVEfe"
different terms for the same thing (as we have been doing), then the first
o Lfced ' —i"F "f—<'efzZzZ> "t"—<"tt - %1 ‘efimtof,Z7Ti
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Ty '—i"t "f—<'ofZ2Zs "t —<"tt ' |t "f—<®pdd ther§ore <o [ —f
surely something we can still say, no matter what we say about the relation
between reasons and rationality.

Gibbons is correct in noting that we cannot maintain thati, F <e %o
"foc<tefZ <o "Feltetco% —' "ifeteeia "7 tet L fe f "f-<tefZ
respond (correctly) to the reasons there are, for instance when one is ignorant
of (some or all of) those reasons. But is it a problem if we have to reject these
claims? No: situations where agents are ignorant of (some of) their reasons
precisely serve to show what is wrong with this claim. And the same goes for
the third claim: you are not rationally required to perform an action if the
balance of reasons favors thataion, for you can be ignorant of your reasons,
and when you are, you need not be irrational if you do not perform the action
that the balance of reasons support$

None of this amounts to an actual argument, of course. Yet if one is not
already convinced that there are no reasons one can be ignorant of, everyday
examples should be capable of swaying one to the view that there are. And
‘e .F —Sf— Sf'rtecd *eF .. fe oft —Sf— —Stibil.)about' -1 1
the relation between reasons and rationalityare false. There is no great
theoretical embarrassment in having to reject these claims; in fact, | find it
somewhat incredible to think that they are ordinary, commonsense claims.
Speaking for myself, | have no pr¢heoretical intuitions whatsoever about
what rationality does and does not consist in, and thus no intuitions about this
subject that | believe should constrain our theorizing about reasons and
rationality. Whatever it is that rationality turns out to consist in is something
that will fall out of the correct account of rationality, not something that can
constrain what the correct account can be. Evaluating accounts of rationality
will at various points involve testing it against pretheoretical intuitions, but
prima facie, this is not one of tlose points.

Gibbons appears to be aware of the weakness of this line of argument,
as he also develops two more elaborate objections designed to show what is
wrong with taking reasons and rationality to be by and large a separate
affair. To these objectiond now turn.

3 "tei— —SE"f .. fedfZ 1" f—<«PNMQ or-atileast, not really: there may
well be cases where it is rational to cause oneself to behave irrationally, but that
T feei— ofet —St "fe—7—fe+—  ldtBIprie both fatiohalfand irrational (cf.
Parfit 1984). There may also be cases whelieis morally right to develop dispositions
SSf— MCZZ ZET e = fam MTwKZs e L 7 —fce o fecend
actions that flow from those dispositions right, let alone both right and wrong (cf.
Railton 1984).
44 For an extensivediscussion of the second claim, leading up to the very same
conclusion that | put forward here, see Broome (2007 )aThis paragraph summarizes

‘tetie it —«<..¢ ["%o—eFe—1 ~'7 ™ S> "f—<‘°f2<—> T fe o' —
responding to reasons.

147



(i) What do reasons do? <, ,‘sei "<"e— ‘ EF..—<'s - —_St "™ _Sf.
rationality can come apart runs as follows. If what there is reason to do for an

agent in a situation is not always what it is rational to do for that agent inhat
ec——f—<'ed —Site ™ gf_¢~¢" Tled—<TF e ef_("F e—f——e (o

> 8 —SE ffetee _Sf— e (— 4 —Sf— e—f——e . fee-
But if the reasons there are favor, on balance, a certain action, then

et . feef < Z>& 1EH S o % —' F of<ti <o TfT TE" " "ece% —S
T—-St “—fe—c'e ™MSf_ —St"f <o - | f ofct <o —St “—f.

o Vef—<TE e—f——e <o ‘e 1"" 1 tibih). Gibbbfie ‘conkiders two
candidates for the relevant status: accordingt —S t 1 ~lfaged donception of
Efetesd = of> —Sf— >'— Sf7F f & Affeeted—t W[
would be a good thing if you [performedA & ... ... “Ptce%o —' T—ST feece,
,,f i’r e T cte T T feteed —f o f —Sf— >'— SATE f & "t
of> —=Sf— IR MLt F "ifelef,ZF <7 >t— eei™ f77

346) He then argues that neither candidate is attractive, and concludes that
the only genuine candidate for the positive normative status that reasons
confer on actions <o 1" fe‘ef Zteteei V& ™Sc.. Sisthé sarhg fee—-
—Sce%od T"fic'efZc—>

The general problem with this line of argument is that it rests on the
mistaken assumption that there is something that reasons must do, where
Ttico%o o'et—Sce%i <o feof it «hdt& positive normative statusi
There are reasons which do not confer any positive status on anything,
namely, reasons that are outweighed or undercut. If | get $1 if | push the
button in front of me, and $1000 if | do not, the fact that | gebl if | push the
button is a reason to push the button, albeit one that is massively outweighed.
This fact surely is a reason to push, but it does not confany positive
normative status on the action of pushing the button, provided the notion of a
fTo'%f—<"F eo—f——ei <o —etfadbthings-comsidered ™ f>a 1 <%
"ffetef ZFT <od —fet <thiags censidleréd nplinﬁtive status that
f..—<'oe ec%S— Sfta E—e— fo T,tce% ‘,Z<%of—"">1 " 1,
are4s So we can assume that is some allthings- conS|dered normative status

45 More precisely, | take them to be all-things-considered putatively normative
statuses; whetherall of them really are normative is a substantive question, to which |
turn at the end of this section. It could be objected that the assumption that they are
all-things-considered statuses is not harmless. Admittedly, we can also use both
T"f—<'ofZi fet 17ffegtadapléhind fet just ashinary adjectives, as we can
judge actions as more or less rational (irrational) or reasonable (unreasonable). To
illustrate, if we modify the example just given a little bit, so that now | get $1 if | push
the red button in front of me and $1000 if | push the green button next to it, and | get
nothing if | push neither, and | know all of this to be the case, then although | would
indeed be irrational if | push the red button, | would besven moreirrational if | push
neither button, since getting $1 is better than getting no money at all. So, it could be
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that Gibbons has in mind when he is offering this argument. But no dhings-
considered status is conferred on actions by reasons that are outweighed or
undercut by other reasons. So there are reasons whi t* ¢‘— 717 fe>—S<c*%o
the relevant sense. Therefore, this first objection fails.

One could try to salvage the idea that reasons must confer some
normative status on actions by holding that reasons which are outweighed or
undercut would confer a certan normative status on actions that they support
or tell against, were it not for their being outweighed or undercut in the
situation at hand. However, once we allow counterfactual scenarios here, we
obviously open the door to another simple reply: if couterfactual scenarios
are allowed to save the suggestion that reasons must confer a positive status
for reasons that are outweighed or undercut, then surely we can with equal
justification propose a move to counterfactual scenarios along epistemic
dimensions (i.e., it would be rational to toss the contents of the glass if the
person holding it were aware of the fact that the stuff it contains is petrol, and
so on). In brief: either we have to keegverythingas it is, in which case it must
be conceded that ot all reasons confer any normative status whatsoever on
the actions that they favor, or we are allowed to consider counterfactual
situations, in which case the claim that facts that actual agents are unaware of
fail to be reasons (because they fail to makactions rational or reasonable)
gets no support, as long as we can construct some counterfactual scenario in
which they do precisely that. No matter which option we choose, the objection
fails.46

objected, the outweighed reason that there is for pushing the red button, which isks
F...f—e% ™ 7t % f— Ds something 8espitébding eutweighed, this

"ffete Tofefei '—eSce% —ST "ttt ,———‘e f Ziee Vf-<'efZ f..—
neither button. And, a critic could continue, what this shows is that, contrgrto what |

have suggested we shouldhot ...‘se—"—3F —SF e'—c'e 7 Tt'ce¥o e'ef—Sce%
T teng” <-%oth|f|gszZ-<Ti Tt ——f—<"FZ> etef—<"F e—f-——sid
—Ste fltec——1f1Z>4 o> "tE+..—<'e " =St ... Zfce —Sfleingffeee o
ofef—Sce%i ™' —Zt F <o ="' — Zt4 ,—— —St o"F %ofed"fZ “<im
not. The view that facts that we are unaware of can be reasons for us is not in trouble
2Fof—et —St —-™F%SEt "ffe'ee —Sf— fUoFe—o f” :hg—-fTMf 1
we could hold that these facts...‘e"1” e‘et—Sce% Zcet —St o—f——so
—ee— gt s "ffetes] fe f o —c'eed

46 Let mepoint out here that if we were to take the second option, we arenot forced to

move to counterfactual scenarios in which agents artully informed. All we need is

somecounterfactual scenario in which it would be reasonable for the agent to perform

the action that the reason supports; constructing such a scenario may inrae cases

require that we only partially idealize the epistemic state of the agent. This means that

™E . fe e—<ZZ fT'<t =St 1:typefobjectiofi that Gibhghs. raises to the

omnisciencebased account (see pp. 3480). For a statement of this ofection, see

Johnson (1999); see Van Roojen (2000) for the claim that we need only partially

<ttfZ<et f%ote—ed ‘—ft4d —S'—%S& —Sf— —Sce of> o'— tHfz ™
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Perhaps all of this is uncharitable. Grantedndividual reasons do not

always confer any positive (or negative) normative status on action, but when
combined, they do: if the balance of reasons supports doirfg this means that
Ahas some positive normative status—S«<e "*ZZ*™e “7'e _ St effece% °
suppor—3t ,> =St ,fZfe..t 7 "Efeteci fot —7 fee—e'c'e -
can be understood, at least in part, in terms of reasons. Well then, what is this
positive normative status that actions have, when they are supported by the
balance of reasons? It is, adittedly, not that of being rational, or reasonable.
Rather, | would suggest, it is the status dfeing supported by the balance of
reasons Sometimes actions that are supported by the overall balance of
reasons aremorally obligatory; perhaps this is alwgs the case, but | have
explicitly allowed for the possibility that this is not so (when we moved from

ST —° S & <o o t77<s% ‘—— —8% Ef..—c's “Ne “feZi
Sometimes such actions arprudent. And there maywell be other possibilities
(sometimes such actions will be reasonable, or rational, for instance). At an
abstract level, though, it seems certainly possible that there is nothing more
helpful that can be said, meaning we are stuck with the characterization | just

offered. One may fet —S«<e —* | Tcof ' ‘co—co%da ,—— s<o...f T=§
supported by the balance of reasons has the positive normative status of being
o—"""—tt > =St fZfe ‘Y Vi feteei c«oforfahe eould; f ——'7"
perhaps, reject the claim that this reallyis a normative status4? yet | find it

Sf "t —¢ off ™MSf— %" '—et ‘of L —ZT Sf7E " tce%o o
e— kT > —SE L fZfe k0 T fetesi <o f oo e fo—

if anything is it is not a claim that stands in need of much, if an defense. And
being almost tautological, it is also a claim that it is hard, if not impossible, to
refute.

(i) When reasons and rationality anflict. Gibbons second line of objection
e—f7—e ™S e'_ce% -—-Sf- T™Mc- S—— oo ™ ce% Vet”> o—..
o Vef—<"F e—f——e fZZ1t%FTTZ> ..'e"E"7ET > & "ffe'eed T
happens when that status conflicts with another positive normative status:

ZE<oe%o "Ffetef Zti & uws & * ft1T"fee —Sce cee—1a St <o
pair of claims:

A.If you have most (good) reason to [doA], you ought to [doA]
B. ~ <—ie —e"ffe'ef 7F A& >—ST-AFei- T

offer some further remarks when discussing examples of conflicts between reass
and rationality below. Note as wellthat even if this maneuver cannot saveall of the
claims about unknown reasons that we might want to make, it still suffices for a
rejection of REA, as it entitles us to rule in a wide variety of unknown reasons.
47 Gbbons suggests this regarding the omniscienebased conception (see p. 351), but
I must confess it looks like he is just insisting in different words that the view that
reasons do not make actions rational is incorrect.
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If you are ignorant of (some of) your reasons, what you have most reason to

do is not necessarily identical to what it is reasonable or ranal for you to do,

at least on the picture that | endorse. If the consequents of (A) and (B) use
T'— % S—1 fet TeS'—Ztei—i <o —SF ofefd —oef“—<""48 f7Z ™f,
And if we take normativity to be fundamentally a matter of what there is and

iSei— "Ffe'e —* T4 <— offee —_Sf— ™% ottt —' %o F —’ a
most fundamental sense, dd\ just in case the balance of reasons tells against
doingAa ,—— <—Te* ,F<e% —e"Ffe"ef ZIAdbes rof entailfiat—" t°

the balance of reasns tells against doingAa feT ¢ <—Te ,Fce% —e"ffe'ef
doOA Tt tesi— toe—fcZ —Sf— >'A oS —Ztei— T

%o fcoe— —Sce " efZA <,,'e0 e—%o%ofe—e —Sf— T™F .
consistent with both of these ideas to a view that forces us to choose between
t S F «iibid.); this requires that what there is reason to do and what it is
reasonable or rational to do coincide. Other things equal, | agree that
coincidence would be preferable, but | also believe other things areot equal,
and that we cannot have it bth ways. So the question is: can we give up (B), or
is doing so unacceptable? Gibbons tries to convince us that giving up (B) is a
mistake; if it is agreed that (A) is noR*f%o‘—<f,Z%&4 —Ste ™' —7t <
argument succeed, we must accept that reasons andtigmnality coincide. In
T:t'\:l:o"'(o%o é_ (""‘oo o_f"_o e TM(_S o' —¢e%o _éf_ T
T f=1% "<..fZ <ot "f—<"F7 ™Sc...S 1f " Zcte —* f22Z f %o

Lfe—<o%ofe— Tiec"tei A4 uwt & etfita —Sceformibuf—< t <o

so are the imperatives issued by the rules of etiquette, among other things; by
itself, this shows nothing about theirforce#® Gibbons adds the following:

If a code of conduct says that you ought to [d4] in circumstances in which

it would be obviously and @mpletely irrational for you to [do A], then you

fPf "f—<ofZZ> "E —Ft = %"t —Sf— ..ttt 0 LLte
rationally required to be reasonable, and if rational requirements are
%ofe—coet "t —c"tefe—e t7fe " —SEsi"t o'~ —8t§) ‘eZ> %ot
then denying (B) is out of the questionipid.).

48 One could """ *F -Sf— 1"—% F=t d=S'—Z1+i-1 diferent @dahings
For example,<™ ™1 —fet =Lt F—<TfZfe— = 1< ' — SVA,":t ofe_ 9,
then the balance of reasons favors doingAi f 7 -, F—<TfZEe—- - ¢

unreasonable (i.e., irrational) fo you to do A, you are rationally required not to doA'
we caneasily accept both, no matter whaelsewe believe about reasons or rationality.
Gibbons objects to such a movp. 352), but as far as | can tell, what he says merely
amounts to noting that whatever conflicts with rationality is something one is
rationally required to reject. | criticize this suggestion in the text.
49 Compare Foot (1978).
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Obviously, for any code of conductC no matter what its contents are, if
obeying Cconflicts with conforming to the requirements of rationality in some
situation, then rationality requires that one not obey Cin that situation. But
exactly the same can be said about cod& of course: if conforming to the
requirements of rationality conflicts with obeying Cin some situation, thenC
will require one to not conform to the requirements of rationality in that
sc——f—c'ed ot <A feo ™t Sf "t tte tice% fZZ fLZ'e%od
P fo< e fZi = fe'—e— —' 3% ofef —Sce%hod —SFe = ——"es
"ffe'ef,Zti <+ fnent biratignality is merely to say that rationality
requires one to be rational, which is a tautology. The real question is whether
—St "t —<tefe—e T f_ctefZc—> [ <ottt TWote—ceoti "F
take it Gibbons means that they araormative.s°

How are we to go about answering this question? If we take

Te'"ef—<"c—>i =" ,F f of——1" ‘rea®6®q do,+# fudstion here is
whether there is reason to be rational, i.e., reason to conform to the
"t ("tefe—e ‘7 ”f—<‘-f2<—>é e/cot —St “—Fe—c‘e Tco =St
ZJfZfe..F 7 "Hferee "fT e84 —Sce “—Fe—c'e Sfe feo 7

incompatible answers to it seem possiblél If one thinks that this way of
phrasing the issue stacks the deck in favor of the view that | am trying to
T et SE71a& ™1 L fe <coo—ffT —fet TeVef—<Tc—i = [f f
with the requirements of rationality 1 On this view, the questionof whether
rationality is normative asks what we arerationally required to do, in which
ofet ™MF eer™ _Sf_ St fee™iH” Sfe _t F Trteid T L.t
required to comply with the requirements of rationality; saying that we are is
simply saying the same thing twice over. In this case, it will instead be the
guestion of whether we are rationally required to do what we have most
reasos — t* ™S¢...S Sfe fe 1% "t1Z

Two points are worth making. First, note thaton the second construal,
we may come to the conclusion that (A) has to be given upothing precludes
this possibility (unless it is already ruled out on independent grounds), and so
if we accept this construal, we are still at quite some distance from the
conclusion that both (A) and (B) are true, and thus that reasons and rationality
coincide.

Second, | have been working on the assumption that the first
construal is preferable, that is, that normativity is fundamentally a matter of
™S f- —S1"f <erepsdn todd—I may not be able to convince someone

50 Merely noting that we can and do refer to them asequirementsdoes not suffice for
concluding that they are; see Broome (2007 c) for this point.
51 For an influential discussion of this question, which leads up to the conclusion that
we do not have reason to be rational, see Kolodny (2005); also see Broome (2005,
2007 b), among others. | assume that other thgs equal, it is preferable to be able to
maintain that rational requirements have (derivative) normative force; see note 58
below for some further comments.
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who does not already agree of the truth of this assumption, but if that is so,

then presumably the reverse holds as well. Or at the very least, nothing
Gibbons says shows otherwis& Insofar as the assurmption that reasons are,

fo ™MF ¢c%S— '—— «—& Te'"ef—<"1Z> "—oetfoete—fZi <o T %o
for the possibility that reasons and rationality do not always coincide. Abstract
reflections on allowing or disallowing the possibility that they thenwill point

in different directions in particular cases do not provide grounds for ruling out

the conclusion that reasons and rationality can diverge. And thus so far, we

have not uncovereda ground for treating the upshot of having to reject (B) as

a strike against the view that unknown facts can be reasons to act.

(vi) Getting informed about what reasons there ar@here is one last issue
regarding the rejection of REA that deserves attention in this context, namely,
the question of what reasons there ardo get informed about what reasons
there are. The worry here could be put as follows: if facts that we are unaware
of can be reasons to act for us, why should we get informed about them, when
we could also simply perform the actions that these reasons jtify, while
remaining unaware of our reasons? If what is asked is merely that we account
for the intuitively plausible idea that there sometimes are reasons to get
informed, the task is not very challenging? Say that some facFis a reason for
me to doA, but | am presently unaware of. The mere fact that-is already a
reason for me surely does not all by itself preclude there being some reason
for me to become informed about- (why would it?). Moreover, we can easily
identify some fact which provides ne with a reason to get informed: the fact
that | am presently ignorant of F could well be a reason to get informed about
whether Fis the casefor on the face of it, this fact can surely count in favor of
my getting informed, and that, we could hold, suffies for it to count as a

52 —S¢"t fr—cte ™71t —* — fhefprimitiviorrmiative tetm, and ask
whether we ought to do what we have most reason to do, and/or ought to do what we
are rationally required to do. | have explained why | find this way of construing the
issue unsatisfactory in notel above. Note, finally, that we also have the option of
treatlng reasons and rationality as irreducible, d|st|nct —>'fe T Tt —" [ feid " >'—

et Vef—<"c—>& o —Sce T<f™E " otef "ff——"F o— S fe 1, Fco%
feature, that must mean either that its presence is or entails that there is a reasan,
that whatever has this feature is rationally required. This sort offisjunctive view of
normativity (suggested in Broome 1999, 2004, but rejected in Broome 2007 a)
appears to easily generate conflicts that seem to admit of no obvious solution, given
the assumption of irreducibility. That seems to me to be an excellent reason for
thinking either reasons or rationality has to enjoy primacy.
53 |t may be a challenge forsome T'eece .. cdpofedti ...'e. f'—c'oe Niz.)ffe'eea
those that identify what one hasreason to do with what one would do, or what it
would be reasonable or rational to do, if one were fullyjnformed, as Gibbons correctly
points out (pp. 348349). However, we are not driven towards accepting such a
conception of reasons when we reject REAg its shortcomingsneed not bother us

153



reason for getting informed (Dancy 2000: 69; 2002: 23&7). If this suggestion
is deemed unsatisfactory, there are various other candidate facts we can dcite.

First, the fact that, were one to get informed about what reasons to act
there are, one would consequently be dointhe right thing for the right reason
is a candidate reason to get informed, for arguably, there is value in doing the
right thing for the right reason. This sort of explanation of what reasons there
are for getting informed about what reasons there are is, | think, most
plausible when the reasons are of anoral kind: morally right actions that are
done for the right reasons have moral worthand arguably, there is value in
acting in morally worthy ways. Second, acting in a condition of ignorance or
uncertainty can produceanxiety, and given that anxiety is a highly unpleasant
state, one well worth avoiding, the fact that one will experience sin a state if
one makes a decision while remaining uninformed can be a reason to get
informed. Third, getting informed can be a way oincreasing the likelihoodhat
one will in fact do what one has most reason to do, and so the fact that one
increases thelikelihood can be a reason to get informeée If, for example,
there is now most reason for me to go to the train station, but | do not know
which bus will take me there, by getting informed about which buses go to the
station and which do not, | will makeit more much likely that | will in fact go
where | need to go (and thereby do what there is most reason to do) than if |
do not obtain this information. And that fact we can maintainjs an excellent
reasonfor meto get informed.

Furthermore, the scenaio described illustrates what is actuallya more
general phenomenon, notone that is confined merely to the issue of what
reason we have for getting informed. Often enough, there is now good reason
for me to reduce the chance that | will not do what | haa’ most reason to do
later. If, say, | now know that | will not (or that | am unlikely to) work on my
dissertation tomorrow if | drink a bottle of wine tonight, then there is good
reason for me right now to make sure | will not drink a bottle of wine tonigh,

54 The further facts | cite as reasons need not compete with the fact that one is
ignorant; these can also be taken as explaining why and when the fact that one is
ignorant constitutes a reason to get informed.
85 5 PeofZ<«S*'tid effe ',EL..—chance,gm ndtcondinééd that we
have reason to make it more likely that we will do somethingvhen we understand
likelihood as denoting epistemic (evidential) or purely subjective (Bayesian)
probability, apart from the reasons that anticipated anxiety provide objective
probability facts, if there are any, are on the other hand excellent candidate reasons
By contrast, what we arerationally required to do may well be a function either of our
beliefs or our evidential situation; if we can defend the view that what it is rational to
do depends on the probability distribution generated by our beliefs or our evidence,
such probabilities properly play a role in determining the rational status of an action.
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so as to make it more likely that tomorrow, | will do what there will then be
most reason to do, i.e., write all dasg

While it is not very hard to defend the claim that there is oftersome
reason to get informed about what reasons there are if REA iisjected, it is a
further question whether we can also defend the claim that often, getting
informed about what reasons there are is what there isnostreason to do for
us. The problem is that there is often someostinvolved in getting informed,
the incurring of which is not outweighed by corresponding benefits. The
problem can be illustrated by an example. David, a graduate student living on
a tight budget, is considering buying a second hand car, and has his eye on a
decentlooking Volvo that fitshisc”«—$"<f&a <« fe ™MSf_ Sf oo ™o f
model, make, and mileage, his credences are divided equally between the
possibilities that the car is in good enough shape (and thus worth the price
asked, say $1500) and that the car is in poor shape (and thust worth the
price). He can take it to a mechanic to have it inspected prior to buying it, in
order to find out what shape the car is in. However, taking it to the mechanic
will cost him $200. If the car is in good enough shape, he could save this
money (a hon-negligible sum, given his budget) by buying it immediately; this
would be far preferable to spending $200. If the car is in poor shape, then he
will be better of saving this money as well. David would, in short, be better off
buying the car immediatdy (if it is in good enough shape) or not buying it
immediately (in case it is in a bad enough shape), without ever bothering to
take the car to a mechanic.

Facts about the shape that this car is in give David reasons to either
immediately buy it or to immediately not buy it, depending on what these
facts are exactly, and given the significant costs involved in getting informed, it
would seem that buying or not buying immediately is what there is most
reason to do for him. If he were to get informed about-S+ ...f"ie «Sf’'ta —¢

56 There is at least one possible ground for objection here: while it should be
uncontroversial that | should take steps to avoid getting drunk tonight when it is true
that | cannotwork on my dissertation tomorrow were | to get drunk tonight, there is
at least roam for holding that if | am perfectlycapableof writing all day tomorrow, but
just will not do so, were | to get drunk, then (provided there is value in drinking a
bottle of wine tonight) perhaps what | have most reason to do is both drink the wine
and work all day tomorrow, in which case | do not now have most reason to prevent
myself from drinking. | discuss this issue elsewhere (in my forthcoming); there, |

e Z—1F =Sf—- f- Ztfe- Crte fe L, ET L - Lteett —te_<fZce
imperfection 7 ¢ «‘— f~""%..— ™ $npst rédsbn $of dak Note, though that the
argument offered there does allow for the judgment that there is oftesomereason to
—feF ‘etie "———"% "f<Zco%oe <o—*' f.. .. ‘—e—& fol f— —Sce Ttco—i

trying to establish. Furthermore, as | explain in the text below, there is independent
reason for accepting that we typically do not have most reason to get informed, so
nothing really hangs on the matter here, | think.
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would not be a way of doing what there is most reason to do for him, or a way
of making it more likely that he will go on to do what there is most reason to
do; rather, getting informed is a way of making sure that he wilhot do what
there is most reason to do. We might want to suggest that the costs of getting
informed are outweighed, by the benefits of avoiding the anxiety David would
experience were he to simply go ahead and either buy it or not, but if we
stipulate that his anxiety would be mild, and that having $200 means quite a
lot to David given his financial situation (perhaps he needs it to pay his
monthly bills, say), it is hard to see how the reasons that are generated by
avoiding a state of anxiety could put sufficient wejht onto the scale to tip it
towards getting informed. And furthermore, if we accept that he would not be
doing what he has most reason to do, then there is also no hope of appealing
to the value of doing the right for the right reasons, for he would notddoing
T—St "<%S— —Sce%i ™3"F ST —* %ot— <o " "etta of fTcti
atypical: often there are costs involved in getting informed, and perhaps
equally often, those costs are not outweighed, and getting informed is not a
way of either ascetaining or making it more likely that one will do what one
has most reason to do. In every situation that meets these conditions, the
balance of reasons will, then, tell against getting informed, and in favor of
simply acting in the way the (unknown) reasms support. This is a rather
unwelcome implication, for intuitively, getting informed quite often seems to
be the thing to dos”

I am inclined to accept this implication: often enough, we indeed do
not have most reason to get informed about what reasons ¢hne are; this is
what rejecting REA leads to. However, we can try and make this a more
palatable upshot, by trying to show thatrationality nonetheless requires us to
get informed, even if the balance of reasons does not support doing so. So far, |
have tried to defend the view that reasons and rationality can come apart; if
this is correct, then there is nogeneral issue about allowing a difference
between what our reasons dictate we do and what rationality requires of us.
Arguably, though, there is a lodaproblem regarding how they should come
apart in situations such as that of David, and all others like it. The point is that,
assuming David is aware of the fact that the balance of reasons supports either
buying or not buying the car, we would have to aim that one can be
rationally required to do what one knows is not what there is most reason to
do, if we want to hold that he is rationally required to get informed. And it
=721 f L ET..—Ft —-Sf-4a ™MSf-F"F" ‘efie T<F™ <o f
reasonsand rationality, it cannot conflict with this claim:

57 Gibbons, on (p. 349), offers a more convated example with a similar structure to

make this point. Sce <o ™S> e -t S figurinG F e D ST S F "7 T
ought to become aware oFi —S f —ed dntid ¢he previous section maynot be the
T %S —T ° TS fe d e "Ffoere
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What Rationality Cannot RequireWhatever rationality exactly requires, it
cannot require that one knowingly does something one knows is not
supported by the balance of reasons

If rationality cannot require that one knowingly does something that one
knows is not supported by the balance of reasons, then rationality cannot
require of David that he takes the car to a mechanic, and the same goes for all
situations that resemble his in the relevant structwal respects (i.e., those
where there are nonoutweighed costs to getting informed). Why, though,
should we believeWhat Rationality Cannot Require | suspect that whatever
attractiveness this claim enjoys stems from the thought that, if reasons and
rationality can come apart, as | have claimed they can, requirements of
rationality must be understood by reference to the contribution that
complying with them makes to doing what there is most reason to do. In other
words, the shape and content of all requirerants of rationality must stem
from their instrumental value; they are what we have to go by whenever we
do not know what there is most reason to do. If this rough sketch of what
rational requirements are in the business of doing is on the right track, it
would seem to be impossible that we can sometimes be rationally required to
do things we know will in no way contribute to doing what there is most
reason to do (but which rather are a way of not doing what there is most
reason to do).

This objection to the attempt to vindicate the claim that we are often
rationally required to get informed about what reasons there are has part of
the truth, but it is overstateds8 The truth in it is the suggestion that, insofar as
rational requirements make sense if reasonsf "+ —St ,fe<... 1,—<Zt <2 %o 2

58 The reply that| sketch hereis indebted to the discussion of comparable problems
facing objective accounts of obligation in Grahlma (2010); also see Bykvist (ms.). Both
of these authors argue that a morally conscientious agent will do wrong knowingly, if
the wrong in question is not too serious, and committing it is a way of preventing
oneself from committing a serious wrong

It is worth noting that, instead of challenging how exactly we should
understand rational requirements along instrumental lines, wecould instead propose
some other way of making sense of such requirements. Kolodny (2005) is probably
the most wellFknown attempt to do just that; his alternative account, though, leads
him to conclude that there is no reason to be rational. It seems toarthat we have
grounds for wanting to avoid the conclusion that there is no reason to be rational,
because part of the project here is to accommodate intuitions about cases that conflict
with the view that unknown facts can be reasons, and one way of doifgmaintaining
that these intuitions may be intuitions about what is rationally required. This would
i—e—e fe f TtTe TG f L oot T f—ctel eZ> kP Wo 1. f st L LY
etef—Sce%oid o — o’Ffed
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normativity, so to speak, rational requirements must be understood in an
instrumental way. The mistake lies in thinking that compliance with rational
requirements makes sense only if compliance is a means to doing whéakete
is mostreason to do. While | take it to be a conceptual truth that we ought to

T4 <o =St "—etfefe—fZ4 oo <ot foe— eFeet T 7' —%S—i

reason to do, when we are engaged in practical deliberation, considering what
to do, our concen is notmerelywith succeeding at doing what we ought to do,
and justifiably so. There can be different ways of failing to do what one ought
to do, and these are often not all on a pake %o fef:”fZA <— <o o' —
<o fo %'t feo [ ec<Zytfaldure (bedit@moral wrong, or some other type
of failure) is equally serious, and when our evidence leaves open the
possibility that an action may be either what we ought to or constitute a very
serious failure, rationality may require that we choosesome less serious
failure, to avoid running the risk of doing something seriously defective. We
can put this by saying that while rational requirement indeed exist to aid us in
doing what there is most reason to do, they also have the purpose of aiding us
in avoiding doing what we have very weighty reasons not to do. Sometimes
these requirements will point us towards doing something that is not
supported by the balance of reasons, so as to minimize the risk of doing
something that is has much more countingagainst it than what we are
rationally required to do. Therefore,What Rationality Cannot Requirés false,
and we can maintain that we are often rationally required to get informed, for
getting informed is often the only rational strategy available for woiding
doing something much more seriously defective, in terms of where the
balance of reasons lies. The case of David illustrates the point: while it is a
mistake to spend the money on getting the car inspected, it is a much more
serious mistake to buy 1 when it is about to fall apart; getting the car
inspected is a way of making surdor making it less likely) that he avoids
making this mistake, although it comes at the price of making a less serious
ones®

9 |t should be acknowledged at this point thateven if it is granted that rational
requirements need not only be instrumental in or towardsdoing what there is most
reason to do, but also in avoiding doing what there is overwhelming reason not to do,
we have not yet secured the desired result, viz.hat evidential probabilities should
partially determine what we are rationally required to do. (It is only then, it seems,
that can we really accommodate intuitions about cases where getting informed is
possible at some cost: the expected pagff must be szeable enough.) To put the point
in terms of familiar decision rules, if the suggestion | made in the text is on the right
track, then rationality requires neither that we adopt a maximax nor a maximin
decision rule, but rather something in betweenyet th<e <o T—-™11ej o i
expected utility. Be that as it may, it is progress if we have uncovered ground to reject
What Rationality Cannot Requireand furthermore, what | say here at least does not
rule out that what rationality requires can be modeledon expected utility theory.
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Summing up, | have argued here that although (@) it is true that what
there is most reason to do is often not the action of getting informed about
what reasons there are, (b) getting informed is nonetheless often rationally
required, even in cases where wé&now that by getting informed, we will not
be doing what there is most reason to do, because (c) rational requirements
do not just serve to point us towards what there is most reason to do, they
also serve to point us away from actions that are seriouslgefective (in terms
of what reasons there are against their performance).

This completes my discussion of REA. | have argued that there are
good reasons for rejecting this claim (in 4.2.1), and that there are no sound
arguments from explanation or delibgation that can provide it with
theoretical support. Finally, | argued that it is no embarrassment to hold that
what there is most reason to do is not identical to what it is rational to do.
With REA out of the way, it is time to move on to RAA.

4.3. Are reasons deliberatively accessible?

The previous section argued against the thesis that only those facts an agent is
aware of are eligible as reasons to act for that agent. While rejecting that
thesis is not without importance, we also need to look at a @aker thesis about
reasons and awareness:

Reasons AréDeliberatively) Accessibl§RAA): For any factF, agentS and
action A, necessarily, ifF is a reason forSto do A, thenF is deliberatively
accessible taS

As noted, RAA is strong enough to get the objection from failed normativity
against the possibility of inaccessible obligations off the ground. While RAA is
a view that | have often been presented with in conversation, | am not familiar
with any explicit defense of it in print. | will start with some brief comments
‘o fo ""eof “f.<t "Zf—ec,«Z<—>& fet —Ste fEfecet f"%o—
that draw on the explanatory and the deliberative constraints on reasons. |
argue that not only is neither of these costraints strong enough to support
RAA, both of them turn out to face challenges from a variety of
counterexamples, and thus can be rejected at little to no cost. This way of
proceeding will not establish the positive claim that there are in fact
inaccessble reasons, but it does pave the way for the conclusion that if an
account of moral obligation entails that there are (or could be) such reasons,
this entailment is not an embarrassment for such an account, for it does not
conflict with the normativity of moral obligation.
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4.3.1. Prima facie plausibility

As with REA, we could try to gauge the intuitive, prima facie plausibility of
REA by seeing how well its implications for specific cases mesh with our
intuitive verdicts. Take the case discussed in4(2.1) again: Alfred is holding a
bottle containing gasoline, while thinking it contains gin; | suggested that it
seems outlandish to deny that the fact that the stuff is gasoline is a reason for
him to refrain from mixing it and taking a sip (instead, itseems a reason for
tossing it). When | introduced the original casel made no mention of whether
the fact that the stuff is gasoline is accessible to Alfred; tisgenario described
can be expanded easily so as to maketuitions about it relevant to RAA,by
adding the stipulation that the relevant fact is inaccessible. Does our intuitive
response regarding the case change upon this additiof¥?Speaking only for
myself, it still seems that the fact that the stuff is petrol is a reason for Alfred;
some of those to whom | have presented the case with the explicit assumption
of inaccessibility report that they are no longer inclined to say that ttd fact is
normatively significant for Alfred, even if they share my response to the initial
scenario. What this indicates is, | take it, that we cannot put the burden of
proof on the shoulders of the defendant of RAA as easily as we did with
respect to REA

Nonetheless, perhaps to some degree defending a rejection of RAA is
easier than defending its acceptance. What supports this thought is this: those
who accept RAA take on the responsibility of explaining why this claim is true:
since this claim is notobviously and unequivocally supported by intuitions
about cases, nor itself strongly supported by intuition, it stands in need of
somekind of defense. As RAA is nowhere near as deeply in conflict with
intuitions about cases as REA, the bar for success bas, | grant, significantly
lower than for REA, but we are nonetheless entitled to some considerations
supporting this claim: unexplained necessities which are, on the face of it at
least, not needed for accounting for anyncontroversialiintuitive data points
do not just come for free.

If this is a fair characterization of the dialectic, the proponent of RAA
cannot simply rest content with noting that there are no major, obvious
intuitive difficulties with this claim; she needs to offer somekind of positive
rationale in its support. The sections that follow examine a few of the possible
avenues that she might take when doing so.

60 | do not think the fact that we can elicit the intuitionagainst REA (viz.that the fact
that the stuff is petrol is a reasoh without specifying whether the factthat the stuff is
petrol is accessible to Alfredtells us mud about the plausibility of RAA reasoning
from (beliefs based on) intuitions is plausibly taken to be normonotonic.

160



4.3.2. The argument from explanation

The obvious place to start is, again, with an appeal to the explanatory
requirement on reasons. In section (4.2.2) | rejected an argument for REA
drawing on the explanatory requirement; | left open whether the requirement
is plausible in its more intuitive formulation, and whether it can support RAA.

| noted in passing that the argument fran explanation that we considered
there is perhaps better understood as an argument for RAA than as an
argument for REA. If we accommodate the observations about logical form
that were the ground for setting aside the original argument, let us therefore
consider the following variation on the original argument from explanation:

The argument from explanation for RARA

For any factF, agentS and actionA,

1. Necessarily, ifF is a reason forSto do A, then F could figure in an
explanation of why SdoesA.

2.Necessarily, ifF figures in an explanation of whySdoesA, thenSis aware
of F.

Therefore,
3. Necessarily, ifFis a reason forSto do A, thenScould be aware ofF.

We can briefly recall the explication of these three claims offered i(%.2.2.):

S e—f—te —Sf— FTIMIAtfifese f MIVZF "Vie MG S f-
TES Zfef—c'o ™MZFT <o f.. .. feec,ZFa t <o ,fe— —etffVe-
TEE ' ZfefM™eZtei f73 Tf™f tetes ™M "ZFeiq —St . te.  Z—0c
draw fromthisis —Sf-a4 —S$"3 " fa& A" Z fiTKkfefe ™M "Z1 "7te ™MS
Zife— ‘of Tf™MIEZAde <o f ... hi « ewry@nt sargument from
explanation does not have the same problem that plagued its previous

61 It is worth bearing in mind the remarks made in note 32 above regarding the 5
possibility that we should not take the two modal operators—* Sf~f —Sf efef Te'tTfZ

"ZfTiA —Stefr . Zfcsed < —"—ta f"F Vte—eof, 72> f2Z2 -"—%
necessity. Yet the sense in which it must be possible that a fact explains why an agent
acts is it seems safe to assumejot —Sf— ‘7 Te'— . .lyeor. fetaphycally

<e’teec Zlididnot have thecomplete story about the sense in which it is supposed
to be possiblethat a fact explains why an agent actshat is, | do not have an account
‘C ™MSte fe TF1E Zfef—c'e ™M"ZFi . '—e—e gimpl§ not.sfireshqi ta
those who accept the explanatory requirement on reasons want it to be understood.
For reasons given in (4.2.2), to of course want to make the negative claim that the
relevant accessibility-relation is not such that a world W, standsin it to a second
world W- only if W, is identical to W, with respect to the epistemic status of the agents
existing in both worlds (or those agents inW; who have a counterpart in V).
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incarnation, course given that the conclusion of thisargument states merely
that it must be possible thatSis aware ofFif Fis a reason forSto do A, the
second premise does not need to be understood in a way that is not supported
by the intuitive idea that underlies it in order to get a valid argument.This
does not mean there are no problems with the present argument, though.

First, RAA is formulated in terms ofdeliberative accessibilitythis is a
quite demanding way of understanding the conditions under which it is
deemed possible for an agent to beable to come to know that some fact
obtains (see Chapter 1). If the above argument is to be an argument for RAA,
— S #Scduld be aware ofFi <+ , and thus also in {), needs to be understood
as employing this idea of the conditions under which we deeiih possible for S
to become aware ofF. However, it is not at all clear why we should be
supposed to understand () in this way: the explanatory requirement is
introduced in a more intuitive fashion, without offering an interpretation of
the possibility operator in its consequent. If we accept the requirement
understood as this intuitive suggestion, then the argumenthows only it must
be possiblein some sens¢hat S becomes aware offF, not that this must be
oo 7t <o —SF tiefetce%od fLiZE dwUfd 7T oPRQIZT
all the argument shows, it may be sufficient that it is not logically impossible
that the agent is aware of. Absent any further considerations, the argument
from explanation does, therefore, not support RAA, but at best the conclusion
that awareness of facts that are reasons mush some sensee possible.

At the same time, if thigpoint is conceded, and it is acknowledged that
awareness of facts that are reasons is possible only in some less demanding
sense than deliberative accessibility, the conclusion that the reasons to
perform obligatory actions are alwaysin some sense accelsld to the agent
that is under the obligation is an unwelcome result. While it is perhaps a
somewhat meager victory for critics of the view that | am trying to defend
here, it is still a victory. Let us therefore take a closer look at the explanatory
requirement.

St ,fec... —Steced ”tacticdl Zolasens e foe attéd GiThis
sounds plausible, but it is not an altogether unproblematic idea. A variety of
authors has offered counterexamples to this thesis; | will discuss one such
example, due toMark Schroeder, which is of particular interest given present
concernss2 ... S" ' FTE” <oTc—fe —eo ' [ teecti” T-St .. fef *°
fr—<Fe S0 T e— L fee " —7 e—7""¢cef "f'—cfe —S7 ™,

cf%cet f-Fie ""ciete SPot-EElekt Sco Z<Tco% "''e ‘e
birthday, and they have so far succeeded in keeping both their plan to throw a
surprise party for Nate, and their presence in his living room, a secret for the

62 For (somewhat contrived) examples with the same upshot, see David ShZie .
Teo.—eecte 7 M™MGf_ St [ fZZe 177" [%<LIFAUpeZTTT8 0o 0pZL> Sk
(2001); also see Robertson (2003) and Sobel (2003).
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guest of honor. Given how much Nate loves successful sug®iparties, and
how much he would enjoy being there, etc., it seems that the fact that his
friends have gathered in his living room constitutes a good reason for Nate to
go home and enter the living room. But, as Schroeder notes, the fact that his
friends Sf™f %o f—ST"ft <o of..."F...> <o Sceo Z< ce%o "''e Tco ot
L= Z T eet™ f  _ibid.) ffor. i Naté were to find out that his friends
have gathered in his living room in honor of his birthday, the surprise party
would fail to be succestl (qua surprise party), and thereby fail to be
etet—Scoe% —Sf— .f—e—e o TfT T f_fie %o'c<e% S'et fo
room: Nate, let us suppose, would not at all have a good time at the party if he
knew ahead of time what awaited him in the livingroom, and his lack of
enjoyment would ruin the whole thing for everyone. The fact that his friends
have gathered in his living room may even be a reasarot to go home if Nate
is aware of it, given how much he dislikes unsuccessful surprise parties.

If the fact that his friends have gathered in his living room is a reason
for Nate to go home, then there are reasons that cannot be acted on: since this
fact would lose its status of being a reason if Nate becomes aware of it, if Nate
were indeed to become awre of it (and we assume awareness is necessary for
the fact to be the reason for which Nate acts), it would no longer be a reason
"t Sce —f %ot St'etd fot of St ™' _Ztei— ,f %o'co%o Stef "
fact now provides him with. In brief, if this i a genuine exampleof a reason
that cannot be acted on, then the explanatory requirement has to go.

LS Rt ™M e—te —Sf— T-Sce <o o'~ f "ffete _Sf— f—t
may suggest that the case also provides a direct counterexample to RAA. This
impression is mistaken, though: the fact that there is a surprise party is, we
can stipulate, a fact that Nate could come to know about; what is impossible is
that he is aware of the fact and the fact is a reason to act. Given how |
formulated RAA, the cas does not provide a direct counterexample tdahat
thesis (it is only a direct counterexample to REA). The example undermines
one important motivation for RAA, but not the thesis itself, for if the relevant
fact is a reason, then while that shows that noall practical reasons can be
acted on, it does not show that it is false that all reasons are accessitle.

We can strengthen the grounds for rejecting the explanatory
requirement by observing that there appear to be reasons that cannot be
acted on, but ot because awareness of these facts is incompatible with their

63 |s it not also true that thiscase undermines the motivation for RAA in a mordirect
way? For why would one hold on to the view that factqor truths) which are reasons
e—e— L f..... feec,Zt —' —St f%Fe— "7 ™S'e _Sis Ui "ffer
awareness of some such facts wouldirectly conflict with their status as a reasor?
Perhaps acceptig the verdict on this case does directly challenge RAhile | do
think the question the case raises poses a serious challenge for the defendant of RAA,
do not want to put too much weighton this point at this stage, for perhaps some other
motivation can be offered for RAA.
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being a reason. Rather, the problem in such cases is that successfully engaging
in the activities that are supported by these reasons requires not engaging in
them with a certain intention, or (more broadly) while being focused on their
aim or goal. To take a welknown example, while it seems that | carhave
excellent reasons to fall asleep right nowimagine that it is quite late already, |
need to get up early in order to give a presentatiorgnd if | am going to give a
solid presentation, | need to be welrested when | show up yet | will surely
not succeed at falling asleep at the moment if | were to intend to do so, nor, for
that matter, if | remain focused on my reasons for falling asleepcan, though,
be perfectly well aware of my reasons for falling asleep, but it seems clear that
| cannot act on or for these reason&. Or take another homely example: the
fact that | would enjoy playing a game of tennis gives me a reason to play
tennis. But my enjoying myself is not a reason on which | can act while
playing, since consciously aiming at enjoying myself would, let us suppose,
conflict with my playing the game in a competitive fashion, yet | will only
enjoy myself if | play competitively. | reed to set myself another aim (say,
winning) in playing than the fact which gives me a reason to play. That aim
will be the reason for which | play, but it is not the reason that there is for me
to play if, say, | am indifferent towards winning; this meanghat | cannot play
the game for the reason that there is for me to plasp.

What these two examples bring out is that there is more than one way
in which it can be true that a certain reason cannot be acted on, in the sense
that the agent cannot perform tte action this reason supportsor that reason.
Those insisting on the truth of the explanatory requirement can of course
deny that the facts | cited as reasons in these different cases really are
reasonssé but broadening the range of situations serves toighlight that the
counterintuitive implications of the requirement are not restricted to the issue
at hand, nor to the (perhaps somewhat fanciful) example that | borrowed from
Mark Schroeder. Facts that, on the face of it at least, clearly seem to count as
good reasons, yet which cannot be acted on, are ubiquitous. Denying that

64 Provided we takefalling asleepto be an action that | can perform; this last point
could be disputed. It seems significantly less problematic to deny thélling asleepis
an action | can perform than to deny that the facts thatneed to get up early and be
well-rested arereasonsfor me to fall asleep right now. Yet this move is not altogether
without cost, though, for then one owes us an explanation of what these reasons are
reasons for, if they are not reasons for action, angthy reasons for activitieswhich-
are-not-f ... —<‘ee f'F o'~ "ffetes _Sf_ ™t ottt _‘brondfersd —* Tf ... -
that is, by, e.g., responding to them by engaging in the activity the reasons supports
engaging on grounds of our recognition of the reaso
65 The example illustrates a general phenomenon, viz., that pleasurable states are
generally not achieved by aiming at them; thisikno ™ fe —St T"f"f1'S '~ Sttt ecoes
66 o ‘e Ze_F”" effee —* ff "7 cee_fo FTA <o tco. —eece%h ™Sf_
it — . —ei s{zud ..Sf'-1"t &
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there are no reasons that cannot be acted on therefore comes at the price of
denying a wholerange of intuitive judgments about reasons. That price is high
enough, in my estimation,to make it reasonable to reject the explanatory
requirement, and accept that there are reasons that cannot be acted on.

If the explanatory requirement on reasons can be reasonably rejected,
the argument from explanation collapses even on its weakest intpretation:
not even a watereddown version of RAA, which holds merely that reasons are
(and must be) in some sense accessible to us, can be defended in this way. And
that in turn means that those who push the objection from failed normativity
against the vew that there are inaccessible obligations as of yet cannot claim
even the meager victory of having established that obligations are (and must
be) accessible in some sense.

4.3.3. The argument from deliberation

The second option for defending RAA that | want to examine is that of
appealing to the deliberative constraint on reasons. To see how such an appeal
might go, it might help to briefly recall the earlier discussion of this constraint.

In section (4.2.3), largued that an agent who is deliberating well will, as part
of a fully good deliberative processhecomeaware of certain facts, either by
inferring these facts from what she already knows, or by engaging in
information -gathering activities. A process of mactical deliberation will fail to

be fully good if the agent does not become aware of these facts, and so it looks
like there are facts that need to figure in good deliberation in a situation which
agents can be unaware of (on the assumption that these exgfs can fail to
draw the relevant inferences or engage in the relevant activities). This is why
a deliberative constraint on reasons does not support REA. | noted that we can
"$°f” - —St "tZ%"fe— "f..—+ fo 1—-S1t edghttd befame+ —Sf—
a™frE T oo f T—Z7> %'t T2, f- TR 1 MA— % BFT
te—f<Zjthis fset of facts is, of course, deliberatively accessible to the
agents” Now, if all of the facts that need to figure in fully good deliberation in a
situation are facts that the agent either is or ought to become aware of, then
there are no deliberativelyinaccessible facts which need to figure in fully good
deliberation. When we combine this result with the claim that figuring in fully
good deliberation in asituation is a necessary condition for being a reason to
act in that situation, we get RAA: a fact is a reason only if it is deliberative
accessible to the agent for whom it is a reason.

67 Let me note once again that tS$ efeef *° 1*—%S—7 —Sf— <o —eft St"t
expressing TS fe «'e— "ilput rdther should be taken —* 3’7" tee 1"f—<'efZ27Z>
TR —«"ETT et f et —<'e vAtAV T Tce.—eecte §
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To resist this line of thought, we must reject one or mar of the
following claims: (g all of the facts that figure in fully good practical
deliberation in a situation are facts that the agent eithers, or ought to become
aware of when ddiberating about what to do; (b) all of the facts that agents
ought to become awareof if their practical deliberations are to count as fully
good are facts these agentsan become of, when deberating about what to
do; (¢) a fact is a reason for an agent in a situatioonly if this fact is a fact that
figures in fully good practical deiberation in that situation. | will li mit the
present discussion to (a) and (c); both ofthese claims can, | believe, be
reasonably rejected.

"t —St"t “f..—e o—..S —Sf— —St< f,efe.t <o fo
constitutes a deliberative defect, yet of whiclit is not true that the agent ought
to become aware of them when déberating? Intuitively compelling examples
of facts meetingthese conditions are, | assumefacts that the agent can no
longer become aware of, but which were once accessible to that ageand
which the agent ought to have taken notice at that time. Consider a doctor

who, as oft, cannot access @ertain ' f —<fe—ie "f... "Ted fof ™S ettt .
on whether to continue a certain treatment. At some time prior td, she could
easilyhave ac..feett —St "f—<Fe—ie "f...*"Fted ,—— "f<ZFT - T

she would have obtained information that would have put her in a position to
determine that the treatment has become ineffective and positively harmful,
fet —Sf— «<— <o <o —Sthintefest to-digcontihue it. Despite the lack of
access to this information att, it still seems that its absence constitutes a
defectin —St 1. deliérations at, and onwards fromt: her deliberations
about whether to continue the treatment are les than fully good, precisely
because she is unaware of (and thus does not rely on) the information
Lte—feott <o =St f—cte—ie "<ZF ™SS tf"e ‘e —Sf coo—
T —"Te TEZ¢, Ff—<tee fot—— ™MSF_Sitr ¢ fe_ce—f St
fully good, the information has to be part of her deliberative process dt its
absence entails that, and explains why, this process fails to be fully good.
St co——c—<¢'e —Sf— —St T —ie TEZ, F"f—c oo <o ¢

less than fully good canbe supported by noting that it is supported by an
attractive idea of what fully good deliberation consists in. So far, | have not
said anything regarding how to fill this notion out any further, but one natural

o —%o%ote—c'e <o —' —fot 1" —Z0Z>—%o T ASHZ HTZEFIYf —c oo
virtuous agentwould go through in the situation. And we can safely assume
that a fully virtuous agent would have the information that the doctor in the
example lacks: such an agent surely would not find herself ignorarf the
Lle—te—e 7 St "f_cte—ie "<ZF1& fet —-S—e ™' _7% "t7
contains in determining whether or not to continue the treatment. The
underlying idea here is, of course, that a fully virtuous agent will not find
herself in some of the coditions that less than fully virtuous agents find
themselves in. This observation underlies one of the weknown objections to
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virtue ethical accounts of right action, which define right and wrong in terms
of what a fully virtuous agent would do: given tlat there are situations we can
find ourselves in but which are not situations that a fully virtuous agent would
end up in, all of the alternatives in such situations lack a deontic status,
because there is no action that a fully virtuous agent would perfon, but
intuitively, the alternatives we face in these situations do have a deontic
statuss8 But we are not directly concerned with such accounts here; in the
present context, this observation helps bolster the case for the suggestion that
fully good practical deliberation will involve making use of information that is
no longer accessible to actual deliberating agents, because if this suggestion
about what fully good deliberation consists in is correct, there is no argument
from a deliberative constraint onpractical reasons to RAA?
In addition, we can note that this view on what it takes to deliberate in
a fully good way has some structural similarities to a view John McDowell
eef— ... Ste ™S te tFco. —eece% treft <ZZ<foei "fet—oe
motivationally inert practical reasons. Williams (1981) defends the view that
—SE"E e—e— [ f Te'—et TEZ, E"f—<TF Tt——fT "7'e fefie
o'~ ("fte tefie fe— EF..—<"F o' —"f-<'ofZ ot—-i - -Sf ..°
reason to act in a certain way, if iis true that one has a reason. On such a
view, it seems that the set of motives one starts out with will circumscribe the

"fe%ot 7 MEfo ef Lfe ot — ™M-8a " —SF"F <o ot fe
TUte tedie L —""fe— o'—<Tfe ' —St .. ‘3redbenie UOA-GE- ‘+F S
does not have a reason to d&\70 ... *™t77 ' EF..—o —Sf— <ZZ<fee

rests on a mistaken view of the relation between practical reasons and good or
proper practical deliberation, and proposes an alternative take on the matter
whicS t'fe o= Sf"t —St "Fe—"c...—<"f o' Zc. f-ctes 7
McDowell writes that, on (what he takes to be) a more plausible view of the
relation between reasons and deliberation,

68 For a clear and recent statement of this problem, see Svensson (2010: 2880).

69 One response to this line of argument would be to reject the characterization of

1"—Z7> %'t FEV ot fflee *° “<"——1t4 feot c<eo—fgideeduat ~*"™f”

account of fully good practical deliberation, where one lives up to the highest standard

just in case one complies with all rational requirements © combinations of mental

states, transitions from one set of states to anotherand (perhaps) transitions from

mental states to bodily movementsBut on such a view ofvhat fully good deliberation

amounts to, the thought of there being anyntimate connection between deliberating

well and what reasonsthere are seemsalready to have been given up on; sedor

instance Broome (2005, 2007 a, 2007b), also Kolodny (2005)

0 S-St <22<f"'|' foo . f—e— ”ifZZ) ce'tete feoy "Fe T . —clee ‘o

to do in an issue that has been widely disputed. S#ee first part of Finlay (2009) for a

comprehensive overview of these debates, and see the second part of the same paper

f ‘—%O%Oi‘—(“ ~em f T(AAi"io_ ™ f) (e _oT:l:"o_foT(o%o (ZZ(fooT ~
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deliberative or rational procedure that would lead anyone from not being
so motivated to being so motivated. On the contrary, the transition to being
so motivated is a transitionto deliberating correctly, not one effectedby
deliberating correctly; effecting the transition may need some nomational
alteration such as conversion(1998: 107, emphases in original).

MY ZZie f ... f—e— "f—fcee =St et —c<'e dt-™1Ift.
nFeo%o o —<Tf—Ft > fefie "ffeteed —— «— te'Sf-c..f22> "

that one must be able to arrive at a state of being motivated by way of a
deliberative process from any given starting point whatsoever. By construing
the relation between reasor<*% ™ fZZ fot ,t<e% o' —<"f—-%1 ,
t< " f7fte—7>4 -St f.. .. ‘—e— <o f,ZFt - "t EF..—- =St
starting point can circumscribe the range of possible deliberative outcomes
without denying that there is an intimate connecton between good reasoning
about what to do and reasons to act.

Taking our cue from this, the analogous idea is that a transition from
not thinking about the facts that are reasons that one is not aware of to
thinking about these facts is to be conceived ds a transition to fully good
practical deliberation, quite irrespective of whether this is a transition that
can be achievedn or by way of t $Z <, f" f—<‘e& otie '"f ... —<..fZ
short of being fully good as long as one is not thinking aboutl ®f the relevant
facts’!; what is required for one to come to think of these facts is a wholly
separate matter however, the details of which have no bearing on whether
these facts are reasons or not. The resulting view can accommodate the idea
that what an agent will be thinking about when she is deliberating in a fully
good way are her reasons, yet it is clearly compatible with a rejection of RAA,
for it is silent on how, if at all, a fully good deliberative process is to be brought
about within an agentas she actually is, and it makes what counts as fully
good deliberation in the circumstances independent of what the agent is, or
can become aware of, given her actual circumstances.

If some view along these liness defensible, we can reject (a it is just
not true that all of the facts that figure in fully good practical deliberation in a
situation are facts that the agent either is, or ought to become, aware of when
deliberating about what to do. There are facts that would figure in fully good
deliberation that an agent can sometimeso longerbecome aware of, and with
respect to such facts, it is therefore not (or at least, no longer) true that she
ought to become aware of them. This suffices for undermining the argument

™ Thinking about (all) of the relevant facts presumably does not exhaust the criteria
for deliberating well, of course;in order to deliberate well one must also, as we might
put it, be thinking about themin the right way, e.g., take these facts as reasons, and
fo. .. “"tce% —Ste —SF ' i” ™I HioBs;andsodrie TEZ<, 1
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from deliberation for RAA. Butonce again, the considerations adduced may
appear to support the idea that reasons have to be accessibite some sense
Even a fully virtuous agent will not be aware of facts that werat no point
accessible to her, so if we were to maintain that it is mecessary condition for
reasonhood that a fact figures in the deliberations of a fully virtuous agent, a
weaker epistemic restriction seems welsupported. In order to block this
inference, we need to rejech further claim; it is (c) that I think is false.

ST ET e f8fe’Zt 0 —SE e—7""cet fU—> —Sf-
rejecting the explanatory constraint on reasons also shows why the
deliberative constraint needs to go. Nate loves successful surprise parties, but
detests unsuccessful surprise parties. Tefact that his friends have gathered
in his living room in honor of his birthday is a reason for Nate to go home only
if he is unaware of it. This is not just a fact that cannot figure in the
explanation of why Nate goes home while retaining its status as reason for
him to do so; it is also a fact that cannot figure in his deliberations about
whether to go home while retaining that status. If figuring in his deliberations
entails that he is aware of it (which seems plausible, and either way is a claim
that those who want to push this line of argument against inaccessible reasons
require), then if it figures in his deliberations, it would not be a reason for him
to go home. Imagine that Nate is fully virtuous; assuming this does not conflict
with his preferences regarding surprise parties, it looks like the fact that his
friends have gathered in his living room would not figure in his deliberations
about whether to go home while at the same time being a reason for him to go
home. And that means there are fas which are reasons which do not figure in
the deliberations of a fully virtuous agent: their being a reason to d@\ is
incompatible with their figuring in deliberations about whether to do A, given
that meeting the latter condition entails that the agehis aware of the fact in
guestion. Therefore, figuring in the deliberations of a fully virtuous agent is
not f eF...feef”> ..'etc—c'e "7 otet_Sce%oiie ,Fce%o [ "I fe'e
TEZc, 3" f—ctei ™3 offe —t "E7f7 0 MSF_$7F" 0 fee 7
virtuous person would go through in the situation at hand, the upshot is that
there are facts that are reasons to act which do not figure in fully od
deliberation; therefore, () is false.

Once again, we can bolster the case for this conclusion by imgf that
there are other facts that cannot figure even in fully virtuous deliberation
about whether to perform an action, but which nonetheless seem to be
reasons to perform those actions, where the problem with their playing a role
in deliberation is not T —1 —* f e™«— .S 7 —St "f..—ie e Vef_<":
awareness. There are many worthwhile things that we can only achieve when
acting spontaneously without deliberation about whether to perform the
actions required to obtain them. Making the right movesn a game of soccer
would be an example: the possible results of performing the right moves give
us reasons to perform them, but were we to deliberate about whether to
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perform them, the desirable results would be beyond our reach. It is
presumably not the @se that we cannot at any point be aware of these results
or their desirability; rather, the point is that practical deliberation of any kind
prior to performing the required actions that would interfere with our
obtaining the desired results. It is not phusible to infer that, therefore, there
actually are no reasons to perform actions that can only be performed
successfully if one acts spontaneously, without deliberation; rather, it is the
deliberative constraint on reasons that needs to go.

It could be objected that the above attempt to bolster the case for
rejecting the deliberative constraint fails, because regarding the range of cases
appealed to, what we can do (and would do, if we were fully virtuous) is
deliberate about whether to adopt a certainpolicy or strategy. Obviously, a
successful soccer player will not deliberate about how exactly to kick the ball
if he is presented with an opportunity to make a goal, but he can deliberate
about whether to let himself be guided by instinct or intuition (or whatever)
on the field, knowing both that he has honed his skills at making the ball end
up exactly where he wants it to be if he does so, and that thinking about what
to do will interfere with the successful exercise of his skills. There is,
therefore, a deliberative process about which policy or strategy for dealing
with certain situations to adopt, and the actions in the relevant situations are
performed when, and because, the agent executes this strategy; the reasons
for action there are for the agentdo (or at least, can) play a role in
deliberations about what strategy to adopt. And that suffices for these reasons
to count as things that will play some role in good deliberations about
whether to perform the actions in question.

I am not convinced. Wiat figures in the deliberations of the soccer
player who settles on not thinking about what to do when confronted with an
opportunity for scoring a goal but instead going by his instincts or intuitions
are not the facts that give him reasons to kick the dl in suchrand-such way
right now (the current position of the keeper, his own position, the speed and
direction of the ball, etc.). But those factare among the reasons for him to
kick the ball in suchand-such way right now, with a certain velocity, ad in a
certain angle, and so on. If these facts did not obtain, he would not have good
reason to make the movements that he needs to make in order to score a goal
at this moment. Asthesefacts are surelynot among those he has been thinking
about in the locker room or during training, these facts did not play any role in
his deliberations about whether to let himself be guided by his instincts or
intuitions in the field. But as they nonetheless are reasons to act for him in this
very moment, there are facs that are reasons for him that do not play a role in
his deliberation even if the process of deliberation was fully good. While
indeed we can deliberate about what policy or strategy to adopt in those
situations where deliberation would interfere with acting in a way that
secures the desirable result which provides the reason for action, what figures
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in our deliberations at those points simplydoes not exhaustthe reasons for
performing the relevant actions. The fact that if our soccer player kicks the
ball in such-and-such way right now, it will hit the back of the net is of course
only a reason to do so given that scoring a goal contributes teinning the
game and that winning the game is something desirable (and so on), but it is
only these latter facts that will be part of the deliberative process prior to
entering the field (no matter how good that process is), not the facts of the
situation yet these facts are reasons to act in a certain way as well.

Alternatively, it could be objected that the examples rely on a far too
FEfZ-F1T “cf™ 0 MSF_ Tt EZ, f f—c'ei <ed St et .. T Zf
of the situation constitutes deliberation, simply because he responds aptly to
those facts upon becoming aware of them. But if one wants to water down
‘efie Tef™ 0 TMSF_ tEZ¢ FUf—c'e <o —' e'ef_Sce% —Sf— of
count as someone who deliberates, it is no longer clear that the Ideerative
constraint is distinct from the explanatory constraint, for the latter requires
merely that facts are capable of playing a role in the explanation of what an
agent does on an occasion, without requiring that the agent deliberates (in a
more subdantial sense) about what to do. The details of the situation will
presumably play a central role in the explanation of why the soccer player
makes the move he makes, and so ifthis 8™ ™3 —ett”e—fet ftfZ¢, 3"
this case is no counterexample. Howey, if the deliberative constraint is to
add anything, it must be distinct from the explanatory constraint;
furthermore, | have already argued against the explanatory constraint, and so
if we these constraint to amount to the same thing, we can reject theboth.

Even if this attempt to bolster the case fails (because this response is
inadequate), examples of reasons that favor certain action only if the agent is
unaware of them tell against the requirement of figuring in fully good (fully
virtuous) deliberation; this, to my mind, by itself suffices for rejecting the
deliberative constraint. And with that constraint thrown out, not even the
meager victory of establishing that reasons to act are accessible in some sense
has been obtained, because the cruciatep in the argument leading up to this
conclusion the deliberative constraint is incorrect, or at least, something that
we can reasonably reject. And with that, the second major possible source of
support for RAA drops out of the picture.

This concludes he discussion of the possible lines of argument
supporting RAA that | have been able to come upith. | will leave it to those
who find this thesis attractive to formulate a different defense of their view,
either by showing that it in fact does not need @y support, or that it can be
supported by some asof-yet unknown argument. For the moment, | conclude
that we are entitled to rejecting RAA. | have not offered much by way of direct
support for its rejection, but the task | had set myself was to show that
rejecting it is reasonable, and | hope to have succeeded at showing that this is
indeed reasonable. The last sectionf the chapterwill summarize the moves
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made along the way to this conclusion, and connect it to the worry about
inaccessible obligationswe started out with.

4.4 Summary and conclusion

In this chapter, | have addressed the worry that inaccessible obligations fail to
be normative. The claim that obligation is a normative phenomenon us, |
suggested, plausibly understood as the claim thatbligations entail reasons.
More specifically, the claim is that necessarily, if an action is morally
obligatory, then there is most moral reason to perform this action (i.e., the
balance of moral reasons favors an action that is obligatory). The worry that
inaccessible obligations fail to be normative can then be understood as
claiming that the entailment fails to hold for inaccessible obligationst is, in
other words, possible that the balance of moral reasons does not favor actions
that are (claimed to k&) obligatory, and where the deontic status of these
actions is inaccessible to the agents for whom they are obligatory. | examined
two claims that can be offered to support this contention: either one can
maintain that reasonhood entails awareness, in thaense that if a fact is a
reason to act for an agent, then that agent has to be aware of this fact (REA), or
one can maintain that reasons to act are necessarily accessible, in the sense
that if a fact is a reason to act for an agent, that agent has todi#e to become
aware of this fact (RAA). If either of these claims is correct, the reasons there
are to act in a certain way cannot be inaccessible, in which case agents are
always able to determine what the balance of reasons favors in a given
situation. And if that is the case, then agents also are always able to determine
whether an action is obligatory for them; this of course contradicts the claim
that inaccessible obligations are possible.

After having clarified the objection in this way, | examind REA and
RAA in turn. | argued, first, that REA cannot be successfully supported by
fPEfZ = $<—S%” 1-St $£8' Zfef—'"> .. tee—"fco—] " 1-SF ¥
That is, if one holds that reasons must be capable of explaining why an agent
acts on a cerain occasion, or that reasons figure in good deliberation, neither
of these claims will help in motivating the claim that reasonhood entails
awareness. | also argued that the fact that accepting that unknown facts can be
reasons brings with it accepting hat it can be irrational or unreasonable to do
what one has most reason to do is not an embarrassment. Rather, we should
embrace the possibility that reasons and rationality diverge, for the view that
only facts that agents are aware of can be reasons hasldly implausible
implications.

Second, | argued that while both the explanatory and the deliberative
constraint appear to hold out some promise for supporting the view that
reasons must, in some sense, be accessible, both of these constraint can be
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reasonably rejected. Counterexamples to both are easily generated, and
additionally, there is a diverse range of cases which cannot be reconciled with
either of these proposed constraints on reasons. With the two main possible
sources of support for an accesility constraint on reasons out of the picture,
accepting that there is no such constraint is reasonable; this in turn means
that there is no obstacle to accepting that there are reasons that are
inaccessible, not just deliberatively, but in any sense.ndl if that is so, then
inaccessible obligations donot fail to be normative or at the very least, we
have not seen any ground for doubting that such obligations are normative, in
the sense of entailing that the balance of (moral) reasons favors the
performance of the relevant actions.

The main purpose of this chapter was to answer a possible objection
to the idea that there @n be inaccessible obligations. The exploration of
whether considerations familiar from discussions of whether the existence of
practical reasons requires the presence of desires should be of some
independent interest as well. Putative epistemic conditions on reasonhood
have not receivedanything close tothe amount of attention that has been
given to conative conditions even though tlke former are arguably as
important as the latter for the questionof whether reasonsto act should be
thought of as beingie—,Ef...—<"ti " 1, Ef..—<"tid [ "% —FT -8
have looked like considerations capable of supportinguite strong epistemic
constraints (e.g., awareness or deliberative accessibilityfurn out to be
incapable of doing sonot just because they fail to support anything but the
weakest possible epistenic constraint once they are properly understood, but
(more fundamentdly) because these considerations themselves cannot
withstand scrutiny. While | have not shown that there cannot be a successful
defense of epistemic conditions for reasonhood, take it that negative results
are ofinterest evenif they do not anount to an impossibility proof.

This concludes my examination of possible justifications for the claim
that the deontic status of actions is deliberatively accessible. The next and
final chapter of this essay will review what has been showrso far, and
indicate what still needs to be shown.
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Chapter 5 Summary and onclusion

5.1. Summary

The main aim of this essay was to examine the following claim is defensible:
when you are under anobligation to perform a particular acton, you are
always able to come to know that you areat or prior to the time of action. |
called this claim ACCESSand formulated it as followsin Chapter 1

ACCESS: For any agentaid action A necessarily, if $ught to do Aat t;,
then there is a time fsuch that

and not the other way around. dlso argued that
demand for a useful moral theory in a logically weaker way,
0 nothing more thanthe daim that a moral theory isbetter
s pactically useful, is not something that can do any work,
hich a theory might bea better theory if it is practically
' of providingus with (independent) reasors to believe a
part of the chapter,| examined whether or not wishful
eorizing is rationally defensible, that is whether there are
arguments of the form ‘it would be good if,gherefore, p
r amoral (or evaluative) claim. | argued that contrary to
aimedthis is not the case.
urned to discuss the widely accepted principle that ‘ought’

| first examined whether or not a ban on inaccessible
led byOICon any plausible formulation of the principle
1is is not so. After thaf | examined whether popular
tions for the OIGprinciple are, by the same token,
_CES&s well. | considered three such justifications: the
nent from blame’, the second the ‘argument frorfairness’,

175



and the third appealed toa view about the point’ or purpose of deontic
evaluation (which | dubbed ‘PURPOSE’)| argwed that the arguments
discussednot only fail to support ACCESS, bulso fai to support the ‘ought’
implies ‘can’-principle. When discussing the argument from blamd, argued
against the following claim about the relation between wrongdoing and
blameworthiness:

Wrongdoing Entails BlameworthinesBVEB): Necessarily, ifan agent Sacts
wrongly in performing action A, then Sis blameworthy for doing A

Contrary to what WEB entails, thereare excuses for wrongdoing, understood
in the standard way, and therefore, there is such a thing as blameless
wrongdoing. With regard the argument from fairness, largued that
considerations of fairness do not properlyapply to deontic principles, and in
addition, that even if they dq such considerationsvould support somewildly
implausible results. Finally, when discussing the third justification for OIC, |
argued thatif providing practical guidance is what deotic evaluation ‘is for’,
that is, ifwe have anduse thedeontic concepts RIGHT, WRONG andOBLIGATORY
in order to help us makedecisionsabout what to dg, this gives us no reasorat
all for thinking that deontic evaliation is capable of providing practical
guidance. t may very well be true that our deontic concepts simplgannot do
what they were meant to do.

Chapter 4 went on to consider what | dubbed the ‘objection from failed
normativity’ against inaccessible obligations. In a nutshell, the idea behind the
objection is that if the fact that you ought to act in a certain ay is inaccessible
to you, this fact would fail to be normative for you-the fact would be so to
speak not ‘part of the normative landscape’ for you. | proposed to understand
‘normativity’ in terms of reasons. Obligations are normative in the sense that
the fact that an action Ais obligatory entails that there is sufficient (moral)
reason to perform A Is there ground for thinking tha the entailment does not
hold when the fact that Ais obligatory is inaccessible? | started with
considering the claimthat only facts that agentsare aware of can be reasa@ito
actfor them, a claim that | dubbed ‘REA’:

Reasonhood Entails AwareneREA): For any fact, agent $and action A
necessarily, ifFis a reason for o do A then Ss aware ofF

This claim, | argued,is incorrect: not only does it failto receive support from
the considerations that can beoffered in its defense (the explanatory and
deliberative conditions), it also restricts what reasonsthere are in a way that
cannot make sense of how wéhink and talk about reasms. Furthermore, the
fact that allowing for reasons thatagents are unaware of forces us to accep
that what there is (most) reason to do and whatti is rational to do can come
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apart is not an embarrassment Then | considered theveaker claim that only
deliberatively accessible facts are reasons to act, which | dubbed ‘RAA’:

Reasons Are (Deliberativelyhccessibl§RAA): For any fact Fagent $Sand
action A, necessarily, if Fis a reason for 3o do A, thenF is deliberatively
accessible taS

This less demanding view does not suffer from the same problenas REA, but
just like the stronger view, ittoo fails to be suppoted by what may look like
considerations counting in its favor, i.e., the explanatory and deliberative
conditions on reasms. These conditions, | argued, are indefensiblen closer
inspection: reasons need not be capable axplaining why agents act, nor
need they figure in fully good(or virtuous) practical deliberation. The upshot
of this is that there is no good ground forthinking that the entailment (from
obligations to reasons)fails to hold for inaccessible obligations, because facts
can be reasons to actven if theagentsfor whom these facts are reasons are
unaware of them, and even when they are unable to become aware of them.

5.2. Concluding remarks

Where does this leave us? What | hope to have shown is that there is no sound
theoretical rationale for ACCESS,; if | have succeeded at thask, we can
reasonably concludethat this claim should not be taken as swoething that is
capable of constraining what the correct account of deontic status can be. In
other words, objectionsto a proposed accounbf the deontic status of actions
that arebased on the observation that the account in question incompatible
with ACCESS ladorce. Yet if there is ndheoretical rationale for ACCESS, this
does not by itself showthat this claimis false. For all | have said, it may keue
that what we morally ought to do is always within our epistemic reachwhen
we are deliberating about what to do. But if that is the casgthis will have to
‘fall out’ of the correctaccount of deontic status, an account that has to lhaly
defensible on othergrounds, not by appeal to the considerations that were
discussed (and rejected) in thdoregoing. We mightput this by sayingthat, if
ACCESS is correct, then the claihas the status of a theorem, not that of an
axiom, in moral theorizing.

A natural question to askat this point is this: is there reason to expect
that the correct accountof deontic status implies that deontic status will be
deliberatively accessible? | believe thain fact, we have reason to expct the
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opposite to be the case, for the following reasohAn account of deontic status
identifies those features of actions thei‘make’ actions wrong, i.e., the features
of an action in virtue of which an obligatory action iobligatory (likewise for
‘right’ and ‘wrong’). These features, whicleither are always ceinstantiated
with or are the base properties upon which deontic prperties supervene (in
case there are deontic properties)or the properties that our deontic concepts
refer to (in case there are no deontic properties) better be properties that
matter, that is, properies that are worth caring about. There have to be sbc
properties in case we want to maintain that the deontic evaluation of actions
ought to play an important, perhaps even overriding, role in practical
deliberation (see section 3.4). | have argued that if deontic status is
deliberatively accessible, then so are the features of actions in virtue of which
actions have the deontic status that they have (see Chapter 1). Defending an
account of the deontic status of actions that implies ACCES would, then
involve showing that the only features of actions whicimatter in the relevant
sense are features that are accessible, but on the face of it, this is clearly not
the case: for example, facts about the amount of suffering that will result if an
action is performed matter morally (if anything doe<), yet such fats are, we
can safely assume, at best only in part accessiliteus. If we cannot appeal to
ACCESShen we cannot rule such facts out from the set of facts that are
relevant to whether an action ought or ought not to be performed. And it will
not do, | take it, to argue that these kinds ofacts do not matter ‘in the right
way’, at least if we take the suggestiomere to be that such facts do not
provide practical reasons-for the view that these kinds of facts fail to provide
reasons can, it seemsonly be defended if there is some epistemic restriction
which facts can be or provide a reason to act, but | have argued that there is no
ground for believing that there is any such restriction (in Chapter 4).
Therefore, we should not expect that the features wbh ‘make’ actions
obligatory (right, wrong) are accessible, and therefore, we should not expect
that the correct account of deontic status will imply ACCESS.

These observations also suggest some further comments on what |
dubbed ‘the deflationary view' inChapter 1, i.e., the view that consists of the
following two claims (a): our deontic terms have different senses, and (b)

1 The basic idea presented in this paragrapls far from new—Julia Driver for example
(2012: 96) traces it back to G. BMoore (1988 [1903]). However, the way that | spell it
out is, | believe, original.
2 By ‘matter morally’, | do not mean to say that these facts necessarily matter to what
we morally ought to do (for that is what is in question), merely that they matter
irrespectively of whether we in fact care about themSome philosophers hold that
nothing matters in this sense; defending such a view would be a way of resisting the
claims | make in this paragraph which does not rest on an appeal to the sort of
considerations that | have dismissed in this essay. | leave this form of moral
skepticism aside here, as | have been doing throughout.

178



these senses are all equally important, or basic. If our deontic terms indeed
have different senses, including an lgective’ and a Subjective’ sense one
ground for maintaining that the objective sense is the most important among
these is that it is only if an action is obligatory in the objective sense that we
can infer that we will have most (moral) reason to perform that action, ah
reasons, | have suggested, are what is ‘basic’ to normativity. Perhaps the
deontic terms also have a subjective sense, however, we do not always have
most or sufficient reason to do what is subjectively obligatory (or right), nor
do we always have most psufficient reason to refrain from doing what is
subjectively wrong. Put differently, subjective rghtness (etc.) lacks ‘normative
force’, and thus even if there is a ground for using the deontic terms in this
way in addition to using them in the objectie sense, that ground is nothat
falling under the relevant subjective deontic concept has normative force.
Normativity is a matter of what there is reason to do; the balance of reasons,
which is determined by all of the facts counting in favor or against an action,
can weigh against a subjectively right (or subjectively obligatory) action, and
in favor of a subjectively wrong action. As there is reason to expect that the
facts that are or provide reasonswill not always be accessible, this is not
merely anabstract possibility, but rather somethng that we should expect to
be the casayuite often.

There is also a different way of spelling out what the basic,
fundamental, or most important serse of our deontic terms is: we could hold
that the objective sensas conceptually basicmeaningthat we can understand
the other senses in terms of it. If we take the subjective sense of ‘wrong’ to be
tied to blameworthiness then, provided the picture | have sketched of the
relation between wrongdoing and blameworthiness (in 3.2.5) is on the right
track, the objective sense of ‘wrong’, which is tied to what we have most or
goodreasonnot to do, is conceptually basic. W can understand the conditions
of ‘being blameworthy’, and thus of what it is to act ‘subjectively wrongin
terms of failures to respond properly to the reasons one is aware 0br in
terms of the reasons one takes there to be. If, on the other havde take the
subjective sense of ‘obligatoryto be tied to what we are rationally requiredo
do, then provided the picture | havesketched of the relation between what we
have reason to do and what we are rationally required to do (in 4.2.43 on the
right track, we can understand the conditionsunder which we are rationally
required, and thus ‘subjectively obligated’, to do a certain thing in terms of
meeting requirements that are instrumental,both in doing what there ismost
reason to and avoiding doing what there isnost reason not to do. On either
picture, the objective sense of the&leontic terms is conceptually basic. And so
we can maintain that even if the deontic terms have different senses, there is
ground for holding that the objective sense is the sense th& fundamental,
and the one thatmatters most
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Finally, to return to the concerns of Chapter 2, it should be
acknowledged thatwe maywell not be able to use thecorrect principles that
specify the conditions under which actions are morally right, wrong, or
obligatory (in the fundamental, objective sensewhen we are engaged in
practical deliberation, for it is unlikely that we are alwaysable to determine
what the deontic status is of the alternatives pen to us. In other words, the
argument outlined supports taking a skeptichstance towards the demand for
a practically useful moral theory. Be that as it may, even ibur moral
obligations are often inaccessiblewe need not be wholly in the dark in our
efforts to do what we oughtto do. This is so becausa&e might be able to
specify a set ofpractically useful requirements (©r ‘secondary rules’, if you
will') that can help us, albeit imperfectlyand unreliably, in acting in morally
successful ways, and iravoiding serious moral failures. But if the arguments
offered in the foregoing havesucceeakd, it would be aserious mistake to view
these requirements either as basicor as equally important as the principles
characterizing what we objectively ought to d¢ and refrain from doing If any
such requirements can indeedbe spedfied, they would be of aderivative
nature, both conceptually and normatively and they would at best provide an
us with an approximation of what we ought, and have most reason, to do.
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Samenvatting in het Nederlands

Dit proefschrift, getiteld ‘Ontoegankelijke Verplichtingen’pespreekt de vraag:
wanneer een handeling moreel vereist is voor ons, zijn we dan altijd in staat
om te bepalen dat dit zo is? Veel filosofen zijn de opvatting toegedaan dat er
niet zoiets is als een ‘onkenbare plicht’, estellen dan ook dat het antwoord op
deze vraag positief is. Als zij gelijk hebben, dan zijn de moreel relevante
eigenschappen van een handelingle eigenschappen op grond waarvan een
handeling moreel vereist, toegestaan, of niet toegestaan—&sveneens alfd
kenbaar, of ‘epistemisch toegankelijk’. Als deze stelling correct is, heeft dat
grote gevolgen voor hoe een adequate moretlaeorie er uit zou kunnen zien.
Een adequate morele theorie kan in dat geval de morele status van een
handeling niet funderen op eigenschappen van een handeling die epistemisch
ontoegankelijk kunnen zijn, zoals (bijvoorbeeld)de kwaliteit van de gevolgen
van een handeling, of de mate waarin een handeling de rechtean eenieder
respecteert. Een adequate morele theorie zou de morele status van
handelingen op louter toegankelijke eigenschappen moeten funderen, zoals de
door de actor verwachte gevolgen van een handelingijvoorbeeld. Hoofdstuk

1 werkt deze suggesties over de relevantie van de vraag naar de epistemische
toegankelijkheid van de morele status van handelingen verder uit, en
introduceert enige terminologie.

Hoofdstuk 2 onderzoekt of de stelling dat de morele status van
handelingen kenbaar is gefundeerd kan worden in de eis dat een morele
theorie praktisch bruikbaaris. Na het verhelderen van het begrip ‘praktisch
bruikbaarheid’” worden drie interpretaties van de eis van praktische
bruikbaarheid besproken: de ‘constitutieve interpretatie’, die inhoudt dan een
set van uitspraken niet als eenmorele theorie geldt als zij niet praktisch
bruikbaar is, de ‘alethische interpretatie’, die inhoudt dat een morele theorie
niet correct is indien zij niet praktisch bruikbaar is, en de ‘evaluatieve
interpretatie’, die praktische bruikbaarheid als een weselijke eigenschap van
een morele theorie opvat {n tegenstelling tot strikt vereiste). De constitutieve
interpretatie van de eis wordt verworpen omdat zij zowel ongefundeerd en
onverdedigbaar is, en de evaluatieve interpretatie omdat zij ofwel tot de
condusie leidt dat er geen goede reden is om ons te bekommeren om
praktische bruikbaarheid, ofwel een beroep moet doen op de implausibele
afleidingsregel ‘indien het goed zou zijn als ,pdan p’. De alethische
interpretatie is acceptabel, maar zij heeft tot gevolg dat de eis dat een morele
theorie praktisch bruikbaar is slechts als legitiem kan worden beschouwd
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indien de morele status van handelingen epistemisch toegankelijk is; dit
impliceert dat de eis dat een morele theorie praktisch bruikbaar is niet als
grond kan dienen voor de stellingdat de morele status van handelingen altijd
epistemisch toegankelijk is.Deze stelling zal op een andere wijze verdedigd
moeten kunnen worden, indien zij inderdaad verdedigbaar is.

Hoofdstuk 3 onderzoekt of de stelling dat & morele status van
handelingen kenbaar is gefundeerd kan worden in het principe dabehoreri
(‘ought’) ‘kunnen (‘can’) impliceert. Dit onderzoek valt in twee deelvragen
uiteen: (1) bestaat er een interpretatie van ‘kunnen’ in dit principe zodanig dat
kan worden gesteld dat we niet in staat zijn te doen wat we behoren te doen,
indien we niet in staat zijn te bepalen wat we behoren te doen? En (2) zijn de
redenen om het principe dat ‘lehoren’ ‘kunnen’ impliceert te accepteren
tegelijkertijd ook redenen om te accepteren dat ‘behoren’ ‘kan weten dat je
behoort’ impliceert te accepteren? Met betrekking tot deelvraadl) wordt
beargumenteerd dat het antwoord negatief is: het is een vergisag om te
denken dat met niets dan een beroep op een specifieke interpretatie van het
begrip ‘kunnen’ de stelling dat er geen epistemisch ontoegankelijke morele
plichten zijn verdedigd kan worden. Met betrekking tot deelvraad2) worden
drie populaire gronden voor het accepteren van het principe (dat ‘behoren’
‘kunnen’ impliceert) onderzocht: (a) een beroep op de conceptueleslatie
tussen verkeerd handelen en verwijtbaarheid, (b) een beroep op een principe
van billijkheid (‘fairness’), en (c) een beroep op de functie van morele
oordelen. Deze drie gronden blijken, wanneer zij nader geinspecteerd worden,
niet enkel geen steun te bieden voor de stelling dat ‘behoren’ ‘kan weten dat je
behoort’ impliceert, maar eveneens geen steun te bieden voor het
aanvankelijke principe.

Hoofdstuk 4 bespreekt de vraag of er altijd afdoende redeiis om een
handeling te verrichten, wanneer deze handeling verplicht is maar we geen
toegang hebben tot het feit dat zij verplicht is. Indien dit niet zo zou zijn, zou
epistemisch ontoegakelijke plichten geen ‘normatieve kracht’ bezitten, maar
normatieve kracht is nu juist kenmerkend voor moraal. De discussie in dit
hoofdstuk spitst zich toeop twee stellingenover redenern (1) een feit Fis een
reden voor een actor slechts dan als de actor zich bewust is venen (2) een
feit is een reden voor een actoslechts dan als de actor epistemische toegang
heeft tot F. Centraal staat de vraag of beide stellingen ondersteund kunnen
worden met een beroep op ofwel (a) het vereiste dat praktische redenen een
rol moeten kunnen spelen in een verklang van waarom een ator handelt
(het ‘verklarende vereiste’) ofwel (b) het vereiste dat redenen een rol moeten
kunnen spelen ingoede praktische deliberatie (het ‘deliberatieve vereiste’).
Met betrekking tot stelling (1) wordt geconcludeerd dat noch (a) noch (b) de
vereiste steun biedt; met betrekking tot stelling (2) wordt geconcludeerd dat
alhoewel (a) en (b) mogelijk de vereiste steun kunnen bieden, deze vereisten
zelf geen stand houden wanneer we hen nader bestuderen. Er zijn zowel
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