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Chapter 1 Introduction  
 
 
 
 
 
1.0 Introduction  
 
In virtually every situation in which we face a decision about how to act, the 
body of information at our disposal that can serve as the basis for our decision 
is severely limited: we have at most partial knowledge of what will happen 
when we act in one way rather than another, and of whatever other facts may 
support a particular decision. I take it to be uncontroversial that we are 
typically ignorant of many potentially morally relevant facts: facts about 
whether a given action will make the world overall better or worse, whether 
we will be giving each person his or her due, whether an action will respect or 
violate any rights or entitlements, and so on. And not only are we ignorant of 
many such facts, our ignorance is, to a large extent at least, irremediable: no 
matter how scrupulous and conscientious our inquiries have been, or will be, 
there is much that we will never know. In light of these observations, we can 
ask: do these unknown (and often unknowable) facts make an actual 
difference to what we morally ought to do, or is their relevance merely 
potential? 

Many, perhaps even most, who have considered the question take the 
latter view, reasoning roughly as follows. What we morally ought to��what we 
are morally obligated or required to do��is something we are ordinarily, 
perhaps even always, in a position to find out about. In T. M. ���…�ƒ�•�Ž�‘�•�ï�•���™�‘�”�†�•�á��
�î���–���Š�‡�� �“�—�‡�•�–�‹�‘�•�� �‘�ˆ�� �’�‡�”�•�‹�•�•�‹�„�‹�Ž�‹�–�›�� �‹�•�� �ƒ�� �“�—�‡�•�–�‹�‘�•�� �–�Š�ƒ�–�� �…�ƒ�•�� �„�‡�� �ƒ�•�•�‡�†�� �„�›�� �ƒ��
deliberative agent, and one that a normal agent can be expected to be able to 
�ƒ�•�•�™�‡�”�ï�����t�r�r�z�ã���w�s��. If this is correct, that is, if we can always determine what 
we ought to do when engaged in practical deliberation, then (given a few 
plausible assumptions, which I spell out below) what we morally ought to do 
can depend only on the facts that we are, or at least can become, aware of, and 
not on any facts that are beyond ou�”���î�‡�’�‹�•�–�‡�•�‹�…���”�‡�ƒ�…�Š�ï�á���•�‘���–�‘��speak. The aim of 
the present essay is to examine whether there is reason to believe that what 
we are morally obligated to do is something that we can always find out about. 
What I will argue for is that this is not the case.  

In this introductory chapter, I do three things. I start with making the 
central issue more precise, by offering some definitions and spelling out a few 
assumptions (section 1.1). After that, I explain in more detail why I believe we 
should be interested in the question addressed (section 1.2). Third, and finally, 
I give an overview of the chapters that follow (section 1.3). 
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1.1. Preliminaries  
 
Stated as succinctly as possible, what I will discuss in what follows is whether 
the deontic status of actions is deliberatively accessible. This formulation 
requires some unpacking. We can start with �î�†�‡�‘�•�–�‹�…���•�–�ƒ�–�—�•�ï�ä As I will use this 
expression, an action has a deontic status just in case that action is either 
morally right, morally wrong, or morally obligatory.1 These possible deontic 
statuses an action may have are only in part mutually exclusive: while I 
assume that no action is both morally right and morally wrong at the same 
time, and that actions that are obligatory are also right, the converse does not 
hold. There can be more than one morally right action in a given situation, in 
which case what an agent is obligated to do is perform one of the morally right 
actions available to her�ä�� ���� �–�”�‡�ƒ�–�� �î�„�‡�‹�•�‰�� �”�‹�‰�Š�–�ï�� �ƒ�•�†�� �î�„�‡�‹�•�‰�� �’�‡�”�•�‹�•�•�‹�„�Ž�‡�ï�� �ƒ�•��fully 
interchangeable; likewise fo�”�� �î�„�‡�‹�•�‰�� �™�”�‘�•�‰�ï�á�� �î�„�‡�‹�•�‰�� �ˆ�‘�”�„�‹�†�†�‡�•�ï �ƒ�•�†�� �î�„�‡�‹�•�‰��
�‹�•�’�‡�”�•�‹�•�•�‹�„�Ž�‡�ï, and for �î�„�‡�‹�•�‰���‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ï���ƒ�•�†���î�„�‡�‹�•�‰���”�‡�“�—�‹�”�‡�†�ä�ï���	�—�”�–�Š�‡�”�•�‘�”�‡�á������
assume that when an action is morally obligatory, we can say that that action 
is what an agent morally ought to do, and when an action is morally wrong, it 
is what an agent morally ought to refrain from doing, or morally ought not to 
do. In what follows, I often omit the prefix �î�•�‘�”�ƒ�Ž�Ž�›�ï���™�Š�‡�•���—�•�‹�•�‰���†�‡�‘�•�–�‹�…���–�‡�”�•�•��
�•�—�…�Š�� �ƒ�•�� �î�”�‹�‰�Š�–�ï�á�� �î�™�”�‘�•�‰�ï�á�� �ƒ�•�†�� �î�‘�—�‰�Š�–�ï; unless explicitly noted otherwise, the 
concern is always with what is morally right (etc.). 
 It is worth noting that the concern is always with overall deontic status 
only, that is, wit�Š�� �ƒ�•�� �ƒ�…�–�‹�‘�•�ï�•�� �„�‡�‹�•�‰�� �ƒ�Ž�Ž-things-considered right, wrong, or 
obligatory. I take it that we can �•�‡�ƒ�•�‹�•�‰�ˆ�—�Ž�Ž�›�� �•�’�‡�ƒ�•�� �ƒ�„�‘�—�–�� �ƒ�•�� �ƒ�‰�‡�•�–�ï�•�� �Š�ƒ�˜�‹�•�‰��
�•�‡�˜�‡�”�ƒ�Ž�á�� �’�‘�•�•�‹�„�Ž�›�� �…�‘�•�’�‡�–�‹�•�‰�� �‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�•�� ���‘�”�� �î�†�—�–�‹�‡�•�ï���� �‹�•�� �ƒ�� �•�‹�–�—�ƒ�–�‹�‘�•�á�� �•�—�…�Š�� �ƒ�•��
�‘�•�‡�ï�•���‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�•���–�‘���‘�•�‡�ï�•���ˆ�”�‹�‡�•�†�•���‘�”���‘�•�‡�ï�•���ˆ�ƒ�•�‹�Ž�›�â���‘�”���–�Š�ƒ�–���‘�•�‡���Š�ƒ�•���ƒ�•���‘�„�Ž�‹�‰�ƒ�–�‹�‘�•��
not to murder, steal, lie, and so on. When used in this way, though, the term 
�î�‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�ï�� ���‘�”�� �î�†�—�–�›�ï���� �†�‘�‡�•�� �•�‘�–�� �‡�š�’�”�‡�•�•�� �‘�˜�‡�”�ƒ�Ž�Ž�� �•�‘�”�ƒ�Ž�� �‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�â�� �ƒ�� �…�‘�•�•�‘�•��
way of referring to obligations or duties of this different type2 �‹�•���ƒ�•���îprima facie 
�‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�•�ï�á�� �ƒ�Ž�•�‘�� �•�‘�•�‡�–�‹�•�‡�•�� �”�‡�ˆ�‡�”�”�‡�†�� �–�‘�� �ƒ�•�� �îpro tanto �‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�•�ï�ä��It is the 
balance of prima facie obligations that, to the minds of some who give pride of 
place to this notion, determines the overall deontic status of our actions (our 

                                                             
1 ���� �–�ƒ�•�‡�� �–�Š�‡�•�‡�� �–�Š�”�‡�‡�� �•�–�ƒ�–�—�•�‡�•�� �–�‘�� �‡�š�Š�ƒ�—�•�–�� �–�Š�‡�� �‘�’�–�‹�‘�•�•�ä�� ���Š�‹�•�� �•�‡�ƒ�•�•�� �–�Š�ƒ�–�� �•�‡�‹�–�Š�‡�”�� �î�„�‡�‹�•�‰��
�•�—�’�‡�”�‡�”�‘�‰�ƒ�–�‘�”�›�ï�� �����”�•�•�‘�•�� �s�{�w�z���� �•�‘�”�� �î�„�‡�‹�•�‰�� �•�—�„�‡�”�‘�‰�ƒ�–�‘�”�›�ï�� �����”�‹�˜�‡�”�� �s�{�{�t���� �‹�•�� �ƒ�� �†�‡�‘�•�–�‹�…��
status actions can have. I believe this implication is correct: provided there are actions 
that fall under these labels, both supererogatory and suberogatory actions count as 
morally right, or permissible. Something more can be said about such actions, of 
course��but what we can say is just not something that has to do with their deontic 
status. ���Š�‡���ƒ�•�•�—�•�’�–�‹�‘�•���–�Š�ƒ�–���î�”�‹�‰�Š�–�ï�á���î�™�”�‘�•�‰�ï�á���ƒ�•�†���î�‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ï���‡�š�Š�ƒ�—�•�–���–�Š�‡���‘�’�–�‹�‘�•�•���Š�‡�”�‡��
is not necessary for the discussion, however, and those who, unlike me, believe it is 
incorrect can treat it as no more than a (hopefully harmless) simplification. 
2 Introduced, as far as I know, by W. D. Ross (1930). 
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�î�†�—�–�›��sans phrase�ï���ä�� ���•�Ž�‡�•�•�� �•�‘�–�‡�†�� �‘�–�Š�‡�”�™�‹�•�‡�á�� ���� �™�‹�Ž�Ž���•�‘�–�� �„�‡�� �–�ƒ�Ž�•�‹�•�‰���ƒ�„�‘�—�–���’�”�‹�•�ƒ��
facie obligations (or prima facie wrongs or rights, for that matter). 

���›�� �î�ƒ�…�–�‹�‘�•�•�ï�á�� �™�Š�‹�…�Š�� ���� �™�‹�Ž�Ž�� �ƒ�„�„�”�‡�˜�‹�ƒ�–�‡�� �„�›�� �îA�ï�á3 I always mean particular  
�ƒ�…�–�‹�‘�•�•�á���•�—�…�Š���ƒ�•���î�	�”�‡�†�ï�•���™�”�‹�–�‹�•�‰���–�Š�‹�•���•�‡�•�–�‡�•�…�‡���•�‘�™�ï�á���•�‘�–��general actions, such as 
�î�™�”�‹�–�‹�•�‰�ï�ä4 Using common terminology, we can call the latter as act-types, the 
former act-tokens. All claims about the deontic status of actions will always 
concern the deontic status of particular actions. This stipulation is not meant 
to suggest that we cannot intelligibly talk about whether general actions are 
�™�”�‘�•�‰�â�� �‹�–�� �•�ƒ�•�‡�•�� �’�‡�”�ˆ�‡�…�–�� �•�‡�•�•�‡�� �–�‘�� �•�ƒ�›�á�� �ˆ�‘�”�� �‡�š�ƒ�•�’�Ž�‡�á�� �–�Š�ƒ�–�� �î�•�—�”�†�‡�”�� �‹�•�� �™�”�‘�•�‰�ä�ï5 
Such claims about the deontic status of act-types are, however, probably best 
understood as part of an account of why certain act-tokens are morally wrong: 
if, for example, it is true that murder is wrong, then this truth helps to explain 
�™�Š�›�������ƒ�…�–���™�”�‘�•�‰�Ž�›���‹�ˆ�����•�ƒ�›���������†�‡�Ž�‹�„�‡�”�ƒ�–�‡�Ž�›���„�ƒ�•�Š���‹�•���•�‘�•�‡�‘�•�‡�ï�•���Š�‡�ƒ�†��right now. My 
�ƒ�…�–�‹�‘�•���‘�ˆ���„�ƒ�•�Š�‹�•�‰���•�‘�•�‡�‘�•�‡�ï�•���Š�‡�ƒ�†���‹�•���”�‹�‰�Š�–���•�‘�™���‹�•���™�”�‘�•�‰�á���‘�•���–�Š�‹�•���•�‹�•�†���‘�ˆ���˜�‹�‡�™, 
partially because my action is a token of a certain type, namely, murder.6 The 
idea here is that every token of this act-type is either absolutely or prima facie 
wrong, in virtue of its being a token of that type. Particular actions, unlike 
general actions, are actions that are (were, or will be) actions for some specific 
agent,7 �ƒ�„�„�”�‡�˜�‹�ƒ�–�‡�†�� �„�›�� �îS�ï�á��which can only be performed at or during some 
specific time�á���ƒ�„�„�”�‡�˜�‹�ƒ�–�‡�†�� �„�›�� �ît�ï�á��(or in some specific situation, if you will). By 
�î�–�‹�•�‡�•�ï�á�� ����will mean time-intervals, not points in time. Finally, for ease of 
exposition, I will treat omissions, that is, the non-performance of particular 
actions, as themselves particular actions as well. 

                                                             
3 ���•���™�Š�ƒ�–���ˆ�‘�Ž�Ž�‘�™�•�á�������—�•�‡���îA�ï���„�‘�–�Š���ƒ�•���ƒ���˜�ƒ�”�‹�ƒ�„�Ž�‡���”�ƒ�•�‰�‹�•�‰���‘�˜�‡�”���’�ƒ�”�–�‹�…�—�Ž�ƒ�”���ƒ�…�–�‹�‘�•�•���ƒ�•�†���ƒ�•���ƒ��
dummy letter, standing for a specific particular action; the context, I hope, will always 
make clear how it is used. The sam�‡�� �‰�‘�‡�•�� �ˆ�‘�”�� �îS�ï�á�� �™�Š�‹�…�Š�� �‹�•�� �—�•�‡�†�� �ƒ�•�� �„�‘�–�Š�� �ƒ�� �˜�ƒ�”�‹�ƒ�„�Ž�‡��
�”�ƒ�•�‰�‹�•�‰���‘�˜�‡�”���ƒ�‰�‡�•�–�•���ƒ�•�†���ƒ�•���ƒ���†�—�•�•�›���Ž�‡�–�–�‡�”���•�–�ƒ�•�†�‹�•�‰���ˆ�‘�”���ƒ���•�’�‡�…�‹�ˆ�‹�…���ƒ�‰�‡�•�–�á���ˆ�‘�”���ît�ï�á���™�Š�‹�…�Š��
can be either a variable ranging over times or a dummy letter for a specific time, for 
�îX�ï�á���™�Š�‹�…�Š���ƒ�•���ƒ���˜�ƒ�”�‹�ƒ�„�Ž�‡���…�ƒ�•���”�ƒ�•ge over or stand for various things��truths, facts, states 
of affairs, etc.��and the other capital letters (Y, Z, P, F, etc.), which are introduced when 
necessary, ranging over or standing for various objects. 
4 Compare Carlson (1995: 5-6). It is perhaps worth pointing out that this is a different 
distinction than that between different ways of individuating actions: particular 
actions can be individuated coarsely or finely. 
5 Accepting that claims of this form are intelligible does not, of course, amount to 
accepting that there are any true claims of this form. The latter is something that both 
consequentialists and moral particularists (such as Jonathan Dancy; 1993, 2004) will 
want to deny, but the former should be acceptable to them as well. 
6 Presumably, this will only be the first step in an explanation of why my action is 
wrong; some further story will be told as to why acts of this type are wrong. 
7 Perhaps there are also actions that are actions for collectives (groups of agents), or 
for non-agentive entities. I take no stand on this; the restriction to single agents can be 
treated as merely a simplifying assumption. 
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�î���‡�Ž�‹�„�‡�”�ƒ�–�‹�˜�‡���ƒ�…�…�‡�•�•�‹�„�‹�Ž�‹�–�›�ï���‹�•���ƒ���–�‡�”�•���‘�ˆ���ƒ�”�–�ä�����–���‹�•���ƒ���•�’�‡�…�‹�‡�•���‘�ˆ something a 
little more familiar, namely, epistemic accessibility.8 Say that X��some fact, or 
truth ��is epistemically accessible just in case X can be known (by some agent, 
at some time). Because I want the following to be neutral among competing, 
incompatible analyses of knowledge, I have little to offer by way of specifying 
the conditions under which a fact or truth X is something that can be known, 
by some agent, at some time. What I can say, though, is that I understand �î�ƒ�•��
agent S can come to know that X at time t�ï in a liberal way. Some take the range 
of facts or truths that count as epistemically accessible to an agent S a t to be 
restricted to what S already knows at t, what S can infer from what S knows at 
t, and what S can come to know by way of introspection during t. I assume that 
the range of facts that count as epistemically accessible to S at or during time t 
includes not just these things, but also what S can come to know by engaging 
in some information -gathering activity (such as asking some other agent, 
visiting a library, using a search engine on the internet, etc.), and what S can 
infer from what S can come to know in this way. The range of facts or truths 
that are epistemically accessible to an agent in this sense is indexed to a 
specific time: I may at this moment be able to obtain some piece of 
information, but I can lose this ability at a later time, if (say) the person who I 
would ask for help in order to obtain it dies before I in fact get around to 
asking my question; we can also acquire this ability with respect to pieces of 
information, of course. Finally, ���� �™�‹�Ž�Ž�� �—�•�‡�� �–�Š�‡�� �‡�š�’�”�‡�•�•�‹�‘�•�•�� �î�…�ƒ�•�� �„�‡�…�‘�•�‡�� �ƒ�™�ƒ�”�‡ 
of�ï�á���î�Š�ƒ�•���ƒ�…�…�‡�•�•���–�‘�ï�á �ƒ�•�†���î�…�ƒ�•���†�‡�–�‡�”�•�‹�•�‡�ï���ƒ�•���‡�“�—�‹�˜�ƒ�Ž�‡�•�–�•���–�‘���î�…�ƒ�•���…�‘�•�‡���–�‘���•�•�‘�™�ï���‹�•��
what follows.  

Defining w�Š�ƒ�–�������…�ƒ�Ž�Ž���î�†�‡�Ž�‹�„�‡�”�ƒ�–�‹�˜�‡���ƒ�…�…�‡�•�•�‹�„�‹�Ž�‹�–�›�ï���”�‡�“�—�‹�”�‡�•���•�‡�”�‡�Ž�›���–�Š�ƒ�–���™�‡��
specify a particular action, the agent to whom, and time at which, some fact or 
truth is  epistemically accessible. That is: 
 

Deliberative Accessibility: a fact or truth X is deliberatively accessible to an 
agent S with respect to an action A that S can perform at time t i just in case 
X is epistemically accessible to S at a time t j, where t j is either earlier than 
or (partially ) overlapping with t i (in brief, t j �9 t i) 

 
���•�� ���� �—�•�†�‡�”�•�–�ƒ�•�†�� �–�Š�‡���–�‡�”�•�� �î�†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�ï�á�� �›�‘�—�� �…�ƒ�•�� �†�‡�Ž�‹�„�‡�”�ƒ�–�‡�� �ƒ�„�‘�—�–�� �™�Š�‡�–�Š�‡�”�� �–�‘��
perform an action A at a certain time only if A is an option for you, that is, if A is 
something that you, as of that time, can still do (at that time, or at some later 
time) . We can of course think about what we ought to have done when the 

                                                             
8 ���‹�•�…�—�•�•�‹�‘�•�•�� �‘�ˆ�� �î�‡�’�‹�•�–�‡�•�‹�…���ƒ�…�…�‡�•�•�ï�� �†�‘�� �•�‘�–�� �ƒ�Ž�™�ƒ�›�•�� �Š�ƒ�˜�‡�� �‡�š�ƒ�…�–�Ž�›�� �–�Š�‡�� �•�ƒ�•�‡�� �ˆ�‘�…�—�•�� �ƒ�•�� �–�Š�‡��
present one; they can be concerned with whether a certain domain of facts or truths is 
�î�‹�•���’�”�‹�•�…�‹�’�Ž�‡�ï���•�•�‘�™�ƒ�„�Ž�‡�á���ƒ�•�†���™�‹�–�Š��how we have epistemic access to facts or truths in a 
domain. I am not concerned with the former, and only in passing with the latter; see 
the next section for some remarks on how we know whether an action is right (etc.).   
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time of action has passed, but such thought would not be an instance of 
deliberation, for deliberation is by its nature forward -looking. The definition 
of deliberative accessibility accounts for this by requiring that the time at 
which it is possible that an agent S comes to know that X, t j, is prior to or 
(partially) overlapping with the time of action, t i. I have little to offer at this 
point by way of further explicating the conditions under which a particular 
action counts as an option for an agent; I argue below (in Chapter 3, section 
3.1) that, contrary to what one might expect, this is not an issue that is 
particularly relevant to the main question of this essay. I believe that, by and 
large, we are able to get by with an intuitive understanding of when an action 
counts as option. 
 While most of what is discussed in what follows pertains to deontic 
status more generally, in the first instance, the focus will be on whether 
obligations are deliberatively accessible. That is, what I will focus on is 
whether �–�Š�‡���–�Š�‡�•�‹�•���–�Š�ƒ�–�������™�‹�Ž�Ž���”�‡�ˆ�‡�”���–�‘���ƒ�•���î�������������ï���‹�•��defensible:  
 

ACCESS: For any agent S and action A, necessarily, if S ought to do A at t i, 
then there is a time t j such that t j �9 t i and during t j S can come to know that 
S ought to do A at t i  

 
More informally, what ACCESS asserts is that if you are morally obligated to 
act in a certain way at a certain time, then it is always possible that you come 
to know that this is so, at a time no later than the time of action. (Similar 
access �’�”�‹�•�…�‹�’�Ž�‡�•�� �…�ƒ�•�� �„�‡�� �ˆ�‘�”�•�—�Ž�ƒ�–�‡�†�� �ˆ�‘�”�� �î�”�‹�‰�Š�–�ï�� �ƒ�•�†�� �î�™�”�‘�•�‰�ï�ä���� ���Š�ƒ�–�� ������������ 
rules out is both (a) that you can come to know whether you acted as you 
ought to have done only after the fact, viz., when all is said and done, and (b) 
that you cannot come to know what you ought to do (or have done) at any 
time at all (because deliberative accessibility entails epistemic accessibility, of 
course). If ACCESS is true, then there is, as I will put it, no such thing as an 
inaccessible obligation; and there is no such thing not just in the actual world, 
but in every possible world. What the claim is meant to capture is what 
Scanlon suggests is the case in the passage quoted, i.e., that when we are 
deliberating about what to do in a specific situation, we can always answer the 
question of whether the actions that we are considering are morally 
permissible or not; it does so by indexing epistemic access to the agent for 
whom an action is obligatory, and to a time at or prior to the time of action. 

I will at time also formulate the central question of this essay as 
�î�™�Š�‡�–�Š�‡�”�� �†�‡�‘�•�–�‹�…�� �•�–�ƒ�–�—�•�� �‹�•�� �ƒ�…�…�‡�•�•�‹�„�Ž�‡�ï, �ƒ�•�� �î�™�Š�‡�–�Š�‡�”�� �‘�„�Ž�‹�‰�ƒ�–�‹on is �ƒ�…�…�‡�•�•�‹�„�Ž�‡�ï�á��
and, finally, �ƒ�•�� �î�™�Š�‡�–�Š�‡�”�� �–�Š�‡�”�‡�� �ƒ�”�‡�� �‹�•�ƒ�…�…�‡�•�•�‹�„�Ž�‡�� �‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�•�ï�ä�� ���•�Ž�‡�•�•�� �•�‘�–�‡�†��
otherwise, the concern will be with the deontic status of actions, and the 
question, properly spelled out, is whether the deontic status of actions is 
deliberatively accessible, in the sense defined. And, again, while the explicit 
discussion will focus mostly on the deontic status of �îbeing morally obligatory�ï�á��
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the implicit concern is with deontic status more generally, extending to �îbeing 
morally right �ï and �îbeing morally wrong�ï. Finally, note that even when it is not 
made explicit, the idea is not just that there are none, but also that there 
cannot be inaccessible obligations. 
 I will say a little more about what is required for the deliberative 
accessibility of deontic status in the next section, in the context of discussing 
why we should be interested in the issue. Before that, though, some remarks 
about the meta-ethical assumptions underlying the present inquiry may be in 
order. For the most part, I proceed unapologetically on the assumption that 
there are facts, and truths, about what we morally ought to do and refrain 
from doing��in brief, on the assumption that there are deontic facts and truths.9 
The assumption is controversial of course, but let me note that I intend it to be 
taken as non-committal as it can be: we do not need to assume that the fact 
that an action A is obligatory is �îmetaphysically robust�ï, in the sense that it is 
irreducible, or some such thing; all we need is that there is a fact of the matter 
as to whether or not A is obligatory, or, to put it in even more neutral terms, 
that there is a correct answer, for at least some values for A, �–�‘���–�Š�‡���“�—�‡�•�–�‹�‘�•���î�‹�•��
A �‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ë�ï  

Even with that noted, the assumption is still incompatible with an 
�îerror theory �ï�� �ƒ�„�‘�—�– moralit y (Mackie 1977; Joyce 2001), since such a theory 
denies the possibility both of correct answers to moral questions and of 
knowledge of those answers, even in a minimal sense. But contemporary 
forms of meta-ethical non-cognitivism, such as those developed by Simon 
Blackburn (1993, 1998) and Allan Gibbard (1990, 2003) do allow for talking 
meaningfully about facts or truths  about what we ought to do, and also about 
knowledge, or at least about �î�“�—�ƒ�•�‹-�•�•�‘�™�Ž�‡�†�‰�‡�ï, of these facts or truths 
(Gibbard 2003: chapter 9). It seems, therefore, that there is only a small range 
of possible views in meta-ethics according to which the way I have framed the 
main issue is indefensible. That should suffice for getting the present inquiry 
off the ground. 
 
 
1.2. Why it matters whether deontic status is accessible  
 
1.2.1. ACCESS and first -order moral theory: is obligation objective or 
subjective?  
 
Why should we be interested in whether or not deontic status is accessible, if 
indeed we should be? In other words, why, if at all, does it matter whether 
ACCESS is true? I have already hinted at the main reason at the outset; this 
section spells it out in more detail.  

                                                             
9 The discussion in section (3.4.2) in Chapter 3 forms an exception to this rule.  
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There is a quite general question in first-order moral theory as to 
whether moral obligation, and deontic status more generally, is objective or 
subjective, in the sense of whether what we ought to do depends on the totality 
of facts of a situation, or only on the facts we are aware of��or perhaps on those 
facts that we believe to obtain, those that we reasonably believe to obtain, or 
the facts that we have reason to believe to obtain (there are, as this list of 
options indicates, various ways of spelling out a subjective account, but the 
differences between them need not concern us at this point). The first 
philosopher, to the best of my knowledge, to consider this question in a 
�‰�‡�•�‡�”�ƒ�Ž���™�ƒ�›�á���™�ƒ�•�����ä�����ä�����”�‹�…�Š�ƒ�”�†�á���‹�•���î���—�–�›���ƒ�•�†�����‰�•�‘�”�ƒ�•�…�‡���‘�ˆ���	�ƒ�…�–�ï�����t�r�r�t�ã���…�Š�ƒ�’�–�‡�”��
6; first published in 1932).10 Prichard sets out to answer the following 
�“�—�‡�•�–�‹�‘�•�ã�� �îIf a man has an obligation, i.e. a duty, to do some action, does the 
obligation depend on certain characteristics of the situation in which he is, or 
�‘�•�� �…�‡�”�–�ƒ�‹�•�� �…�Š�ƒ�”�ƒ�…�–�‡�”�‹�•�–�‹�…�•�� �‘�ˆ�� �Š�‹�•�� �–�Š�‘�—�‰�Š�–�� �ƒ�„�‘�—�–�� �–�Š�‡�� �•�‹�–�—�ƒ�–�‹�‘�•�ë�ï�� ���t�r�r�t�ã�� �z�v���ä��
While acknowledging the attrac�–�‹�‘�•�•���‘�ˆ���™�Š�ƒ�–���Š�‡���…�ƒ�Ž�Ž�•���î�–�Š�‡���‘�„�Œ�‡�…�–�‹�˜�‡���˜�‹�‡�™�ï����ibid., 
92-93), in the end, Prichard is lead to conclude �–�Š�ƒ�–���™�‡���î�…�ƒ�•�•�‘�–���„�—�–���ƒ�Ž�Ž�‘�™���–�Š�ƒ�–��
�–�Š�‡���•�—�„�Œ�‡�…�–�‹�˜�‡���˜�‹�‡�™���‹�•���–�”�—�‡�ï�á���ˆ�‘�”���—�’�‘�•���”�‡�ˆ�Ž�‡�…�–�‹�‘�•�á���™�‡���•�‡�‡���–�Š�ƒ�–���™�‡���ƒ�”�‡���•�‘�–���•�‡�”�‡�Ž�›��
�î�‹�•�…�Ž�‹�•�‡�†���–�‘���–�Š�‹�•�•�ï���„�—�–���”�ƒ�–�Š�‡�”���ƒ�”�‡���î�…�‡�”�–�ƒ�‹�•, i.e. [we] know, that the answer to the 
question [whether we ought to perform some particular activity] turns not on 
�–�Š�‡�� �•�ƒ�–�—�”�‡�� �‘�ˆ�� �–�Š�‡�� �•�‹�–�—�ƒ�–�‹�‘�•�� �„�—�–�� �‘�•�� �–�Š�ƒ�–�� �‘�ˆ�� �‘�—�”�� �–�Š�‘�—�‰�Š�–�� �ƒ�„�‘�—�–�� �‹�–�ï�� ��ibid., 100, 
�‡�•�’�Š�ƒ�•�‡�•���‘�•�‹�–�–�‡�†���ä�����”�‹�…�Š�ƒ�”�†�ï�•���ƒ�”�‰�—�•�‡�•�–���ˆ�‘�”���–�Š�‹�•���…�‘�•�…�Ž�—�•�‹�‘�•���‹s intricate, but a 
central element in his reasoning towards it is that he holds that if the objective 
�˜�‹�‡�™�� �‹�•�� �…�‘�”�”�‡�…�–�á�� �–�Š�‡�•�� �î�™�‡�� �…�ƒ�•�� �•�‡�˜�‡�”�� �•�•�‘�™�� �–�Š�ƒ�–�� �™�‡�� �Š�ƒ�˜�‡�� �ƒ�� �†�—�–�›�ï�á�� �ƒ�•�†�� �–�Š�‹�•�� �Š�‡��
takes to be a highly unwelcome implication (ibid., 89), if not sufficient to reject 
the view that obligation is objective, i.e., dependent on the facts of the 
situation as they are, rather than �‘�•���‘�—�”���î�–�Š�‘�—�‰�Š�–�•���ƒ�„�‘�—�–���–�Š�‡���•�‹�–�—�ƒ�–�‹�‘�•�ï�ä11 

The question of whether moral obligation is objective or subjective in 
this sense had, of course, bee�•���†�‹�•�…�—�•�•�‡�†���’�”�‹�‘�”���–�‘�����”�‹�…�Š�ƒ�”�†�ï�•���ƒ�–�–�‡�•�’�–���ƒ�–���•�‡�–�–�Ž�‹�•�‰��
it , in the context of trying to settle on what the best way of formulating specific 
moral theories is. In particular, at least since Henry ���‹�†�‰�™�‹�…�•�ï�•��The Methods of 
Ethics (1981 [1907] , first published in its first edition in 1874) the question 
whether it is the actual or the expected utility of an action that determines its 
deontic status has been a question recognized as one that needs to be settled 
by an utilitarian account of morality (and the same goes for consequentialism 
more generally). If an action is morally right just in case there is no alternative 
to it that will in fact produce more utility (or has a better outcome), as the 
                                                             
10 The question was, of course, considered within the context of discussion concerning 
how to best formulate specific moral theories well before Prichard took it up; see the 
discussion in the next paragraph. 
11 Prichard, like G. E. Moore and W. D. Ross (see below), overstates the point; for a 
discussion of why Prichard is more pessimistic in his assessment of knowledge of duty 
than seems warranted, see Dancy (2002); for a discussion of Moore on this point, see 
Smith (2006). 
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standard formulation of the theory asserts, then often, perhaps even always, 
we will not be able to find out whether an action that we consider performing 
is morally right, for we are typically in the dark about most of what will be the 
case if we perform an action.12 Given that we typically, and perhaps even 
always, lack such knowledge, then if objective utilitarianism (or objective 
consequentialism) is the correct account of what we morally ought to do, it 
seems we will be unable to determine whether any action is morally right. 
Some proponents of moral theories of this general type find this implication 
wholly unproblematic. G. E. Moore, for example, appears to see no difficulty at 
�ƒ�Ž�Ž���‹�•���ƒ�…�…�‡�’�–�‹�•�‰���–�Š�ƒ�–���î�™�‡���•�‡�˜�‡�”���Š�ƒ�˜�‡���ƒ�•�›���”�‡�ƒ�•�‘�•���–�‘���•�—�’�’�‘�•�‡���–�Š�ƒ�–���ƒ�•���ƒ�…�–�‹�‘�•���‹�•���‘�—�”��
�†�—�–�›�ï�� ���s�{�z�z�� ���s�{�r�u���ã�� �s�v�{���ä13 But many others have demurred. Shelly Kagan 
puts the basic worry that critics have �–�Š�—�•�ã�� �î�‹�ˆ�� �‹�–�� �‹�•�� �‹�•�’�‘�•�•�‹�„�Ž�‡�� �–�‘�� �–�‡�Ž�Ž���™�Š�‡�–�Š�‡�”��
any act is morally right or wrong, [then] how can consequentialism possibly 
�„�‡���ƒ���…�‘�”�”�‡�…�–���•�‘�”�ƒ�Ž���–�Š�‡�‘�”�›�ë�ï�����s�{�{�z�ã���x�v���ä14 The sentiment that Kagan expresses 
in asking this (rhetorical) question is widely shared among critics of utilitarian 
and consequentialist approaches in moral theorizing.15 

A popular response to this sort of objection to objective versions of 
utilitarianism and consequentialism is to subjectivize the account of deontic 
status: what we morally ought to do, the suggestion is, is not �îperform 
whatever action in fact maximizes utility�ï�� �‘�” �îperform whatever action in fact 
has the best outcome�ï, but rather �îperform an action that maximizes expected 
utility �ï, or �îperform an action that is most likely to have the best outcome�ï, or 

                                                             
12 ���Š�‹�•�� �”�‡�•�ƒ�”�•�� �’�”�‡�•�—�’�’�‘�•�‡�•�� �–�Š�‡�� �î�–�”�ƒ�•�•�ˆ�‡�”�� �’�”�‹�•�…�‹�’�Ž�‡�� �ˆ�‘�”�� �‹�•�ƒ�…�…�‡�•�•�‹�„�‹�Ž�‹�–�›�ï�á�� �†�‹�•�…�—�•�•�‡�†�� �‹�•��
(1.2.3) below. In addition, it presuppose�•�� �ƒ�•�� �î�ƒ�…�–�—�ƒ�Ž�‹�•�–�ï�� �ˆ�‘�”�•�—�Ž�ƒ�–�‹�‘�•�� �‘�ˆ�� �‘�„�Œ�‡�…�–�‹�˜�‡��
consequentialism, which takes the value of what would be the case (and not what an 
�ƒ�‰�‡�•�–�� �…�ƒ�•�� �„�”�‹�•�‰�� �ƒ�„�‘�—�–�á�� �ƒ�•�� �‘�•�� �ƒ�� �î�’�‘�•�•�‹�„�‹�Ž�‹�•�–�ï�� �ˆ�‘�”�•�—�Ž�ƒ�–�‹�‘�•���� �–�‘�� �„�‡�� �™�Š�ƒ�–�� �†�‡�–�‡�”�•�‹�•�‡�•�� �–�Š�‡��
deontic status of actions. The same issues arise on a possibilist formulation, though; 
see Feldman (1986: 47-48) for discussion, and a stance that is similar to that of G. E. 
Moore. For my own take on the actualism-possibilism debate, see my (forthcoming). 
13 See Sorenson (1995), Feldman (2006: 75n9), and, perhaps, Driver (2012: 49-50) for 
more recent examples of this position. 
14 Note, however, that Kagan himself is not persuaded by this worry. His reason for 
not thinking too much of it is, though, that he believes it seriously overstates its 
pessimistic assessment of the prospect of knowledge of deontic status on a 
consequentialist account of deontic status, not that it has no force. For a critical 
�‡�˜�ƒ�Ž�—�ƒ�–�‹�‘�•�� �‘�ˆ�� ���ƒ�‰�ƒ�•�ï�•�� �ƒ�–�–�‡�•�’�–�� �ƒ�–�� �•�Š�‘�™�‹�•�‰�� �–�Š�ƒ�–�� �–�Š�‡�� �™�‘�”�”�›�� �”�‡�•�–�•�� �‘�•�� �–�‘�‘�� �’�‡�•�•�‹�•�‹�•�–�‹�…�� �ƒ�•��
assessment, see Lenman (2000). 
15 For other statements of this worry, which do take it to constitute a decisive strike 
directed either at utilitarianism in particular or at consequentialism more generally, 
see Singer (1977), Gruzalski (1981), Hudson (1989), Jackson (1991), Frazier (1994), 
Howard-���•�›�†�‡�”�����s�{�{�y�á���s�{�{�{���á���ƒ�•�†�����ƒ�‰�ƒ�‹�•�������‡�•�•�ƒ�•�����t�r�r�r���ä�������†�‹�•�…�—�•�•����ƒ�…�•�•�‘�•�ï�•��view in 
Chapter 2, and Howard-���•�›�†�‡�”�ï�•���‹�•�����Š�ƒ�’�–�‡�”���u�ä 
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one that has the highest expected value.16 �îSubjectivizing�ï the account of 
deontic status is sometimes presented as an unavoidable modification of 
standard consequentialist theories:  
 

The conclusion of practical reasoning is a judgment of what ought to be 
done. And also, it has to be a judgment that one can act on. But the only 
judgment that one can act on is relative to the probabilities available 
(Broome 1991: 128, emphasis added).17 

 
Modifying the account of deontic status in such a way as a response to worries 
about inaccessibility is warranted only if the objection succeeds in identifying 
a serious drawback of objective forms of utilitarianism or consequentialism. If 
it does not, and if instead, Moore was right to dismiss this sort of objection, 
then such modification would be ill-motivated, at least when it is made for this 
reason. Making progress in the debate over how to we are to best formulate 
utilitarian and consequentialist accounts of deontic status thus clearly hinges 
on an assessment of the force of objections based on the (alleged) 
incompatibility of objective versions of such theories with ACCESS. 

The question of whether moral obligation is objective or subjective 
does not arise merely against the backdrop of utilitarian or consequentialist 
approaches to morality .18 Prichard, whose work I just referred to, was a critic 

                                                             
16 See the references in the previous note, in particular the papers by Gruzalski and 
Jackson, for examples of this response. 
17 In later work, Broome comes to reject this line of reasoning; see Broome (1999). 
What the quoted passage suggests is that we are, in some sense, unable to do what we 
ought to do, if we are unable to determine what we ought to do. I discuss this thought 
in Chapter 3, section (3.1). Alternatively, the claim might concern whether deontic 
facts or judgments can explain why an agent acts; I discuss this idea in Chapter 4. 
18 Some proponents of objective consequentialism take the observation that various 
non-consequentialist accounts deontic status face the same conundrum as a ground 
for rejecting the significance of objections to their view based on inaccessibility 
(Smart 1973: 34; Kagan 1998: 64). But that is surely way too quick: all of these 
accounts may be unacceptable, and, as noted in the text, in order to escape the 
objection, we can offer a subjective version of consequentialism, and of other (non-
consequentialist) accounts of deontic status as well. Admittedly, there is work to be 
done in that regard��as Fred Feldman observes (2006), common versions of subjective 
consequentialism in fact also entail inaccessibility; cf. Smith (2009) for a detailed 
discussion of why Fran�•�� ��ƒ�…�•�•�‘�•�ï�•�� �î�†�‡�…�‹�•�‹�‘�•-�–�Š�‡�‘�”�‡�–�‹�…���…�‘�•�•�‡�“�—�‡�•�–�‹�ƒ�Ž�‹�•�•�ï�� ���s�{�{�s���� �†�‘�‡�•��
not escape deliberative inaccessibility��but the fact that the work needs to be done 
surely is not a good ground for inferring that it cannot be done. With respect to 
consequentialism, a version of such a theory that entails or is otherwise compatible 
with ACCESS must be a more fully subjectivized version than all extant proposals, for 
instance, a version that is modeled on something like the theory of rational choice 
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of utilitarianism, 19 and W. D. Ross, who offers a discussion of the question that 
�†�”�ƒ�™�•���‡�š�–�‡�•�•�‹�˜�‡�Ž�›���‘�•�����”�‹�…�Š�ƒ�”�†�ï�•��(in Ross 1939: chapter 7), is one of the main 
non-consequentialist moral theorists of the 20th century. It is not hard to see 
how the issue arises, if one conceives of deontic status along the lines Ross 
sketches: say that one of our prima facie duties is to keep our promises. 
Imagine that you have promised to return a book that you borrowed from a 
friend, and there are no other duties bearing on the situation. As Ross notes, if 
�î�™�‡�� �ƒ�…�…�‡�’�–�� �–�Š�‡�� �’�”�‹�•�…�‹�’�Ž�‡�� �ƒ�•�� �‹�–�� �‹�•�� �—�•�—�ƒ�Ž�Ž�›�� �‡�š�’�”�‡�•�•�‡�†�ï�á�� �‹�ä�‡�ä�á�� �ƒ�•�� �•�–�ƒ�–�‹�•�‰�� �î�•�‡�‡�’�� �›�‘ur 
�’�”�‘�•�‹�•�‡�•�ï�á���–�Š�‡�•���î�‹�–���ˆ�‘�Ž�Ž�‘�™�•���–�Š�ƒ�–���–�Š�‡���ƒ�…�–���™�‡���‘�—�‰�Š�–���–�‘���†�‘���‹�•���–�Š�ƒ�–���™�Š�‹�…�Š���™�‹�Ž�Ž���‹�•���ˆ�ƒ�…�–��
�Ž�‡�ƒ�†���–�‘���‘�—�”���ˆ�”�‹�‡�•�†�ï�•���”�‡�…�‡�’�–�‹�‘�•���‘�ˆ���–�Š�‡���„�‘�‘�•�ï����ibid., 147). We will have done what 
�™�‡�� �‘�—�‰�Š�–�� �–�‘�� �Š�ƒ�˜�‡�� �†�‘�•�‡�� �Œ�—�•�–�� �‹�•�� �…�ƒ�•�‡�� �î�™�‡���•�‘�� �†�‡�ƒ�Ž�� �™�‹�–�Š�� �–�Š�‡�� �„�‘�‘�•�� �–�Š�ƒ�–�� �‹�–�� �”�‡�ƒ�…�Š�‡�•��
�Š�‹�•�ï�á���›�‡�–���î�‹f we so deal with it that it does not reach him we shall not have done 
our duty, even if in the first case we have dealt carelessly with it and in the 
�•�‡�…�‘�•�†�� �…�ƒ�•�‡�� �…�ƒ�”�‡�ˆ�—�Ž�Ž�›�ï�� ��ibid.). There is, Ross adds, at least room for the view 
that what the principle governing promise-keeping requires us to do is (say) 
what seems most likely to result in the keeping of our promises, not that 
which will in fact result  in the keeping of our promises, and so perhaps we 
should accept a modified (i.e., some subjectivized) version of the principle 
governing promise-keeping. In his earlier book, The Right and the Good, Ross 
had rejected this kind of view, writing �–�Š�ƒ�–���î���•���—�…�…�‡�•�•���ƒ�•�†���ˆ�ƒ�‹�Ž�—�”�‡�� �ƒ�”�‡���–�Š�‡���‘�•�Ž�›��
test, and a sufficient test, of the �’�‡�”�ˆ�‘�”�•�ƒ�•�…�‡���‘�ˆ���†�—�–�›�ï�����t�r�r�t�����s�{�u�r���ã���v�w). Yet by 
the time he wrote his second major treatise on ethics, Foundations of Ethics, 
Ross had changed his mind on the matter, and he did so not in the last place 
because he had co�•�‡���–�‘���ƒ�‰�”�‡�‡���™�‹�–�Š�����”�‹�…�Š�ƒ�”�†���–�Š�ƒ�–�á���ˆ�‹�”�•�–�á���î�‹�ˆ���†�—�–�›���„�‡���•�—�…�Š���ƒ�•���–�Š�‡��
objective theory conceives it to be, I can never know that I have any particular 
�†�—�–�›�á���‘�”���‡�˜�‡�•���–�Š�ƒ�–���ƒ�•�›���‘�•�‡���Š�ƒ�•���‡�˜�‡�”�� �Š�ƒ�†���‘�”���™�‹�Ž�Ž���‡�˜�‡�”���Š�ƒ�˜�‡�� �ƒ���†�—�–�›�ï�������‘�•�•���s�{�u�{�ã��
150), and second, in finding this to be a deeply disturbing upshot. 
 Finally, if the deontic status of actions depends on whether any moral 
rights will be violated upon their performance, and if facts about whether the 
�’�‡�”�ˆ�‘�”�•�ƒ�•�…�‡���‘�ˆ�� �ƒ�� �‰�‹�˜�‡�•�� �ƒ�…�–�‹�‘�•���™�‹�Ž�Ž���˜�‹�‘�Ž�ƒ�–�‡�� �ƒ�•�›�‘�•�‡�ï�•�� �”�‹�‰�Š�–�•�� �…�ƒ�•�� �„�‡�� �‹�•�ƒ�…�…�‡�•�•�‹�„�Ž�‡��
to deliberating agents��and it seems plausible that this is so, at least on some 
prominent proposals along these lines, such as those of Nozick (1974) and 
Thomson (1990)���–�Š�‡�•�� �î�”�‹�‰�Š�–�•-�„�ƒ�•�‡�†�ï�� �ƒ�…�…�‘�—�•�–�•�� �‘�ˆ�� �†�‡�‘�•�–�‹�…�� �•�–�ƒ�–�—�•�� �ƒ�•�� �™�‡�Ž�Ž�� �ˆ�ƒ�…�‡��
the question of whether what we ought to do is whatever in fact respects 
�‡�˜�‡�”�›�‘�•�‡�ï�•�� �”�‹�‰�Š�–�•�á��or only refrain from right -violations that we are aware or 
can become aware of, or what is least likely to result in rights-violations, or 
what we believe, perhaps reasonably, to do so (etc.), even if in fact it will not. 

                                                                                                                                                           
developed by Paul Weirich (2004), who tries to dispense with a whole host of 
common idealizations made in decision theory. 
19 ���•�� �î���‘�‡�•�� �•�‘�”�ƒ�Ž�� �’�Š�‹�Ž�‘�•�‘�’�Š�›�� �”�‡�•�– �‘�•�� �ƒ�� �•�‹�•�–�ƒ�•�‡�ë�ï�� ���t�r�r�t�ã�� �…�Š�ƒ�’�–�‡�”�� �t�á�� �ˆ�‹�”�•�–�� �’�—�„�Ž�‹�•�Š�‡�†�� �‹�•��
1912), Prichard argues that all attempts at giving a philosophical account of deontic 
status rest on a mistake, including utilitarianism. 
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In other words, rights-based accounts of deontic status, like utilitarian, 
consequentialist, and Ross-style pluralistic accounts, also need to answer the 
question of whether moral obligation is objective or subjective. 

While this survey is brief and admittedly incomplete, what it indicates 
is that with respect to many prominent accounts of the deontic status of 
actions, the question of whether moral obligation (and deontic status more 
generally) is objective or subjective not just makes sense, but is in fact of 
considerable importance for settling how we should understand and spell out 
such accounts.20 And, although there are some exceptions to this rule,21 it 
seems nonetheless fair to claim, as Peter Graham does in a recent paper which 
defends �ƒ�•�� �‘�„�Œ�‡�…�–�‹�˜�‡�� �ƒ�…�…�‘�—�•�–�� �‘�ˆ�� �‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�á�� �–�Š�ƒ�–�� �î���–���Š�‡�� �•�‘�–�‹�˜�ƒ�–�‹�‘�•�� �„�‡�Š�‹�•�†�� ���–�Š�‡��
subjective v�‹�‡�™�����å���‹�•���–�Š�ƒ�–���ƒ���’�‡�”�•�‘�•�ï�•���•�‘�”�ƒ�Ž���‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�•���•�—�•�–�á���‹�•���•�‘�•�‡���™�ƒ�›�á���„�‡��
�”�‡�ƒ�†�‹�Ž�›���ƒ�…�…�‡�•�•�‹�„�Ž�‡���–�‘���Š�‡�”�ï�����t�r�s�r�ã���{�s���ä�����‘�•�–���‘�ˆ���–�Š�‘�•�‡���™�Š�‘���†�‡�ˆ�‡�•�†���ƒ���•�—�„�Œ�‡�…�–�‹�˜�‡�����‘�”��
subjectivized) account of moral obligation, quite irrespective of their other 
theoretical commitments, build their defense on an appeal to ACCESS, or on 
something very much like it. It is because this is so, and because whether 
moral obligation is objective or subjective is a question that matters, that 
whether or not ACCESS is defensible matters.  

Since I argue in what follows that there is no good reason for believing 
that ACCESS is true, what I will be doing, then, is providing indirect support 
for the view that obligation is objective, by undermining the main motivation 
for the view that it is not. Next, let us consider two objections to the foregoing. 
 
 
 
 
                                                             
20 Matters are not as clear as one may want them to be, but a case can be made that the 
issue arises both for a Kantian and for a virtue ethical approach. Regarding a Kantian 
approach, if we take the notion of respect for the autonomy of others (treating others 
�ƒ�•�� �î�‡�•�†�•�� �‹�•�� �–�Š�‡�•�•�‡�Ž�˜�‡�•�ï���� �–�‘�� �„�‡�� �…�‡�•�–�”�ƒ�Ž�á�� �ƒ�•�� �˜�ƒ�”�‹�‘�—�•�� �…�‘�•�•�‡�•�–�ƒ�–�‘�”�•�� �Š�ƒ�˜�‡�� �†�‘�•�‡�á�� �–�Š�‡�•�� �‹�–��
�•�‡�‡�•�•�� �–�Š�ƒ�–�� �™�‡�� �…�ƒ�•�� �ƒ�•�•�� �™�Š�‡�–�Š�‡�”�� �ƒ�� �”�‹�‰�Š�–�� �ƒ�…�–�‹�‘�•�� �‹�•�� �‘�•�‡�� �–�Š�ƒ�–�� �‹�•�� �ˆ�ƒ�…�–�� �”�‡�•�’�‡�…�–�•�� �‘�–�Š�‡�”�•�ï��
�ƒ�—�–�‘�•�‘�•�›�� �‘�”�� �ƒ�•�� �ƒ�…�–�‹�‘�•�� �–�Š�ƒ�–�á�� �‰�‹�˜�‡�•�� �‘�•�‡�ï�•�� �‹�•�ˆ�‘�”�•�ƒ�–�‹�‘�•�á�� �‹�•�� �•�‘�•�–�� �Ž�‹�•�‡�Ž�›�� �–�‘�� �†�‘�� �•�‘��
(alternati �˜�‡�Ž�›�á�� �–�Š�‡�”�‡�� �•�‡�‡�•�•�� �–�‘�� �„�‡�� �”�‘�‘�•�� �ˆ�‘�”�� �†�‹�•�’�—�–�‡�� �ƒ�•�� �–�‘�� �™�Š�ƒ�–�� �”�‡�•�’�‡�…�–�‹�•�‰�� �‘�–�Š�‡�”�ï�•��
autonomy exactly amounts to, that is, whether it is a matter of having certain 
intentions or motives, or rather a matter of doing or achieving certain things). As to 
virtue ethical accounts of right action, we can ask whether, if we understand right 
�ƒ�…�–�‹�‘�•�•�� �ƒ�•�� ���”�‘�—�‰�Š�Ž�›���� �î�–�Š�‘�•�‡�� �–�Š�ƒ�–�� �ƒ�� �˜�‹�”�–�—�‘�—�•�� �’�‡�”�•�‘�•�� �™�‘�—�Ž�†�� �’�‡�”�ˆ�‘�”�•�ï�� ���…�ˆ�ä�� ���—�”�•�–�Š�‘�—�•�‡��
1999), we can ask whether a right action is what a virtuous person would do given the 
information the non-vir tuous person has, or instead what a virtuous person would do 
where she better (or even fully) informed, as Thomas Hurka (2001: 229) and 
Christine Swanton (2001: 35) suggest. 
21 Notably, Michael Zimmerman argues for a subjective account of obligation purely on 
the basis of examples, and concedes that his proposal is unlikely to yield accessible 
deontic verdicts (2006: 335; 2008: 70). 
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1.2.2. The deflationary view  
 
One ground for objecting to the offered explanation of why the truth of 
ACCESS matters would be to maintain that there is no genuine dispute over 
whether obligation is objective or subjective. It may seem that there is a 
dispute, a critic may suggest, but those advocating one or the other position 
are mistaken in thinking there is a single question that they are trying to 
answer, because our d�‡�‘�•�–�‹�…�� �–�‡�”�•�•�� �•�—�…�Š�� �ƒ�•�� �î�”�‹�‰�Š�–�á�ï�� �î�™�”�‘�•�‰�á�ï�� �ƒ�•�†�� �î�‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ï��
have multiple senses. T�Š�‡�”�‡�� �‹�•�� �î�™�”�‘�•�‰�ï�� �‹�•�� �‘�„�Œ�‡�…�–�‹�˜�‡�� �•�‡�•�•�‡�á�� �ƒ�•�†�� �î�™�”�‘�•�‰�ï�� �‹�•�� �–�Š�‡��
subjective sense, and that, some have claimed, is all there is to the matter. As 
there is no interesting question regarding whether obligation is objective or 
subjective, there is no interesting question as to whether ACCESS is true, or 
�†�‡�ˆ�‡�•�•�‹�„�Ž�‡�ã���–�Š�‡���…�Ž�ƒ�‹�•���•�ƒ�›���„�‡���–�”�—�‡���ˆ�‘�”���‘�•�‡���•�‡�•�•�‡���‘�ˆ���î�‘�—�‰�Š�–�ï�á���„�—�–���•�‘�–���ˆ�‘�”���–�Š�‡���‘�–�Š�‡�”�á��
�ƒ�•�†���–�Š�ƒ�–���‹�•���ƒ�Ž�Ž���–�Š�‡�”�‡���‹�•���–�‘���‹�–�ä�����ƒ�Ž�Ž���–�Š�‹�•���î�–�Š�‡���†�‡�ˆ�Ž�ƒ�–�‹�‘�•�ƒ�”�›���˜�‹�‡�™�ï�ä22 

More specifically, what the deflationary view claims is this. When we 
assert that some agent acted wrongly, we sometimes mean that she acted 
wrongly, given her information, and other times that she acted wrongly, given 

                                                             
22 ���•�� �ƒ�†�†�‹�–�‹�‘�•�� �–�‘�� �–�Š�‡�� �†�‡�ˆ�Ž�ƒ�–�‹�‘�•�ƒ�”�›�� �˜�‹�‡�™�á�� �–�Š�‡�”�‡�� �ƒ�”�‡�� �ƒ�Ž�•�‘�� �™�Š�ƒ�–�� �™�‡�� �…�ƒ�•�� �†�—�„�� �î�…�‘�•�…�‹�Ž�‹�ƒ�–�‘�”�›��
�˜�‹�‡�™�•�ï���‘�•���–�Š�‡���‹�•�•�—�‡�á���‹�ä�‡�ä�á���˜�‹�‡�™�•���™�Š�‹�…�Š���–�”�› to reconcile objective and subjective deontic 
judgments, but not by introducing different senses of our deontic terms. Contextualist 
information -sensitive accounts (Björnsson & Finlay 2010; Dowell forthcoming) hold 
that what proposition is asserted is in part determined by the information available to 
the speaker (or her conversational partners), whereas relativist information-sensitive 
accounts (Kolodny & MacFarlane 2010; Horty 2011) hold that while the propositional 
content of an assertion remains constant across different contexts of use, the truth-
value of an assertion (and, presumably, of the proposition that is asserted) can vary 
across different contexts of assessment, depending on the body of information that is 
available in the latter context. While these types of accounts merit more discussion 
than I offer here, as they may constitute genuine alternatives to objectivism and 
subjectivism (both of which take assertions containing deontic terms to be insensitive, 
to both context of use and context of assessment), it should suffice to note for present 
purposes that not only do the proponents of such accounts take there to be a genuine, 
interesting question here, but��more importantly ��they appeal to something like 
ACCESS in defense of these proposals, as their proponents hold that deontic 
evaluation must be capable of playing a role in practical deliberation, and they take 
this to be the main reason for rejecting an objective account. Note, as an aside, that the 
deflationary view can also be construed as a form of contextualism: instead of holding 
that the deontic terms are simply ambiguous, it could hold that which concept is 
expressed by a deontic term is a function of the context in which the terms is used (see 
Wedgwood, ms.). This view���…�ƒ�Ž�Ž���‹�–���î�†�‡�ˆ�Ž�ƒ�–�‹�‘�•�ƒ�”�›���…�‘�•�–�‡�š�–�—�ƒ�Ž�‹�•�•�ï��contrasts with the sort 
of contextualism just discussed, which takes there to be only a single concept 
corresponding to each deontic term, expressed in every context of use, but which has 
an argument place for a body of information, where what particular body of 
information takes that place is settled by features of the context of use. 
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the facts�â�� �î�™�”�‘�•�‰�ï�� �…�ƒ�•�� �•�‡�ƒ�• both of these things. Because we are using the 
�–�‡�”�•�� �î�™�”�‘�•�‰�ï�� �‹�•�� �†�‹�ˆ�ˆ�‡�”�‡�•�–�� �™�ƒ�›�•�� �‹�•�� �•�ƒ�•�‹�•�‰�� �–�Š�‡�•�‡�� �…�Ž�ƒ�‹�•�•�á�� �–�Š�‡�•�‡�� �…�Ž�ƒ�‹�•�•�� �†�‘�� �•�‘�–��
contradict each other; they can both be true. The situation is much like one in 
which you assert that I ought to obey the speed limit, and I assert that I should 
not, but you are making a claim about what I legally ought to do, and I am 
making a claim about what I morally ought to do. (I could be rushing some 
injured person to the hospital, at an hour where there is no traffic on the 
streets. The fact that the person in the back of my car is injured matters to 
what I morally ought to do, but not to what I legally ought to do, or at least, so 
�™�‡�� �…�ƒ�•�� �‹�•�ƒ�‰�‹�•�‡�ä���� ���‹�•�…�‡�� �›�‘�—�� �ƒ�•�†�� ���� �ƒ�”�‡�� �—�•�‹�•�‰�� �î�‘�—�‰�Š�–�ï�� �‹�•�� �†�‹�ˆ�ˆ�‡�”�‡�•�–�� �™�ƒ�›�•�á�� �‘�—�”��
assertions do not contradict each other; both can be true. Derek Parfit, after 
providing  definitions of several objective and subjective �•�‡�•�•�‡�•�� �‘�ˆ�� �î�™�”�‘�•�‰�á�ï23 
writes the following:  
 

���‡�� �‘�—�‰�Š�–�� �–�‘�� �—�•�‡�� �î�™�”�‘�•�‰�ï�� �‹�•�� �ƒ�Ž�Ž�� �–�Š�‡�•�‡�� �•�‡�•�•�‡�•�ä�� ���ˆ�� �™�‡�� �†�‘�•�ï�–�� �†�”�ƒ�™�� �–�Š�‡�•�‡��
distinctions, or we use only some of these senses, we shall fail to recognize 
some important truths, and we and others may needlessly disagree (2011: 
151; cf. 1984: 25). 

 
Others have made similar claims.24 If this deflationary approach is correct, 
then there is no genuine dispute over whether deontic status is objective or 
subjective; actions can have the feature of being wrong (etc.), given the 
information that is available, and they can have the feature of being wrong, 
given all the facts. Both of these features are important, and that is the end of 
the matter. 

In assessing the deflationary approach, we should distinguish two 
claims. O�•���–�Š�‡���‘�•�‡���Š�ƒ�•�†�á���–�Š�‡�”�‡���‹�•���–�Š�‡���…�Ž�ƒ�‹�•���–�Š�ƒ�–���†�‡�‘�•�–�‹�…���–�‡�”�•�•���•�—�…�Š���ƒ�•���î�™�”�‘�•�‰�ï��
have different senses, and thus can be used to say different things. On the 
other, �–�Š�‡�”�‡�� �‹�•�� �–�Š�‡�� �…�Ž�ƒ�‹�•�� �–�Š�ƒ�–�� �™�‡�� �…�ƒ�•�� �ƒ�•�†�� �‘�—�‰�Š�–�� �–�‘�� �—�•�‡�� �î�™�”�‘�•�‰�ï�� ���‡�–�…�ä���� �‹�•�� �ƒ�Ž�Ž�� �‘�ˆ��
these senses; we might put this by saying that all of these different senses of 
the deontic terms are equally important, and that there is no fundamental, 
basic, or most important sen�•�‡�� �‘�ˆ�� �î�™�”�‘�•�‰�ï�� ���•�‘�”�� �‘�ˆ�� �ƒ�•�›�� �‘�ˆ�� �–�Š�‡�� �‘�–�Š�‡�”�� �…�‡�•�–�”�ƒ�Ž��
deontic terms). Both claims can be challenged. As to the first, while we can 
agree that we want to be able to distinguish cases in which agents act wrongly 

                                                             
23 ���ƒ�”�ˆ�‹�–�ï�•���˜�‹�‡�™���‹�•��a little more complicated than this characterization permits, because 
�Š�‡���ƒ�Ž�•�‘���–�ƒ�Ž�•�•���ƒ�„�‘�—�–���î�–�Š�‡���‘�”�†�‹�•�ƒ�”�›���•�‡�•�•�‡�ï���‘�ˆ���î�™�”�‘�•�‰�á�ï���™�Š�‹�…�Š���Š�‡���…�Š�ƒracterizes as the sense 
�‘�ˆ���î�™�”�‘�•�‰�ï���–�Š�ƒ�–���î�™�‡���ƒ�Ž�Ž���—�•�‡���å�����™�Š�‡�•�����™�‡���ƒ�”�‡���…�‘�•�•�‹�†�‡�”�‹�•�‰���–�Š�‡���ƒ�…�–�•���‘�ˆ���’�‡�‘�’�Ž�‡���™�Š�‘���•�•�‘�™��
�ƒ�Ž�Ž���‘�ˆ���–�Š�‡���•�‘�”�ƒ�Ž�Ž�›���”�‡�Ž�‡�˜�ƒ�•�–���ˆ�ƒ�…�–�•�ï�����t�r�s�s�ã���s�w�r���ä���	�—�”�–�Š�‡�”�•�‘�”�‡�á���•�‘�–�‡���–�Š�ƒ�–�����ƒ�”�ˆ�‹�–���ƒ�Ž�Ž�‘�™�•���ˆ�‘�”��
�•�‡�•�•�‹�„�Ž�›�� �ƒ�•�•�‹�•�‰�� �î�™�Š�‹�…�Š�� �•�‡�•�•�‡�� �‹�•�� �•�‘�”�‡�� �‹�•�’�‘�”�–�ƒ�•�–�ë�ï�� �„�—�–�� �Š�‘�Ž�†�•��that this question only 
makes sense against the background of some specific interest or concern, and not 
�•�‹�•�’�Ž�›�� �‹�•�� �–�Š�‡�� �ƒ�„�•�–�”�ƒ�…�–�ä�� ���•�� �Š�‡�� �’�—�–�•�� �‹�–�á�� �î���™���‡�� �…�ƒ�•�� �å���ƒ�•�•���™�Š�‹�…�Š�� �‘�ˆ�� �–�Š�‡�•�‡�� �•�‡�•�•�‡�•�� �ƒ�”�‡�� �•�‘�•�–��
�‹�•�’�‘�”�–�ƒ�•�–�ä���å�������Š�‡���ƒ�•�•�™�‡�”�����†�‡�’�‡�•�†�•���‘�•���™�Š�‹�…�Š���“�—�‡�•�–�‹�‘�•�•���™�‡���ƒ�”�‡���ƒ�•�•�‹�•�‰�ï�����t�r�s�s�ã���s�w�v���ä 
24 See Van Roojen (2010: 509-512) for a recent example. 



14 
 

in light of the facts yet have done what was best in light of the information 
available from cases in which they act wrongly in light of the facts and also fail 
to do what was best in light of the available information, but why do we need 
�†�‹�ˆ�ˆ�‡�”�‡�•�–�� �•�‡�•�•�‡�•�� �‘�ˆ�� �î�™�”�‘�•�‰�ï�� �ˆ�‘�”�� �–�ƒ�Ž�•�‹�•�‰�� �ƒ�„�‘�—�–�� �–�Š�‹�•�� �†�‹�•�–�‹�•�…�–�‹�‘�•�ë�� ���‡�� �…�ƒ�• instead 
hold that in both cases, the agents act wrongly, yet in the first they are not 
blameworthy, while in the second, they are. Contrary to what Parfit suggests, 
we do not need �ƒ���ˆ�—�”�–�Š�‡�”���•�‡�•�•�‡���‘�ˆ���î�™�”�‘�•�‰�ï���–�‘���–�ƒ�Ž�•���ƒ�„�‘�—�–���–�Š�‹�•���†�‹�•�–�‹�•�…�–�‹�‘�•��and in 
fact, multiplying senses may merely muddy the issue.  

The claim that deontic terms have multiple senses need not be 
motivated by considerations of what sort of distinctions we want to draw in 
moral theorizing; instead, it can be presented as a claim about the meaning of 
the deontic terms in ordinary language, which is justified because it is the best 
way of accounting for the linguistic data. It is, however, not clear that we need 
to introduce different senses in order to account for the fact that the ordinary 
deontic terms are sometimes used to express different thoughts. We may have 
reason to conclude that some of the uses of these terms are mistaken or 
confused��perhaps there is no sense at all in which an agent acts rightly if (say) 
she does what was best in light of the information available to her but fails to 
do what was in fact best, even though (again) we may of course want to say 
something less damning about such an agent than about an agent who goes 
against the available evidence in making her practical decisions. Or perhaps 
there is no sense in which an agent acts rightly if she does what is in fact best, 
whenever the evidence available suggested that some other action would be 
better, although we want to say something favorable about actions that are in 
fact best ���–�Š�‡�•�‡���•�ƒ�›���„�‡���†�‡�‡�•�‡�†���î�ˆ�‘�”�–�—�•�ƒ�–�‡���ƒ�…�–�‹�‘�•�•�ï�á���ˆ�‘�”���‹�•�•�–�ƒ�•�…�‡���ä25 
 These points are merely suggestive, and so perhaps we should 
acknowledge that deontic terms have multiple senses, as the deflationary view 
holds. Should we also accept that there is no such a thing as the most 
�‹�•�’�‘�”�–�ƒ�•�–�� �•�‡�•�•�‡�� �‘�ˆ�� �î�™�”�‘�•�‰�ï�� �ƒ�•�†�� �†�‡�‘�•�–�‹�…�� �–�‡�”�•�•�ë��I believe that we have good 
reason to hold the opposite view. A first thing we should note here is that the 
�“�—�‡�•�–�‹�‘�•�� �î�™�Š�‹�…�Š�� �‹�•���–�Š�‡�� �•�‘�•�–�� �‹�•�’�‘�”�–�ƒ�•�–�� �•�‡�•�•�‡�ë�ï�� �ƒ�’�’�‡�ƒ�”�• to be perfectly 
intelligible. Imagine the following scenario. Jimmy considers taking Sally out 
to the movies, and he believes�á���“�—�‹�–�‡���”�‡�ƒ�•�‘�•�ƒ�„�Ž�›���‰�‹�˜�‡�•���Š�‹�•���•�•�‘�™�Ž�‡�†�‰�‡���‘�ˆ�����ƒ�Ž�Ž�›�ï�•��

                                                             
25 See Moore (1966 [1912]: 98-101) for the view that non-objective uses of deontic 
terms are mistaken, and that the source of this mistake is that people are confusing 
wrongdoing and blameworthiness. The suggestion Moore makes presupposes that 
wrongdoing and blameworthiness can come apart, of course; see Chapter 3 (section 
3.2) for a defense of the view that they can. For a more recent defense of the view that 
there is only a single, and �‘�„�Œ�‡�…�–�‹�˜�‡�á�� �•�‡�•�•�‡�� �‘�ˆ�� �î�‘�—�‰�Š�–�ï�á�� �•�‡�‡�� ���Š�‘�•�•�‘�•�� ���t�r�r�y���ä Myself, I 
find the idea that the deontic terms have different senses quite plausible (because 
�•�‘�•�‡�á�� �Ž�‹�•�‡�� �î�‘�—�‰�Š�–�ï�á�� �ƒ�Ž�•�‘�� �•�‡�‡�•�� �–�‘�� �Š�ƒ�˜�‡�� �ƒ�� �•�‘�•-normative sense, for one) yet it is worth 
keeping in mind that perhaps not even claim (a) is something that really needs to be 
conceded to the deflationary view. 
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�…�‹�•�‡�•�ƒ�–�‘�‰�”�ƒ�’�Š�‹�…�� �’�”�‡�ˆ�‡�”�‡�•�…�‡�•�á�� �–�Š�ƒ�–�� �
�ƒ�•�’�ƒ�”�� ���‘�±�ï�•��recent Enter the Void would 
be an excellent choice for a romantic night out. However, Jimmy is completely 
unaware of the fact that Sally suffers from epilepsy, and the constantly 
flickering lights that fill up the screen in much of Enter the Void will induce an 
epileptic fit in her. Should he take her to see this movie? If I were to pose this 
�“�—�‡�•�–�‹�‘�•���–�‘���›�‘�—�á���ƒ�•�†���›�‘�—���™�‘�—�Ž�†���”�‡�’�Ž�›���î�™�‡�Ž�Ž�á���‰�‹�˜�‡�•��the facts, he should not, but 
�‰�‹�˜�‡�•�� �Š�‹�•�� �‹�•�ˆ�‘�”�•�ƒ�–�‹�‘�•�á�� �Š�‡�� �•�Š�‘�—�Ž�†�ï�á�� �–�Š�‡�•�� ���� �…�ƒ�•�� �ˆ�ƒ�‹�”�Ž�›�� �‘�„�Œ�‡�…�–�� �–�Š�ƒ�–�� �–�Š�‹�•�� �†�‘�‡�•�� �•�‘�–��
answer my question. I wanted to know what Jimmy should do, period, and 
surely, you have not answered that question.26 That my question seems 
intelligible, and that my objection to your imagined reply in this scenario 
seems fair, of course does not show that you would have to be mistaken if you 
were to insist that you have said all there is to be said about the matter��that 
might indeed be the case. But at the very least, this creates a presumption in 
favor of thinking that there is either a single or a most important sense, the 
one that we use when we ask, without further ado, what should or should not 
be done (compare Ross 1939: 147; Jackson 1991: 472; Zimmerman 2006: 
332-333; 2008: 6-8; Graham 2010: 94-95). 

To bolster the force of this presumption, consider the analogy just 
discussed again: in the scenario described above, where I am rushing some 
�‹�•�Œ�—�”�‡�†�� �’�‡�”�•�‘�•���–�‘�� �–�Š�‡���Š�‘�•�’�‹�–�ƒ�Ž�á�� ���� �…�ƒ�•�� �ƒ�•�•�� �î�™�Š�ƒ�–�� �‘�—�‰�Š�–������really to do: ought I to 
�‘�„�‡�›���–�Š�‡���•�’�‡�‡�†���Ž�‹�•�‹�–�á���‘�”���•�‘�–�ë�ï�����‡�”�‡��again it seems attractive to hold that there 
�‹�•�� �ƒ�� �—�•�‹�˜�‘�…�ƒ�Ž�� �ƒ�•�•�™�‡�”�� �–�‘�� �•�›�� �“�—�‡�•�–�‹�‘�•�ã�� �‹�ˆ�� �›�‘�—�� �”�‡�’�Ž�›�á�� �î�™�‡�Ž�Ž�á�� �Ž�‡�‰�ƒ�Ž�Ž�›�á�� �›�‘�—�� �‘�—�‰�Š�–�� �–�‘��
�‘�„�‡�›���‹�–�á���„�—�–���•�‘�”�ƒ�Ž�Ž�›�á���›�‘�—���ƒ�”�‡���’�‡�”�•�‹�–�–�‡�†���–�‘���„�”�‡�ƒ�•���‹�–�á���ƒ�•�†���–�Š�ƒ�–�ï�•���ƒ�Ž�Ž�������…�ƒ�•���•�ƒ�›���ƒ�„�‘�—�–��
�–�Š�‡���•�ƒ�–�–�‡�”�ï�á���‹�–���•�‡�‡�•�•�������…�ƒ�•���“�—�‹�–�‡���ˆ�ƒ�‹�”�Ž�›���”�‡�’�Ž�›���–�Š�ƒ�–���›�‘�—���ƒ�”�‡���‡�˜�ƒ�†�‹�•�‰���•�›���“�—�‡�•�–�‹�‘�•�ä��
After �™�‡�� �Š�ƒ�˜�‡�� �†�‹�•�–�‹�•�‰�—�‹�•�Š�‡�†�� �–�Š�‡�•�‡�� �•�‡�•�•�‡�•�� �‘�ˆ�� �î�‘�—�‰�Š�–�á�ï�� �–�Š�‡�� �“�—�‡�•�–�‹�‘�•��of what I 
really ought to do is still on the table. In this case as well the appearances may 
turn out to be deceiving: perhaps you indeed have said all there is to say when 
you give your unhelpful response. But in this second case, where we have a 
(putative) �…�‘�•�ˆ�Ž�‹�…�–�� �„�‡�–�™�‡�‡�•�� �ƒ�� �Ž�‡�‰�ƒ�Ž�� �ƒ�•�†�� �ƒ�� �•�‘�”�ƒ�Ž�� �î�‘�—�‰�Š�–�á�ï�� �–�Š�‡�� �’�”�‡�•�—�•�’�–�‹�‘�•�� �–�Š�ƒ�–��
there is a univocal answer to my question��the presumption that there is 
something I really ought to do simpliciter��is quite strong. It is this type of 
analogy that is usually offered in support of the idea that deontic terms have 
different senses, including an objective and a subjective sense. If the analogy is 
capable of bolstering the case for thinking that our deontic terms really have 
multiple senses (legal, moral, and so on, on the one hand, and subjective and 
objective on the other), then it can bolster the case for thinking there is such a 
thing as the most important sense of these terms with respect to any division 
between senses we can draw as well. 
 Second, and perhaps more importantly, concluding that seemingly 
disagreeing parties to a dispute are talking past each other is, to my mind, 
something of a last resort: it is attractive to draw this conclusion only if the 

                                                             
26 For this line of argument, see Ross (1939: 147), and Zimmerman (2008: 7-8). 
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disagreement seems intractable, or spurious (or both).27 But clearly there is 
�•�‘�•�‡�–�Š�‹�•�‰���ƒ�–�� �•�–�ƒ�•�‡�ã�� �‹�ˆ�� �–�Š�‡�”�‡�� �‹�•�� �•�—�…�Š���ƒ�� �–�Š�‹�•�‰���ƒ�•�� �î�„�‡�‹�•�‰���™�”�‘�•�‰�����‡�–�…�ä�����‹n the most 
�‹�•�’�‘�”�–�ƒ�•�–�� �•�‡�•�•�‡�ï�á��it surely matters which sense this is. So the debate is not 
spurious. Furthermore, establishing that the dispute is intractable requires 
working through attempts to resolve it, and showing that they all fail. While I 
certainly believe that some of them fail, I do not believe that they all fail. The 
arguments that I will discuss in the chapters that follow, while not explicitly 
presented as such, can all be treated as concerned with ways of trying to 
establish what the most important s�‡�•�•�‡���‘�ˆ���î�„�‡�‹�•�‰���™�”�‘�•�‰�ï�����‡�–�…�ä�����‹�•�ã���ˆ�‘�”���‹�•�•�–�ƒ�•�…�‡�á��
�•�‘�•�‡�� �’�Š�‹�Ž�‘�•�‘�’�Š�‡�”�•�� �Š�‘�Ž�†�� �–�Š�ƒ�–�� �–�Š�‡�� �•�‘�•�–�� �‹�•�’�‘�”�–�ƒ�•�–�� �•�‡�•�•�‡�� �‘�ˆ�� �î�‘�—�‰�Š�–�ï�� �‹�•�� �‘�•�‡�� �–�Š�ƒ�–��
can �î�‰�—�‹�†�‡���ƒ�…�–�‹�‘�•�ï�����
�‹�„�„�ƒ�”�†���s�{�{�r�ã���v�u�â����ƒ�…�•�•�‘�•���s�{�{�s�ã���v�y�t), others that the most 
�‹�•�’�‘�”�–�ƒ�•�–�� �•�‡�•�•�‡�� �‘�ˆ�� �î�™�”�‘�•�‰�ï�� �‹�•�� �–�Š�‡�� �‘�•�‡�� �–�‹�‡�†�� �–�‘�� �„�Ž�ƒ�•�‡�� �����‘�‘�•�‡�”�� 2000: 73). I 
discuss both �–�Š�‡�� �”�‡�Ž�ƒ�–�‹�‘�•�� �„�‡�–�™�‡�‡�•�� �î�‘�—�‰�Š�–�ï�� �ƒ�•�†�� �’�”�ƒ�…�–�‹�…�ƒ�Ž�� �‰�—�‹�†�ƒ�•�…�‡�� �ƒ�•�†�� �–�Š�ƒ�–��
between wrongdoing and blame in more detail in the next chapters, and argue 
that we should reject the views just noted.  

These arguments, though, leave open whether we should, in the final 
analysis, concede that we were mistaken in thinking that there is no ground 
for singling out a most important sense of our deontic terms. However, 
embracing this conclusion at this point would be premature. We are well-
advised to see how far we can get if we work on the hypothesis that one of the 
senses is basic, or most important (cf. Howard-Snyder 2005: 269). One way to 
understand what follows is as an attempt to see how far we can get if we 
assume that the objective sense is basic; what I hope to show is that we can 
get quite far��indeed, much further than is often believed.  

For these reasons, appealing to the deflationary view as a ground for 
rejecting that ACCESS is an interesting claim is, I believe, unsuccessful, at least 
at the outset. I will return to what the most important sense of our deontic 
terms is in Chapter 5, where I will indicate why I believe that, if our deontic 
terms have multiple senses, it is the objective sense, and not any of the 
possible subjective senses, that is the central, basic, or most important one, 
both normatively, and conceptually. 
 
 
1.2.3. Would the rejection of ACCESS show too little? 
 
A second possible objection to the explanation offered regarding why ACCESS 
is of interest could be that the falsehood (or indefensibility) of ACCESS would 
show too little with respect to whether obligation is objective or subjective to 
have bearing on the matter. It would show too little, a critic may suggest, 
because deontic status might be deliberatively accessible even though the 
facts in virtue of which actions have the deontic status that they have are not. 

                                                             
27 ���ƒ�•�����‘�Ž�Ž�‡�”�ï�•��(2009) label��he dubs it �î�–�Š�‡���Œ�ƒ�†�‡�†���˜�‹�‡�™�ï��thus strikes me as quite apt. 
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While this, admittedly, is a possibility, it is hard to believe it is in fact the case, 
and so I do not think this objection is effective.  

The remarks I offered in (1.2.1) about why the defensibility of ACCESS 
matters to first-order moral theory, it can be noted, appear to depend on the 
assumption that if the facts that determine the deontic status of an action are 
inaccessible, then so is the deontic status of that action. More precisely, the 
�ƒ�”�‰�—�•�‡�•�–���”�‡�“�—�‹�”�‡�•���–�Š�ƒ�–���–�Š�‡���ˆ�‘�Ž�Ž�‘�™�‹�•�‰���î�–�”�ƒ�•�•�ˆ�‡�”���’�”�‹�•�…�‹�’�Ž�‡�ï���‹�•���–�”�—�‡�ã 
 

Transfer principle for inaccessibility: For any agent S, and action A, if the 
facts in virtue of which A is obligatory for S at t i are epistemically 
inaccessible to S at t j, then the fact that A is obligatory for S at t i to is also 
epistemically inaccessible to S at t j 

 
(This principle can also be eas�‹�Ž�›���‡�š�–�‡�•�†�‡�†���–�‘���…�‘�˜�‡�”���î�”�‹�‰�Š�–�ï���ƒ�•�†���î�™�”�‘�•�‰�ï�ä�������‘�™�á��
it is admittedly not obvious that the transfer principle is true��it is clearly not in 
general the case that we can only come to know that some particular object X 
has a feature Y if we can come to know that X has some other feature, Z, where 
Z is the feature in virtue of which this particular X is Y. I take it that we can 
come to know that some stuff is water without knowing that its chemical 
structure is H2O, for example. Even while transfer of inaccessibility does not 
hold in general, it seems to me that the burden of proof lies on the shoulders 
of those who deny the transfer principle understood as a local principle, i.e., 
those who want to argue that, although (say) we indeed typically cannot come 
to know that an action has the best outcome, nonetheless we are perfectly 
capable of coming to know what the deontic status of actions is in a wide 
range of situations, even though it is the case (let us assume for the sake of 
argument) that the comparative value �‘�ˆ�� �ƒ�•�� �ƒ�…�–�‹�‘�•�ï�•�� �‘�—�–�…�‘�•�‡�� �†�‡�–�‡�”�•�‹�•�‡�•�� �‹�–�•��
deontic status.  

This position seems implausible, absent some very elaborate story that 
we do not have even in outline. Consider the proposal in a little more detail. If 
some form of objective consequentialism is true, and it is granted that we are 
typically in the dark about which action has the best outcome, then how 
exactly are we supposed to be able to come to know whether an action is 
morally right (etc.)? Where is this knowledge supposed to come from? What is 
its source? As there do not appear to be satisfactory answers to these 
questions, and as much the same can be said when we assume that some other 
objective but non-consequentialist account of deontic status is correct, I think  
that we can safely proceed as if the transfer principle for inaccessibility 
(understood as a local principle) is true, even if we cannot offer an account of 
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why it is true.28 If having knowledge of deontic status without having 
knowledge of morally relevant features were possible, this knowledge would 
be inexplicable, and that is a good reason to assume there is no such 
knowledge. This in turn means that we can safely assume  that an account of 
deontic status can be shown to be incompatible with ACCESS if we can show 
that the features this account singles out as those features that determine the 
deontic status of actions are, at least sometimes, deliberatively inaccessible. In 
brief, the falsehood (or indefensibility) of ACCESS would not show too little, at 
least not when the objection is intended in the way just discussed.29 

To strengthen this, we can further note that the following general 
transfer principle for knowability is intuitively quite appealing:  
 

Knowability transfer principle: If at time t an agent S can know that X and 
can know that X entails Y, then at time t S can know that Y 

 
As we might put the point, knowability �–�”�ƒ�•�•�ˆ�‡�”�•�� ���‘�”�� �îtransmits�ï�á�� �‹�ˆ�� �›�‘�—�� �™�‹�Ž�Ž�� 
over knowable inference. Epistemic transmission principles such as this one 
(and others in its general vicinity) are the subject of much heated debate, yet 
no party to these debates contests the intuitive plausibility  of such principles. 
And, what is more, purported counterexamples are mostly taken to show only 
that there are some �î�Ž�‘�…�ƒ�Ž�ï�� �’�”�‘�„�Ž�‡�•�•�� �‘�ˆ�� �‡�’�‹�•�–�‡�•�‹�…��transfer (or transmission) 
failure��i.e., these arise just in case some or other skeptical scenario is under 
consideration, as we cannot appeal to what we ordinarily take ourselves to 
�•�•�‘�™�����î�Š�‡�”�‡���‹�•���ƒ���Š�ƒ�•�†�ï�á���‡�–�…�ä�����–�‘���”�‡�ˆ�—�–�‡���–�Š�‡���…�Ž�ƒ�‹�•���–�Š�ƒ�–���•�—�…�Š���ƒ���•�…�‡�•�ƒ�”�‹�‘���‘�„�–�ƒ�‹�•�•.30 

 If we can assume either (a) that the knowability  transfer principle 
holds in full generality or (b) that the principle only fails to hold under specific 
conditions, which do not concern us here, we can now say the following. Any 
agent S who can come to have knowledge of the contents of the true moral 
theory can, at the same time, also come to know, for any action A of which it is 
true that S can come to know that A has a specific deontic status, that A has 
those features, whatever they are, in virtue of which A has the deontic status 
that it does. In other words, whoever is capable of coming to know the 
contents of the true moral theory, and who can come to know that certain 
actions have a particular deontic status can also come to know that those 
actions have the relevant features, viz., those that figure in the true moral 

                                                             
28 Note that these questions are easily answered for the case of water and H2O: we 
come to know that some stuff is water through touch and vision. This is why the 
transfer principle, if it holds, holds only locally. 
29 There is a different way of spelling the objection out: the point may merely be that 
showing that ACCESS is indefensible does not show that obligation is not subjective. I 
concur, but it is not my goal here to establish it is not; as noted above, I provide 
merely an indirect defense of the objective view. See Chapter 5 for discussion.  
30 For an overview of part of this debate, see Dretske and Hawthorne (2005). 
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�–�Š�‡�‘�”�›�ï�•�� �†�‡�‘�•�–�‹�…���’�”�‹�•�…�‹�’�Ž�‡�•�ä This in turn means is that if it were the case that 
we have access to deontic status but not to those features in virtue of which 
actions have the deontic status that they do, as the objection that we are 
considering suggests is possible, there would have to be no one who can have 
knowledge of the true moral theory��for if anyone could have such knowledge, 
the people who do would also have access to the morally relevant features of 
actions (by the general knowability transmission principle). However, given 
that we have assumed that those features were inaccessible, it seems that 
those who take the possibility of knowledge of deontic status without 
�•�•�‘�™�Ž�‡�†�‰�‡���‘�ˆ���–�Š�‡���ˆ�‡�ƒ�–�—�”�‡�•���–�Š�ƒ�–���î�•�ƒ�•�‡�ï���ƒ�…�–�‹�‘�•�•���”�‹�‰�Š�–�����‡�–�…�ä�����•�‡�”�‹�‘�—�•�Ž�›���•�—�•�– accept 
a form of moral skepticism��namely, (epistemological) moral skepticism about 
the basic principles of morality��that we can assume they do not want to be 
saddled with. And so again, it seems reasonable to set this possibility aside, 
and proceed with our inquiry on the assumption that the transfer principle for 
inaccessibility is correct. 
 In light of these remarks, we can also note the following. If ACCESS is 
true, and if there is no knowledge of deontic status without knowledge of (or 
at least access to) morally relevant facts (i.e., the facts in virtue of which 
actions have the deontic status that they do), then it would seem that the 
moral relevance of these facts must also be accessible, for only if that is the 
case can knowledge of morally relevant facts put one in a position to obtain 
knowledge of deontic status. It should, then, not be surprising that many of 
those who are drawn to a subjective view of obligation, i.e., a view on which a 
fact is morally relevant only if that fact is accessible, are also drawn to the 
view that moral relevance is subjective, in the sense that either every agent S 
can also always come to know, for any fact or truth X, whether or not X bears 
on whether S ought to do A ���™�Š�‡�”�‡�� �îA�ï�� �‹�•�� �•�‘�•�‡�� �ƒ�…�–�‹�‘�•�� �‘�’�‡�•�� �–�‘��S), or, 
alternatively, that whether or not X bears on whether S ought to do A depends, 
in one way or another, on the doxastic or evidential states of the agent S for 
whom A is an option.31 I will not have very much to say about this question in 
what follows, as my main interest is in whether obligation is objective or 
subjective in the sense of (not) being determined by facts that lie beyond our 
�î�‡�’�‹�•�–�‡�•�‹�…�� �”�‡�ƒ�…�Š�ï�á�� �ƒ�•�†�� �•�‘�–�� �‹�•�� �™�Š�‡�–�Š�‡�”��moral obligation is objective or 
subjective in the sense that how these facts bear on what to do depends on our 
epistemic or doxastic states. The point is worth noting here, though, since it 
brings out that there is a further reason for being interested in the truth (and 
defensibility) of ACCESS, because whether or not this claim is true is relevant 
to answering the latter question as well as to answering the former.32 

                                                             
31 See, e.g., Zimmerman (2008: 33-42), and Björnsson & Finlay (2010: 25-36). 
32 Indeed, many of the considerations that can be adduced in support of an 
accessibility constraint for morally relevant facts would, if successful, also support the 
accessibility of moral relevance. The main exception to this rule is the demand for a 
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1.3. Plan of this essay 
 
The aim of the present essay is to examine whether there is good reason to 
accept ACCESS, or, if you will, whether there is a sound theoretical rationale 
supporting this claim. I will  argue that this is not the case; the way in which I 
approach the task is by working through the main lines of argument for this 
claim that have either been explicitly presented in the literature, or that 
appear to be natural ways of supporting it upon reflection or in light of 
arguments for claims in the general vicinity of ACCESS.33 

While appeals to ACCESS (and claims very much like it) are popular, 
comparatively little has been done by way of spelling out in detail why, 
exactly, we should believe it . Some take the accessibility of deontic status to be 
obvious, expressing incredulity at its denial. Crispin Wright, for example, 
�™�”�‹�–�‡�•���–�Š�ƒ�–���î�–�Š�‡�”�‡���•�‡�‡�•�•���•�‘���•�‡�•�•�‡���–�‘���„�‡�� �ƒ�–�–�ƒ�…�Š�‡�†���–�‘���–�Š�‡���‹�†�‡�ƒ���–�Š�ƒ�–���å���–�Š�‡���•�‘�”�ƒ�Ž��
�•�‹�‰�•�‹�ˆ�‹�…�ƒ�•�…�‡�� �‘�ˆ�� �ƒ�•�� �ƒ�…�–�� �•�‹�‰�Š�–�� �Ž�‹�‡�� �„�‡�›�‘�•�†�� �Š�—�•�ƒ�•�� �”�‡�…�‘�‰�•�‹�–�‹�‘�•�ï�� ���s�{�{�t�ã�� �w�z���ä34 
Bernard Gert, in a somewhat similar vein, suggests that ACCESS (or something 
very much like it) does not stand in need of any argument, because �î���‹�–�����‹�•���•�‘�™��
universally recognized that morality must be known to everyone judged by it�ï, 

                                                                                                                                                           
practically useful moral theory, which I discuss in Chapter 2. As I explain there, 
properly understood, the demand requires that agents acquainted with a theory are 
able to use it, not that agents who are unacquainted with it can use it as well. 
33 ���� �ƒ�•�� �—�•�‹�•�‰�� �–�Š�‡�� �•�‘�–�‹�‘�•�� �‘�ˆ�� �ƒ�� �î�–�Š�‡�‘�”�‡�–�‹�…�ƒ�Ž�� �”�ƒ�–�‹�‘�•�ƒ�Ž�‡�ï�� �‹�•�� �–�Š�‡�� �™�ƒ�›�� ���ƒ�‰�ƒ�•�� ���s�{�z�{) and 
Scheffler (1994) use it: what we want is an explanation ���‘�”�� �î�ƒ�…�…�‘�—�•�–�ï����of why the 
disputed claim is true. Regarding some of the arguments that will be discussed in what 
follows, we might object that if successful, they merely show that there is no such 
thing as an inaccessible obligation, but they do not help us understand why that is so. 
Perhaps so, but given that I think the line between explaining why X is the case and 
showing that X is the case is blurry, I do not want to insist on the point; furthermore, a 
successful argument of the latter type would be interesting enough in its own right. 
34 In all fairness, what Wright appears to find incredible is the denial of a general 
accessibility condition on deontic status, and not the more specific accessibility 
condition formulated above. One can accept the general condition yet reject the 
deliberative accessibility condition, ACCESS, of course. However, whatever motivates 
the general accessibility condition will motivate ACCESS, for what is typically appealed 
�–�‘���Š�‡�”�‡���‹�•���•�‘�•�‡���…�Ž�ƒ�‹�•���ƒ�„�‘�—�–���–�Š�‡���‡�•�•�‡�•�–�‹�ƒ�Ž�Ž�›���’�”�ƒ�…�–�‹�…�ƒ�Ž���•�ƒ�–�—�”�‡�����‘�”���î�ˆ�—�•�…�–�‹�‘�•�ï�á���î�ƒ�‹�•�ï�á���‡�–�…�ä�����‘�ˆ��
morality. To my mind, considerations of this type will support not just a general 
accessibility condition on deontic status, but also ACCESS, insofar as they support any 
accessibility condition at all. Thomas Nagel is also sometimes cited in this context, but 
that may be a mistake. Now, Nagel holds �–�Š�ƒ�–���Š�‡���†�‘�‡�•���î�•�‘�–���„�‡�Ž�‹�‡�˜�‡���–�Š�ƒ�–���–�Š�‡���–�”�—�–�Š���ƒ�„�‘�—�–��
how we should live could extend radically beyond any capacity we might have to 
�†�‹�•�…�‘�˜�‡�”�� �‹�–�á�ï�� �„�—�– �Š�‡�� �‹�•�•�‡�†�‹�ƒ�–�‡�Ž�›�� �ƒ�†�†�•�� �ƒ�� �…�ƒ�˜�‡�ƒ�–�ã�� �î�ƒ�’�ƒ�”�–�� �ˆ�”�‘�•�� �‹�–�•�� �†�‡�’�‡�•�†�‡�•�…�‡�� �‘�•�� �•�‘�•-
evaluative facts we might be unable to discover�ï�����s�{�z�w�ã���s�u�{���ä�����•���Ž�‹�‰�Š�–���‘�ˆ���–�Š�‡���Ž�ƒ�•�–���’�‘�‹�•�–�á��
it seems plausible that Nagel would not object to a moral theory such as objective 
consequentialism on this ground. 
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and he seems to take this to imply �–�Š�ƒ�–���î���•���Š�‘�™�‹�•�‰���–�Š�ƒ�–��a proposed account of 
morality contains some part that is justifiably unknown to any person about 
whom moral judgments are made shows that the proposed account of 
�•�‘�”�ƒ�Ž�‹�–�›���‹�•���‹�•�ƒ�†�‡�“�—�ƒ�–�‡�ï�����t�r�r�w�ã���x���ä35 I believe that this stance towards ACCESS 
is wholly unfounded: for one, it seems that we can make perfectly good sense 
of the idea of an inaccessible obligation, and secondly, �–�Š�ƒ�–�� �–�Š�‡�”�‡�� �‹�•�� �î�•�‘�� �•�—�…�Š��
�–�Š�‹�•�‰�ï�� �‹�•�á�� �‹�•�� �ˆ�ƒ�…�–�á�� �•�‘�–�� �ƒ�…�…�‡�’�–�‡�†�� �„�›�� �‡�˜�‡�”�›�‘�•�‡�á�� �ƒ�•�� �–�Š�‡�� �“�—�‘�–�‡�� �ˆ�”om Moore given 
above indicates. 
 In examining what can be said in support of ACCESS, I start with a 
common demand made on moral theories, viz., that such theories should be 
�î�ƒ�…�–�‹�‘�•-�‰�—�‹�†�‹�•�‰�ï�á���‘�”���î�’�”�ƒ�…�–�‹�…�ƒ�Ž�Ž�›���—�•�‡�ˆ�—�Ž�ï�ä�����Š�ƒ�’�–�‡�”���t���ƒ�•�ƒ�Ž�›�œ�‡�•���Š�‘w this demand is 
best spelled out; the chapter concludes that the demand is justified just in case 
deontic status is deliberatively accessible. What this means is (roughly) that 
the demand cannot explain why we should accept ACCESS, or, more 
importantly, account for why we should evaluate accounts of deontic status by 
wielding �������������� �ƒ�•�� �ƒ�� �î�…�‘�•�†�‹�–�‹�‘�•�� �‘�ˆ�� �ƒ�†�‡�“�—�ƒ�…�›�ï for moral theories, if that is 
indeed what we should do. If ACCESS is defensible, then there is nothing 
special about moral theory that explains why this is so; whatever explains it 
must be something about morality, or so I argue. 
 Chapter 3 contains the first part of my examination of whether deontic 
facts and truths��i.e., facts and truths about what we morally ought to do��are 
such that, given what they are, they must be deliberatively accessible. The 
chapter is structured around the (popular) �’�”�‹�•�…�‹�’�Ž�‡���–�Š�ƒ�–���î�‘�—�‰�Š�–�ï���‹�•�’�Ž�‹�‡�•���î�…�ƒ�•�ï�ä��
I first consider whether this principle, when properly understood, entails that 
there is no such thing as an inaccessible obligation. That would be the case 
provided we cannot do what we are morally required to do, if what we are 
morally required to do is inaccessible to us. After arguing that this is not so, I 
�…�‘�•�•�‹�†�‡�”���™�Š�‡�–�Š�‡�”�����������������…�ƒ�•���„�‡���†�‡�ˆ�‡�•�†�‡�†���ƒ�•���ƒ���…�‘�”�‘�Ž�Ž�ƒ�”�›���–�‘���–�Š�‡���î�‘�—�‰�Š�–�ï���‹�•�’�Ž�‹�‡�•��
�î�…�ƒ�•�ï���’�”�‹�•�…�‹�’�Ž�‡�á��by way of working through three of the main justifications that 
have been offered for the principle. The first of these concerns the (allegedly 
intimate) conceptual relation between wrongdoing and blameworthiness, the 
second concerns the idea that moral requirements should be fair, and the third 
focuses on the �îpoint �ï or purpose of deontic judgment. I argue that none of 
these provide support for ACCESS. The upshot of the chapter is that if ACCESS 
can be defended, its justification must be sought elsewhere. 

Chapter 4 contains the second part of the examination of whether 
deontic facts and truths have to be accessible, given what they are. This 
chapter discusses the question of whether inaccessible obligations are 
normative. Arguably, normativity is essential to our understanding of what it 

                                                             
35 ���� �ƒ�•�•�—�•�‡�� �–�Š�ƒ�–�� �ƒ�•�•�‹�‰�•�•�‡�•�–�•�� �‘�ˆ�� �†�‡�‘�•�–�‹�…�� �•�–�ƒ�–�—�•�� �–�‘�� �’�ƒ�”�–�‹�…�—�Ž�ƒ�”�� �ƒ�…�–�‹�‘�•�•�� �ƒ�”�‡�� �î�’�ƒ�”�–�ï�� �‘�ˆ�� �ƒ�•��
account of morality as Gert understands it��this is surely how Gert�ï�•�� �˜�‹�‡�™ has been 
understood; see Sayre-McCord (2002) for example. 
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is for an action to be morally right, wrong, or obligatory, so if such obligations 
would fail to be normative, there are no inaccessible obligations. Normativity, 
I suggest, is best understood in terms of reasons to act; I examine whether the 
nature of practical reasons support thinking that inaccessible obligations do 
not provide reasons, and I argue that this is not the case. That is to say, we 
have reasons to do what we morally ought to do, even if we are unable to 
determine what it is that we ought to do. 

  The arguments discussed in these three chapters exhaust what I 
believe to be the main ways in which ACCESS can be supported; as the 
arguments all turn out fail to provide the needed support for the claim, I 
conclude in Chapter 5 that ACCESS cannot be wielded in trying to settle on 
what the correct account of deontic status is, or how the correct account 
should be formulated, that is, whether it should be objective or subjective. 
What this discussion does not establish is that deontic status either definitely 
is or is definitely not accessible: for all I say, the correct account of deontic 
status may turn out to be compatible with ACCESS. Even if it is, though, the fact 
that a proposed account of deontic status is compatible with this thesis is not a 
ground for �„�‡�Ž�‹�‡�˜�‹�•�‰�� �‹�–�� �‹�•�� �…�‘�”�”�‡�…�–�ã�� �������������á�� �‹�ˆ�� �–�”�—�‡�á�� �î�ˆ�ƒ�Ž�Ž�•�� �‘�—�–�� �‘�ˆ�ï�� �–�Š�‡��correct 
account, so to speak, but it does not constrain what the correct account can be. 
Put differently: our reasons for believing that deontic status is deliberatively 
accessible or inaccessible reduce to our reasons for believing a parti cular 
account of deontic status. If we have independent reasons for believing that 
the facts in virtue of which actions have the deontic status that they do are 
thus-and-so, and that those facts are accessible, we have reason to believe 
deontic status is accessible, but if it turns out those facts are inaccessible, we 
do not have reason to believe deontic status is accessible. The upshot is that 
decisively showing that ACCESS is correct or incorrect requires showing that 
some particular account of deontic status is correct; that is a task I do not seek 
to complete in these pages.36 I offer some further remarks on what has been 
shown, and what remains to be shown, in Chapter 5. 

                                                             
36 For this reason, I do not think that we can refute ACCESS by some counterexamples, 
as Sorenson (1995) appears to want to do. The intuitive verdicts on these examples, 
even if they conflict with ACCESS, may be ones we should be willing to give up in the 
process of moral theorizing��this would arguably be the case, if ACCESS is backed up 
by a sound theoretical rationale. It is not, though��or so I will argue in what follows. 
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Chapter 2 The demand for a practically 
useful moral theory  
 
 
 
 
 
2.0 Introduction  
 
The first suggestion as to why we should reject the possibility of inaccessible 
obligations that I want to discuss turns on a common demand made on moral 
theories. A moral theory, the thought goes, is in at least one respect unlike 
other types of theories, for a moral theory �•�Š�‘�—�Ž�†�� �„�‡�� �î�ƒ�…�–�‹�‘�•-guiding�ï, or, as I 
prefer to call it, such a theory ought to �„�‡�� �î�’�”�ƒ�…�–�‹�…�ƒ�Ž�Ž�›�� �—�•�‡�ˆ�—�Ž�ï. Frank Jackson 
expressed a widely shared sentiment when writing the following:  
 

It is fine for a theory in physics to tell us about its central notions in a way 
which leaves it obscure how to move from those notions to action, for that 
passage can be left to something which is not physics; but the passage to 
action is the very business of ethics (1991: 467). 

 
���Š�‡���•�—�‰�‰�‡�•�–�‹�‘�•���Š�‡�”�‡���‹�•���–�Š�ƒ�–�á���•�‹�•�…�‡���î�–�Š�‡���’�ƒ�•�•�ƒ�‰�‡���–�‘���ƒ�…�–�‹�‘�•���‹�•���–�Š�‡���˜�‡�”�›���„�—�•�‹�•�‡�•�•���‘�ˆ��
�‡�–�Š�‹�…�•�ï�á�� �‹�–�� �‹�•��not fine for a moral theory to leave it completely obscure how to 
move from its account of the central ethical notions (i.e., right, wrong, and 
obligatory) to action; a moral theory that does not offer guidance for practical 
decision-making is defective as a moral theory, and perhaps not even a moral 
theory at all. Jackson is arguing against objective consequentialism in the 
paper from which this passage is lifted, and he objects to this view because 
�ˆ�‹�”�•�–�á���î�–�Š�‡���ˆ�ƒ�…�–���–�Š�ƒ�–���ƒ���…�‘�—�”�•�‡���‘�ˆ���ƒ�…�–�‹�‘�•���™�‘�—�Ž�†���Š�ƒ�˜�‡���–�Š�‡���„�‡�•�– result is not in itself a 
�‰�—�‹�†�‡�� �–�‘�� �ƒ�…�–�‹�‘�•�ï�� ��ibid., 466) and second, because there is no set of 
supplementary (or secondary) ethical decision rules that can be combined 
with an objective consequentialist account of deontic status so that the latter 
would be at least capable of guiding action indirectly.1 The charge can be made 
against various non-consequentialist moral theories as well, of course.  

                                                             
1 Jackson does not explicitly formulate this second point, but we can plausibly 
interpret him as endorsing it, given his rejection of the idea that a version of subjective 
consequentialism modeled on decision theory is a satisfactory supplement to 
objective consequentialism, which could make the latter indirectly action-guiding. 
��ƒ�…�•�•�‘�•���‹�•�•�–�‡�ƒ�†���Š�‘�Ž�†�•���–�Š�ƒ�–���™�Š�ƒ�–���Š�‡���†�—�„�•���î�†�‡�…�‹�•�‹�‘�•-�–�Š�‡�‘�”�‡�–�‹�…���…�‘�•�•�‡�“�—�‡�•�–�‹�ƒ�Ž�‹�•�•�ï��is itself 
an account of the most important, or theoretically basic, senses of our central deontic 
�–�‡�”�•�•�á�� �î�”�‹�‰�Š�–�ï�á�� �î�™�”�‘�•�‰�ï�á�� �ƒ�•�†�� �î�‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ï�� ���…�ˆ�ä��ibid., 472). The distinction between direct 
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Considerations such as the above, which turn on what moral theories 
are supposed to do or provide, can inform  an argument against the possibility 
of inaccessible obligations (and inaccessible rights and wrongs); we can spell 
such an argument out as follows: 
 

1. Moral theories (qua moral theory) ought to be practically useful, or 
action-guiding. 
2. A moral theory is practically useful, or action-guiding, only if what 
deontic status this theory assigns to actions is deliberatively accessible. 
 

Therefore, 
 
3. If what deontic status a moral theory assigns to action is not 
deliberatively accessible, that theory does not do what moral theories 
ought to do. 

 
Premise (1) expresses the demand for a practically useful moral theory; (2) 
states a necessary condition for practical usefulness. If what deontic status a 
theory assigns is not accessible, that theory is not useful. If we hold that there 
are inaccessible obligations, then we will have to accept that what deontic 
status the correct moral theory assigns will be inaccessible, and so we will 
have to hold that the correct moral theory is not practically useful. Now, (3) by 
itself leaves open what to make of a theory that fails to be practically useful. It 
is quite �…�‘�•�•�‘�•���–�‘���–�ƒ�•�‡���–�Š�‡���‘�„�•�‡�”�˜�ƒ�–�‹�‘�•���–�Š�‡���ˆ�ƒ�…�–���–�Š�ƒ�–���ƒ���•�‘�”�ƒ�Ž���–�Š�‡�‘�”�›���‹�•���î�™�Š�‘�Ž�Ž�›��
�‹�•�’�”�ƒ�…�–�‹�…�ƒ�Ž�ï���–�‘���…�‘�•�•�–�‹�–�—�–�‡���ƒ���î�ˆ�ƒ�–�ƒ�Ž���‘�„�Œ�‡�…�–�‹�‘�•�ï���–�‘���–�Š�‡���–�Š�‡�‘�”�›, as John Mackie puts 
it (1977: 129). We can express the basic thought here as follows: 
 

4. If a moral theory does not do what it ought to do (qua moral theory), 
then that theory ought to be rejected. 

 
When we combine (3) and (4), we get the conclusion that failing to be useful, 
in the sense defined, is a fatal defect of a moral theory, so, therefore: 
 

5. If what deontic status that a moral theory assigns to actions is not 
deliberatively accessible, then that theory ought to be rejected. 

 
With (5) in place, all that needs to be shown in order to reject a particular 
moral theory is, then, that what deontic status it assigns is not deliberatively 
accessible. If this conclusion is correct, we cannot consistently claim that the 

                                                                                                                                                           
and indirect guidance is further discussed in section (2.1) below. Other representative 
statements of the objection, all directed at objective forms of consequentialism, can be 
found in Bergström (1996), Hudson (1989), and Lenman (2000).  
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correct moral theory is not practically useful, but as we just noted, that is 
precisely what we have to claim if we think that there are inaccessible 
obligations.  

The aim of this chapter is to analyze the demand for a practically 
useful moral theory, with an eye the question of whether the demand, once it 
is properly understood, can provide support for ACCESS. The chapter is 
structured as follows. Section (2.1) offers a definition of �–�Š�‡�� �–�‡�”�•�� �îpractical 
usefulness�ï�â along the way, I will explain why we should accept premise (2) of 
the above argument. The remainder of the chapter is concerned with premise 
(1), and, by extension, with premise (3).  

Section (2.2) discusses several different ways of interpreting  the 
demand for a practically useful moral theory, starting with the often made 
suggestion that moral �–�Š�‡�‘�”�‹�‡�•�� �Š�ƒ�˜�‡�� �ƒ�� �î�’�”�ƒ�…�–�‹�…�ƒ�Ž�� �ƒ�‹�•�ï. I argue that this 
suggestion is either false or merely a different, less helpful way of expressing 
the demand for a useful moral theory. Next, I �…�‘�•�•�‹�†�‡�”���î�–�Š�‡���…�‘�•�•�–�‹�–�—�–�‹�˜e view�ï, 
which holds that practical usefulness is a constitutive feature of moral 
theories. On this view, a theory which fails to be practically useful is defective, 
because it fails to be a moral theory. The constitutive view, I will suggest, rests 
on a �•�‹�•�–�ƒ�•�‡�ä�� ���Š�‡�•�� ���� �…�‘�•�•�‹�†�‡�”�� �î�–�Š�‡�� �ƒ�Ž�‡�–�Š�‹�…�� �˜�‹�‡�™�ï, according to which a moral 
theory that fails to be practically useful is defective because it is false. I note 
that while the alethic view may turn out to be correct, establishing the 
legitimacy of the demand for a practically useful theory, when the demand is 
interpreted in the way suggested, requires that we turn our focus directly to 
whether obligation, and deontic status more generally, is accessible. This 
means that the demand for a practically useful moral theory is wholly 
derivative, itself incapable of doing any work in trying to determine whether 
deontic status is accessible or not. 

Setting aside arguments that turn directly on the nature of deontic 
status for the chapters that follow, sections (2.3) and (2.4) of this chapter go 
on to discuss a variation on (1), according to which being practically useful is 
merely a �îgood-making�ï feature of a moral theory, without being a feature that 
moral theories ought to have, if they are to be acceptable. I argue that while 
this weaker claim may be true, once it is properly  understood, we see that it 
carries little , if any, dialectical punch, for the respect in which a practically 
useful theory is a better theory is not one that generates any independent 
reason to believe a useful theory (and perhaps even no reason at all).  

Finally, section (2.5) summarizes the �…�Š�ƒ�’�–�‡�”�ï�•��main claims, 
concluding that insofar as the demand for a practically useful moral theory is 
legitimate, showing that this is so requires that we shift our attention away 
from features of moral theories, which merely provide an account of the 
deontic status of actions, to features of deontic status itself. 
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2.1. Practical usefulness  
 
Before we can examine what (if anything) could justify the demand that an 
�ƒ�†�‡�“�—�ƒ�–�‡�� �•�‘�”�ƒ�Ž�� �–�Š�‡�‘�”�›�� �‹�•�� �î�ƒ�…�–�‹�‘�•-�‰�—�‹�†�‹�•�‰�ï�� �‘�”�� ���ƒ�•�� ���� �’�”�‡�ˆ�‡�”�� �–�‘�� �…�ƒ�Ž�Ž�� �‹�–���� �’�”�ƒ�…�–�‹�…�ƒ�Ž�Ž�›��
useful, we need to get clear on what it takes for a moral theory to be 
practically useful.2 I propose the following:  
 

Practical usefulness: A moral theory is practically useful if and only if all 
relevant agents are able to use the theory for making a practical decision in 
all relevant situations 

 
Before we can put this definition to use, we need to get clear on what it takes 
for an agent to have the ability to use a theory for making a practical decision, 
and which agents and situations should be taken as relevant for testing a 
�•�‘�”�ƒ�Ž�� �–�Š�‡�‘�”�›�ï�•�� �’�”�ƒ�…�–�‹�…�ƒ�Ž�� �—�•�‡�ˆ�—�Ž�•�‡�•�•�á�� �—�•�†�‡�”�•�–�‘�‘�†�� �‰�‡�•�‡�”�ƒ�Ž�Ž�›�ä�� ���–�ƒ�”�–�‹�•�‰�� �™�‹�–�Š�� �–�Š�‡��
ability to use a moral theory, I propose the following definition:  
 

Ability to use a moral theory: For any agent S, moral theory M, and times t i, 
t j, where t i �9 t j: S is able at t i to use M for making a decision about what to 
do at t j if and only if S is able at t i to determine the deontic status M assigns 
to the alternatives open to S at t j 

 
Informally, what this definition states is that an agent is able to use a moral 
theory for making a decision about what to do in a certain situation (call such 
�ƒ���†�‡�…�‹�•�‹�‘�•���ƒ���î�’�”�ƒ�…�–�‹�…�ƒ�Ž���†�‡�…�‹�•�‹�‘�•�ï�����Œ�—�•�–���‹�•���…�ƒ�•�‡���–�Š�‡���ƒ�‰�‡�•�–���‹�•���ƒ�„�Ž�‡���–�‘���ˆ�‹�•�†���‘�—�–�����‹�•���–�Š�‡��
�•�‡�•�•�‡���‘�ˆ���î�…�‘�•�‹�•�‰���–�‘���•�•�‘�™�ï���á���ƒ�–���‘�”���’�”�‹�‘�”���–�‘���–�Š�‡���–�‹�•�‡���‘�ˆ���ƒ�…�–�‹�‘�•�á���™�Š�ƒ�–���–�Š�‡���–�Š�‡�‘�”�›���‹�•��
question implies about the actions the agent can perform in that situation. I 
take it to be clear that one needs to have this ability at or prior to the time of 
action; it does you no good if you can only find out what a theory implies after 
the fact, if you want to use it to make a practical decision. To capture this, the 
definition includes reference to two times, t i and t j. 

The proposed definition of the ability to use a moral theory invites 
several questions. First, (a) what does it take to have the ability to determine 

                                                             
2 Given how often the objection that a theory (in particular, consequentialism) fails to 
be practically useful is raised, it is surprising that attempts to spell out in detail what 
�‹�•�� �”�‡�“�—�‹�”�‡�†�� �ˆ�‘�”�� �’�”�ƒ�…�–�‹�…�ƒ�Ž�� �—�•�‡�ˆ�—�Ž�•�‡�•�•�� �ƒ�”�‡�� �ˆ�‡�™�� �ƒ�•�†�� �ˆ�ƒ�”�� �„�‡�–�™�‡�‡�•�ä�� ���‘�Ž�Ž�›�� ���•�‹�–�Š�ï�•�� �™�‘�”�•��
(1988; forthcoming), however, forms a welcome exception to this trend. The account 
�–�Š�ƒ�–�� �ˆ�‘�Ž�Ž�‘�™�•�� �‹�•�� �†�‡�‡�’�Ž�›�� �‹�•�†�‡�„�–�‡�†�� �–�‘�� ���•�‹�–�Š�ï�•�� �™�‘�”�•�á�� �‹�•�� �’�ƒ�”�–�‹�…�—�Ž�ƒ�”�� �–�‘�� �Š�‡�”�� ���ˆ�‘�”�–�Š�…�‘�•�‹�•�‰���ä��
Two other papers �„�‡�•�‹�†�‡�•�� ���•�‹�–�Š�ï�•�� �–�Š�ƒ�–�� �ƒ�”�‡��worth mentioning for their attempts to 
formulate conditions for practical usefulness are Carlson (2002) and Väyrynen 
(2006). Of these, only the latter is concerned with usefulness in the sense relevant to 
our present concerns; Carlson appears to be interested in a narrower notion (see note 
9 below). I discuss the use that Väyrynen makes of his account in section (2.3) below.  
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the deontic status a moral theory assigns to an action, or a set of alternatives? 
Second, (b) is this ability really necessary for having the ability to use a moral 
theory? Finally, (c) is this ability really sufficient for the ability to use a moral 
theory?  

Starting with (a), some further clarifications may be helpful. First, say 
that a moral theory M �î�ƒ�•�•�‹�‰�•�•�ï���ƒ���†�‡�‘�•�–�‹�…���•�–�ƒ�–�—�•���–�‘���ƒ�•���ƒ�…�–�‹�‘�•��A just in case M, in 
conjunction with all relevant facts of the situation, entails either that A is 
morally right, morally wrong, or morally obligatory. Second, I take it that any 
moral theory which assigns deontic statuses to actions contains a set of 
statements about what features an action must have if it is to be morally right 
���‡�–�…�ä���â���ˆ�‘�”���‡�š�ƒ�•�’�Ž�‡�á���ƒ���–�Š�‡�‘�”�›���…�ƒ�•���…�‘�•�–�ƒ�‹�•���ƒ���•�–�ƒ�–�‡�•�‡�•�–���‘�ˆ���–�Š�‡���ˆ�‘�”�•���î�ˆ�‘�”���ƒ�•�›���ƒ�…�–�‹�‘�•��
A, A is morally right if and only if A has an outcome that is at least as good as 
the outcome of any alternatives to A�ï�á���‘�”���î�ˆ�‘�”���ƒ�•�›���ƒ�…�–�‹�‘�•��A, A is morally right if 
and only if the maxim on which A would be performed passes the categorical 
�‹�•�’�‡�”�ƒ�–�‹�˜�‡�� �–�‡�•�–�ï�á�� �ƒ�•�†�� �•�‘�� �‘�•�ä�� ���ƒ�Ž�Ž���•�–�ƒ�–�‡�•�‡�•�–�•�� �‘�ˆ�� �–�Š�‹�•�� �ˆ�‘�”�•��the deontic principles 
that a moral theory puts forward. Third, here and throughout I will 
�—�•�†�‡�”�•�–�ƒ�•�†�� �îS is able to do A at t�ï�� �ƒ�•�� �‡�“�—�‹�˜�ƒ�Ž�‡�•�–�� �–�‘�� �îS can do A at t�ï�â�� �Š�ƒ�˜�‹�•�‰���ƒ�•��
ability in the relevant sense requires not just that S �Š�ƒ�•���–�Š�‡���î�‰�‡�•�‡�”�ƒ�Ž���ƒ�„�‹�Ž�‹�–�›�ï���–�‘��
do A�á���„�—�–���™�Š�ƒ�–���‹�•���•�‘�•�‡�–�‹�•�‡�•���…�ƒ�Ž�Ž�‡�†���–�Š�‡���î�•�’�‡�…�‹�ˆ�‹�…���ƒ�„�‹�Ž�‹�–�›�ï���–�‘���†�‘��A.3 

What does it take for an agent to have the relevant ability? It strikes 
me as plausible that the following three conditions need to be met. First, an 
agent must be acquainted with a moral theory, in the sense that the agent 
must know what its deontic principles state, and be competent with the 
concepts that figure in the statement of these principles. If you have never 
heard of the categorical imperative, or if you are not competent with one or 
�•�‘�”�‡���‘�ˆ���‹�–�•���„�ƒ�•�‹�…���…�‘�•�…�‡�’�–�•�����•�—�…�Š���ƒ�•���–�Š�‡���…�‘�•�…�‡�’�–���‘�ˆ���ƒ���î�•�ƒ�š�‹�•�ï���á���›�‘�—���ƒ�”�‡���•�‘�–���ƒ�„�Ž�‡��
�–�‘���†�‡�–�‡�”�•�‹�•�‡���™�Š�ƒ�–�����ƒ�•�–�ï�•���•�‘�”�ƒ�Ž���–�Š�‡�‘�”�›���‹�•�’�Ž�‹�‡�•���ƒ�„�‘�—�–���–�Š�‡���ƒ�Ž�–�‡�”�•�ƒ�–�‹�˜�‡�•���‘�’�‡�•���–�‘��
you in a situation. Second, an agent must possess whatever cognitive capacities 
�ƒ�”�‡�� �”�‡�“�—�‹�”�‡�†�� �ˆ�‘�”�� �•�ƒ�•�‹�•�‰�� �–�Š�‡�� �•�‡�…�‡�•�•�ƒ�”�›�� �‹�•�ˆ�‡�”�‡�•�…�‡�•�ä�� ���ˆ�� �›�‘�—�� �…�ƒ�•�ï�–�� �’�—�–�� �•�‡�’�ƒ�”�ƒ�–�‡��
pieces of information together, you will not be able to find out what a moral 
theory implies about a set of alternatives. Third, an agent must have whatever 
information is required for her to arrive at a correct conclusion about the 
deontic status that a moral theory assigns to the alternatives open the agent in 
the situation. This information, it seems, must either include facts about 
whether the actions open to you have the features that the moral theory in 
question singles out in its deontic principles as those in virtue of which actions 
have the deontic status that they have,4 or include facts that allows to infer 
                                                             
3 See Maier (2010: section 1.3) and Mele (2002) for this distinction. As Maier notes (in 
ibid.), the distinction between general and specific abilities is most plausibly taken to 
be a matter of degree, not a difference in kind.  
4 Or, weaker, the features upon which deontic status supervenes according to the 
�–�Š�‡�‘�”�›�ï�•�� �’�”�‹�•�…�‹�’�Ž�‡�•, or the features that co-instantiate with the different deontic 
statuses an action can have, or some such thing. 
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whether the actions open to you have these features. And the information the 
agent has must be such that the agent either already knows, or can infer from 
this body of information, what the alternatives are that are open to the agent 
in the relevant situation. 
 Perhaps more needs to be added, if this set of necessary conditions is 
to be jointly sufficient for having the relevant ability, but for our purposes, the 
list just given should suffice. Of particular interest is the third condition, 
pertaining to the informational state of the agent. It is worth noting that 
meeting this condition does not require that an agent starts out with having 
information about whether actions have the features that the theory singles 
out as those in virtue of which an action has a particular deontic status, only 
that an agent can infer that this is so. In this way, it leaves open the possibility 
of applying secondary rules, rules which do not connect deontic status with 
�î�”�‹�‰�Š�–-�•�ƒ�•�‹�•�‰���ˆ�‡�ƒ�–�—�”�‡�•�ï�á���„�—�–���‹�•�•�–�‡�ƒ�†���™�‹�–�Š���ˆ�‡�ƒ�–�—�”�‡�•���™�Š�‹�…�Š���•�‡�”�‡�Ž�›���…�‘-instantiate 
with deontic status, without grounding deontic status.5 If you know, say, that 
breaking promises does not maximize utility, then you can come to know that 
it is wrong for you to do A according to a utilitarian moral theory if you know 
that A involves breaking a promise, even if you do not have any prior 
knowledge of whether A maximizes utility, relative to the alternatives to this 
action. (However, assuming you meet the first condition, it follows that you 
can consequently infer that A �†�‘�‡�•�•�ï�–�� �•�ƒ�š�‹�•�‹�œ�‡�� �—�–�‹�Ž�‹�–�›�á�� �‰�‹�˜�‡�•�� �–�Š�ƒ�–��A is wrong 
according to a utilitarian moral theory.) Let us say that whenever an agent has 
the ability to determine the deontic status a moral theory assigns only by way 
of using secondary rules, but not directly by ascertaining whether actions have 
the features that t�Š�‡���–�Š�‡�‘�”�›�ï�•���’�”�‹�•�…�‹�’�Ž�‡�•���•�‹�•�‰�Ž�‡���‘�—�–���ƒ�•���î�”�‹�‰�Š�–-�•�ƒ�•�‹�•�‰�ï�á���ƒ���–�Š�‡�‘�”�›���‹�•��
indirectly practically useful (for the agent, in that situation). If a theory is 
practically useful, but not indirectly useful, a theory is directly useful (for an 
agent, in a situation).  
 Assuming these remarks suffice for clarifying what is involved in 
having the relevant ability, let us turn to question (b). It could be objected that 
the ability to determine the deontic status a theory assigns is not necessary for 
the ability to use a moral theory in a situation, because using a theory for 
making a practical decision does not require knowing what deontic status a 
theory in fact assigns to the alternatives open to the agent in that situation. It 
is, a critic could insist, sufficient if the agent is able to draw conclusions about 
what the theory implies, irrespective of whether these conclusions are 

                                                             
5 ���Š�‡�� �•�‘�–�‹�‘�•�� �‘�ˆ�� �î�•�‡�…�‘�•�†�ƒ�”�›�� �”�—�Ž�‡�•�ï�� �ƒ�•������ �—�•�‡���‹�–�� �Šere comes from J. S. Mill (2001 [1861]). 
For a critical discussion of whether secondary rules can help in making a moral theory 
practically useful, see Smith (1989). �����•�Š�‘�—�Ž�†���•�‘�–�‡���–�Š�ƒ�–�������Š�ƒ�˜�‡���•�‘���“�—�ƒ�”�”�‡�Ž���™�‹�–�Š�����•�‹�–�Š�ï�•��
negative conclusions; the observation made in the text is merely that using only 
secondary rules is compatible with the ability to use a moral theory for making a 
practical decision. 
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correct.6 Admittedly, there is a sense in which it is true that you have used a 
theory for making a decision if you act on the basis of a belief that your action 
conforms to the principles the theory puts forward, even if this belief is false. 
If you count as using a moral theory for making a practical decision when you 
act on such a belief, even if this belief is false, then surely the ability to use a 
moral theory does not require arriving at correct conclusions. While there is a 
sense in which it is true that you have used a theory if you act on the false 
belief that your action is (say) obligatory according to a theory, this is not the 
interesting sense of using a theory. When agents attempt to use a moral theory 
for making a decision, they want to use it successfully, in the sense of 
identifying the actions that are right or obligatory, according to the theory. 
Agents have not succeeded at using the theory, if they do not correctly identify 
the right (or obligatory) alternative in a situation, even if there is a sense in 
which it is true that these agents have used it if they arrive at false conclusions 
about what the theory implies. Since the successful use of a moral theory is 
what matters, requiring that agents are able to arrive at correct conclusions is 
not requiring too much. These observations also explain why the view that the 
ability to use a theory for making a practical decision requires only that one is 
able to arrive at epistemically justified (but not necessarily true) conclusions 
about what the theory implies is incorrect. 
 Turning to (c), it could be objected that the ability to determine the 
deontic status a theory assigns is not sufficient for the ability to use a theory 
for making a practical decision, since making a practical decision requires 
settling on what to do, but knowing the deontic status of the alternatives you 
face need not settle what to do.7 It is true enough that a moral theory can leave 
open what to do, in the sense of implying that there are several right 
alternatives in a situation, and in a situation in which this is the case, you 
cannot use it to settle on what to do. And this seems just as it should be, at 
least insofar as a moral theory should do justice to what we think moral reality 
is like. However, we are interested in a definition of a practically useful theory 
that can, at least potentially, be part of an objection to a proposed moral 

                                                             
6 Smith suggests that an agent uses �ƒ�� �•�‘�”�ƒ�Ž�� �’�”�‹�•�…�‹�’�Ž�‡�� �ˆ�‘�”�� �‰�—�‹�†�ƒ�•�…�‡�� �‹�ˆ�� �ƒ�•�†�� �‘�•�Ž�›�� �‹�ˆ�� �î�–�Š�‡��
agent chooses an act out of a desire to conform to the principles, and a belief that the 
�ƒ�…�–�� �†�‘�‡�•�� �…�‘�•�ˆ�‘�”�•�ï�� ���s�{�z�z�ã�� �{�s�â�� �s�{�z�{�ã�� �s�s�t���ä However, she immediately goes on to note 
�–�Š�ƒ�–�� �–�Š�‹�•�� �Ž�‡�ƒ�˜�‡�•�� �‘�’�‡�•�� �™�Š�‡�–�Š�‡�”�� �–�Š�‡�� �ƒ�‰�‡�•�–�ï�•�� �„�‡�Ž�‹�‡�ˆ�� �™�ƒ�•�� �–�”�—�‡�á�� �ƒ�•�†�� �–�Š�ƒ�–�� �™�‡�� �•�Š�‘�—�Ž�†��
distinguish between cases where the agent succeeds at conforming to the principle 
�ƒ�•�†���…�ƒ�•�‡�•���™�Š�‡�”�‡���–�Š�‡���ƒ�‰�‡�•�–���†�‘�‡�•���•�‘�–�á���ƒ�•�†���•�Š�‡���‹�•�–�”�‘�†�—�…�‡�•�� �–�™�‘���•�‘�–�‹�‘�•�•���‘�ˆ���–�Š�‡���î�ƒ�„�‹�Ž�‹�–�›���–�‘��
�—�•�‡���ƒ���’�”�‹�•�…�‹�’�Ž�‡�ï���–�‘���ƒ�…�…�‘�•�•�‘�†�ƒ�–�‡���–�Š�‹�•���†�‹�•�–�‹�•�…�–�‹�‘�•�ä 
7 In describing the idea that a moral theory shoul�†�� �’�”�‘�˜�‹�†�‡�� �ƒ�� �î�†�‡�…�‹�•�‹�‘�• procedure�ï, 
Fred Feldman writes  �–�Š�ƒ�–�� �î�ƒ �†�‡�…�‹�•�‹�‘�•�� �’�”�‘�…�‡�†�—�”�‡�� �å�� ���Š�ƒ�•�� to yield a decision��that is, a 
determination of the action that should be performe�†�ï�����t�r�r�x�ã���w�u�á���‡�•�’�Š�ƒ�•�‹�•���‘�•�‹�–�–�‡�†���â��
remarks such as this suggest the objection discussed in the text. (Feldman does not 
subscribe to the idea that a moral theory should provide a decision procedure.)  
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theory. If on the one hand we require that a moral theory settles what to do in 
all relevant situations if it is to count as practically useful, while on the other 
holding that, as a matter of fact, there are situations in which several 
alternative actions are morally right, we would require that the theory does 
not do justice to our view of what moral reality really is like. On this view, the 
demand that a moral theory is practically useful turns out to be rather 
awkward, if not simply crazy. If this is the objection, it is unfounded: the 
definition does not demand too little.  
 There might be other ways of filling out why it is not sufficient for the 
ability to use a moral theory for making a practical decision to have the ability 
to determine the deontic status a theory assigns to the actions available in a 
situation. Even if that is so, though, I take it that the proposed definition can be 
amended to accommodate whatever other necessary conditions there are. And 
in addition, I should note that all we need for present purposes is the claim 
that having the ability to determine the deontic status a moral theory assigns 
is a necessary condition for having the ability to use a moral theory, for the 
argument that I outlined in the introductory section of this chapter requires 
merely that we establish the following premise:  
 

2. A moral theory is practically useful, or action-guiding, only if what 
deontic status this theory assigns to actions is deliberatively accessible. 

 
Against the background of an interest in this premise, we can admit that even 
if more is needed for a sufficient condition for usefulness by a particular agent 
in a particular situation, here we need not bother with uncovering what these 
�ˆ�—�”�–�Š�‡�”���…�‘�•�†�‹�–�‹�‘�•�•���•�‹�‰�Š�–���„�‡�ä���
�‹�˜�‡�•���–�Š�‡���†�‡�ˆ�‹�•�‹�–�‹�‘�•���‘�ˆ���î�†�‡�Ž�‹�„�‡�”�ƒ�–�‹�˜�‡���ƒ�…�…�‡�•�•�‹�„�‹�Ž�‹�–�›�ï��
formulated in Chapter 1, it should be clear that the proposed definition of 
when an agent is able to use a moral theory in a situation entails the 
deliberative accessibility what deontic status that theory assigns in the 
situation. All we need to do before we can move on is understand how we can 
move from the definition of when an agent is able to use a theory on an 
occasion to the definition of a practically useful moral theory. 
 The basic move is simple, of course: with the account of what 
conditions need to be satisfied in an individual case, we can define a theory as 
one that meets these conditions in all relevant cases (e.g., for all relevant 
agents and all relevant situations). Why, though, should we not simply claim 
that a practically useful moral theory is a theory that all actual and possible 
agents are able to use for making practical decisions, in all actual and possible 
situations? The fact that we are interested in a definition of practical 
usefulness which can figure in a potential objection to a moral theory, in the 
sense that a moral theory is defective if it fails to be practically useful, once 
�ƒ�‰�ƒ�‹�•���’�”�‘�˜�‹�†�‡�•���–�Š�‡���ƒ�•�•�™�‡�”�ä�����ˆ���™�‡���Ž�‘�‘�•���ƒ�–���–�Š�‡���•�’�‡�…�‹�ˆ�‹�‡�†���…�‘�•�†�‹�–�‹�‘�•�•���ˆ�‘�”���ƒ�•���ƒ�‰�‡�•�–�ï�•��
ability to use a moral theory, some of these are clearly not good grounds for 
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criticism: if a moral theory fails to be universally useful on grounds of the fact 
that not all agents are acquainted with it, that hardly counts as a defect in that 
theory, for example. At the very least, it seems that we should restrict the 
definition so that a theory only fails to be useful if agents who are acquainted 
with the theory are unable to use it for making practical decisions.8 

Regarding the second and third conditions noted, there is arguably 
room for imposing some restrictions. While there could be grounds for 
demanding that a theory can be used by agents with ordinary or average 
cognitive capacities (and not just by agents with superhuman capacities, say), 
it seems plausible to think that it is fine if those with seriously impaired 
capacities cannot use it. With respect to the informational state of agents, 
perhaps we should only demand that a moral theory can be used by those who 
have conscientiously collected relevant information, for example, but matters 
seems less clear here.9 The proposed definition of a practically useful moral 
theory leaves open what, if any, restrictions we should impose along all of 
these dimensions. I take it, though, that at least some restrictions apply, in 
particular with respect to the first condition; hence the need to introduce the 
�•�‘�–�‹�‘�•�� �‘�ˆ�� �î�”�‡�Ž�‡�˜�ƒ�•�–�� �ƒ�‰�‡�•�–�•�ï�ä�� ���Š�‹�Ž�‡�� ���� �™�‹�Ž�Ž�� �•�ƒ�•�‡�� �•�‘�� �ƒ�–�–�‡�•�’�–�� �–�‘�� �•�’�‡�…�‹�ˆ�›�� �–�Š�‡��
conditions for relevance, given that theories such as (e.g.) objective 
utilitarianism and objective consequentialism are generally taken not to 
satisfy the conditions for being practically useful,10 it seems we can safely 
assume that whatever exactly counts as a plausible of spelling out these 
conditions, a theory that can be used only by agents in informational states far 
superior to those we actually find ourselves in does not count as a practically 
useful theory. And so while perhaps some idealization along the informational 
dimension may be allowed, there do appear to be limits here that are 
sufficiently strict for us to be able to infer that many of the well-known 
objective accounts of deontic status would fail to qualify as practically useful. 

                                                             
8 For a similar view on this and some closely points, see Smith (forthcoming: 18-19). 
9 As a limiting case, we could hold that a theory is practically useful if fully informed 
agents would be able to use it for making practical decisions, as Carlson (2002) 
suggests for example. While this limiting case can be of some interest for testing a 
moral theory, it is obviously not the definition those who criticize theories such as 
objective consequentialism for its failure to be practically useful have in mind. It is 
�„�‡�…�ƒ�—�•�‡���…�”�‹�–�‹�…�‹�•�•�•���‘�ˆ���ƒ���–�Š�‡�‘�”�›���ˆ�‘�”���‹�–�•���ˆ�ƒ�‹�Ž�—�”�‡���–�‘���„�‡���î�ƒ�…�–�‹�‘�•-�‰�—�‹�†�‹�•�‰�ï���ƒ�”�‡���—�•�—�ƒ�Ž�Ž�›���†�‹�”�‡�…�–���ƒ�–��
theories such as objective consequentialism that I claim in the text that we can safely 
�ƒ�•�•�—�•�‡���–�Š�‡���…�”�‹�–�‡�”�‹�‘�•���ˆ�‘�”���”�‡�Ž�‡�˜�ƒ�•�…�‡���‹�•���•�‘�–���î�„�‡�‹�•�‰���ˆ�—�Ž�Ž�›���‹�•�ˆ�‘�”�•�‡�†�ï�ä�� 
10 Attempts to show that objective consequentialism is practically useful typically do 
not consist of an attempt to show that the standard for practical usefulness has been 
misunderstood, but rather of an attempt to argue that we in fact have all information 
we need in order to acquire knowledge of deontic status. See Hare (2011) and Dorsey 
(2012) for some recent examples of such attempts. 
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���‡�‰�ƒ�”�†�‹�•�‰�� �–�Š�‡�� �•�‘�–�‹�‘�•�� �‘�ˆ�� �î�”�‡�Ž�‡�˜�ƒ�•�–�� �•�‹�–�—�ƒ�–�‹�‘�•�•�á�ï�� �•�‘�–�‡�� �–�Š�ƒ�–�� �™�Š�‹�Ž�‡�� �•�‘�•�‡��
moral theories (such as standard consequentialism) assign a deontic status to 
every possible action, and thus apply to every possible situation, this is 
arguably not true of all moral theories that deserve to be taken seriously��
Bernard Williams at one point objects to consequentialism precisely because it 
applies to every possible situation (1973 a: 93); the criticism suggests that he 
would favor a moral theory which is unlike consequentialism in this respect. If 
there are plausible moral theories which do not apply to all possible 
situations, it seems that we need to restrict the set of situations in which the 
�”�‡�Ž�‡�˜�ƒ�•�–�� �ƒ�‰�‡�•�–�•�� �•�—�•�–�� �„�‡�� �ƒ�„�Ž�‡�� �–�‘�� �†�‡�–�‡�”�•�‹�•�‡�� �–�Š�‡���†�‡�‘�•�–�‹�…���•�–�ƒ�–�—�•�ä�� �
�‹�˜�‡�•�� �–�Š�ƒ�–�� �îS is 
able to determine that X�ï�� �‡�•�–�ƒ�‹�Ž�•�� �–�Š�ƒ�–��X is the case, then if a particular theory 
�†�‘�‡�•�•�ï�–���ƒ�•�•�‹�‰�•���ƒ���†�‡�‘�•�–�‹�…���•�–�ƒ�–�—�•���–�‘���ƒ�•�›���ƒ�Ž�–�‡�”�•�ƒ�–�‹�˜�‡�á���–�Š�‡�”�‡���‹�•���•�‘�–�Š�‹�•�‰���ˆ�‘�”���ƒ�‰�‡�•�–�•���–o 
determine, which implies that this theory fails to be useful in that situation. 
But if this is as it should be (because morality has nothing to do with the 
choices an agent faces), the theory would not be defective, despite its failure to 
be useful.11 And so if the demand for practical usefulness is not to be 
dismissed on grounds of requiring that a moral theory must be out of touch 
�™�‹�–�Š�� �™�Š�ƒ�–�� �•�‘�”�ƒ�Ž�� �”�‡�ƒ�Ž�‹�–�›�� �‹�•�� �Ž�‹�•�‡�á�� �™�‡�� �•�‡�‡�†�� �–�‘�� �‹�•�–�”�‘�†�—�…�‡�� �–�Š�‡�� �•�‘�–�‹�‘�•�� �‘�ˆ�� �î�”�‡�Ž�‡�˜�ƒ�•�–��
�•�‹�–�—�ƒ�–�‹�‘�•�•�ï�ä12 As before, I will not attempt to specify the conditions for 
relevance here; I assume an intuitive understanding of the issue suffices for 
putting the proposed definition to work. 
 With these points clarified, we can now observe the following. If there 
are (and thus, can be) inaccessible obligations, what deontic status the correct 
moral theory assigns will be inaccessible, and assuming the situations and 
agents in question count as relevant, the correct moral theory will not be 
practically useful, for then this theory will fail to meet a necessary (and 
possibly sufficient) condition for being practically useful. If the demand for a 
practically useful theory is legitimate, it seems that we should reject the claim 
that there are, and perhaps also the claim that there can be, inaccessible 

                                                             
11 Peter Graham expresses this view when remarking that �î���–�Š�‡�����–�Š�‘�—�‰�Š�–��[that a moral 
theory should be action-guiding] �…�ƒ�•�ï�–���„�‡���–�Š�ƒ�–���–�Š�‡���†�‹�…�–�ƒ�–�‡�•���‘�ˆ���•�‘�”�ƒ�Ž�‹�–�›���•�—�•�–���•�‡�–�–�Ž�‡���–�Š�‡��
question of what to do in any situa�–�‹�‘�•�� �‹�•�� �™�Š�‹�…�Š�� �‘�•�‡�� �•�‹�‰�Š�–�� �‘�•�‡�•�‡�Ž�ˆ�á�ï �•�‹�•�…�‡�� �î�ƒ moral 
theory is not inadequate merely in virtue of being silent on the question whether to 
�Š�ƒ�˜�‡���ƒ�’�’�Ž�‡���Œ�—�‹�…�‡���‘�”���‘�”�ƒ�•�‰�‡���Œ�—�‹�…�‡���™�‹�–�Š���„�”�‡�ƒ�•�ˆ�ƒ�•�–�ï�����t�r�s�s�ã���u�x���ä 
12 It is worth noting that it is also unsatisfactory to simply say that all relevant agents 
should be able to use a theory in all situations in which the theory assigns a deontic 
�•�–�ƒ�–�—�•���–�‘���‘�•�‡���‘�”���•�‘�”�‡���ƒ�Ž�–�‡�”�•�ƒ�–�‹�˜�‡�•�á���ˆ�‘�”���‘�•���–�Š�ƒ�–���ƒ�…�…�‘�—�•�–�á���ƒ���–�Š�‡�‘�”�›���™�Š�‹�…�Š���†�‘�‡�•�•�ï�–���ƒ�•�•�‹�‰�•���ƒ��
deontic status to any alternative counts as practically useful, and I take it that this is 
an implication we want to avoid. Or at least, we need to avoid this if we want to able to 
make sense of the objection to virtue ethical approaches to morality, as these have 
�„�‡�‡�•�� �…�”�‹�–�‹�…�‹�œ�‡�†�� �ˆ�‘�”�� �–�Š�‡�‹�”�� �ˆ�ƒ�‹�Ž�—�”�‡�� �–�‘�� �„�‡�� �î�ƒ�…�–�‹�‘�•-�‰�—�‹�†�‹�•�‰�ï�� �’�”�‡�…�‹�•�‡�Ž�›�� �„�‡�…�ƒuse these have 
sometimes been presented as dispensing with deontic evaluation. For a discussion of 
this objection, and a reply, see Hursthouse (1999: chapter 1). 
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obligations. With the definition of a practically useful moral theory in place, 
we can move on to examine what might inform the demand that a moral 
theory is practically useful. 
 
 
2.2. Should a moral theory be practically useful?  
 
�t�ä�t�ä�s�ä�����‘���•�‘�”�ƒ�Ž���–�Š�‡�‘�”�‹�‡�•���Š�ƒ�˜�‡���ƒ�•���î�ƒ�‹�•�ï�ë�� 
 
With the explanation of how practical usefulness and deliberative accessibility 
are related before us, and (2) secured, let us turn to (1). Recall: 
 

1. Moral theories (qua moral theory) ought to be practically useful, or 
action-guiding. 

 
In examining how to interpret this claim, and looking into what can be said in 
�•�—�’�’�‘�”�–�� �‘�ˆ�� �‹�–�á�� �™�‡�� �…�ƒ�•�� �•�–�ƒ�”�–�� �™�‹�–�Š�� �–�Š�‡�� �…�‘�•�•�‘�•�� �‹�†�‡�ƒ�� �–�Š�ƒ�–�� �•�‘�”�ƒ�Ž�� �–�Š�‡�‘�”�›�� �î�Š�ƒ�•�� �ƒ��
�’�”�ƒ�…�–�‹�…�ƒ�Ž���ƒ�‹�•�ï�����ˆ�—�•�…�–�‹�‘�•�á���’�—�”�’�‘�•�‡�á���‡�–�…�ä���ä�����ˆ�–�‡�•���–�Š�‡���’�”�ƒ�…�–�‹�…�ƒ�Ž���ƒ�‹�•�����‡�–�…�ä�����–�Š�ƒ�–���•oral 
�–�Š�‡�‘�”�›�� �‹�•�� �ƒ�Ž�Ž�‡�‰�‡�†�� �–�‘�� �Š�ƒ�˜�‡�� �‹�•�� �’�—�–�� �ƒ�Ž�‘�•�‰�•�‹�†�‡�� �‹�–�•�� �î�–�Š�‡�‘�”�‡�–�‹�…�ƒ�Ž�� �ƒ�‹�•�ï�ä�� ���•�� �ƒ�� �”�‡�…�‡�•�–��
introduction to moral philosophy, Mark Timmons characterizes these two 
aims as follows: 
 

The main practical aim of a moral theory is to discover a decision 
procedure that can be used to guide correct moral reasoning about matters 
�‘�ˆ�� �•�‘�”�ƒ�Ž�� �…�‘�•�…�‡�”�•�ä�� �å�� �� ���Š�‡�� �•�ƒ�‹�•�� �–�Š�‡�‘�”�‡�–�‹�…�ƒ�Ž�� �ƒ�‹�•�� �‘�ˆ�� �•�‘�”�ƒ�Ž�� �–�Š�‡�‘�”�›�� �‹�•�� �–�‘��
�†�‹�•�…�‘�˜�‡�”�� �–�Š�‘�•�‡�� �—�•�†�‡�”�Ž�›�‹�•�‰�� �ˆ�‡�ƒ�–�—�”�‡�•�� �‘�ˆ�� �ƒ�…�–�‹�‘�•�•�� �å�� �–�Š�ƒ�–�� �•�ƒ�•�‡�� �–�Š�‡�•�� �”�‹�‰�Š�–�� �‘�”��
wrong (2002: 3-4). 

 
One finds similar statements in the work of various others.13 While Timmons 
leaves open whether or not there is any order of importance among these two 
aims, some philosophers appear to suggest that the practical aim of moral 
theory has priority  over the theoretical aim, writing for instance t�Š�ƒ�–���î�–�Š�‡���•�‘�•�–��
�‹�•�’�‘�”�–�ƒ�•�–���ˆ�—�•�…�–�‹�‘�•���‘�ˆ���ƒ���•�‘�”�ƒ�Ž���–�Š�‡�‘�”�›���‹�•���–�‘���‰�—�‹�†�‡���ƒ�…�–�‹�‘�•�ï�������ƒ�•�‘�•���t�r�r�u�ã���u�t�y���á���‘�”��
�–�Š�ƒ�–���î���ƒ�����•�‘�”�ƒ�Ž���–�Š�‡�‘�”�›��is for �–�Š�‡���‰�—�‹�†�ƒ�•�…�‡���‘�ˆ���Š�—�•�ƒ�•���„�‡�‹�•�‰�•�ï�������‹�•�‰�‡�”���s�{�z�u�ã���t�y�u�á��
emphasis added). Can an appeal to the idea that moral theory has a practical 
aim help to justify the claim that a theory is defective if it fails to be practically 
�—�•�‡�ˆ�—�Ž�ë�������…�Ž�‘�•�‡�”���Ž�‘�‘�•���”�‡�˜�‡�ƒ�Ž�•���–�Š�ƒ�–���–�Š�‡���ƒ�•�•�™�‡�”���‹�•���î�•�‘�ï�ä�� 

Taken literally, it is hard to know what exactly we are to make of 
�…�Ž�ƒ�‹�•�•�� �ƒ�„�‘�—�–���–�Š�‡���î�ƒ�‹�•�•�ï�� �‘�ˆ�� �•�‘�”�ƒ�Ž���–�Š�‡�‘�”�›�ã�� �ƒ�� �•�‘�”�ƒ�Ž���–�Š�‡�‘ry is a set of statements 
of a particular form about a particular subject-matter, and a set of statements��

                                                             
13 See Smith (1988: 91-92; 1989: 112); Väyrynen (2006: 291-292; 2008: 75-76); and 
Leibowitz (2009: 349-350).  
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�™�Š�‡�”�‡���î�•�–�ƒ�–�‡�•�‡�•�–�•�ï���…�ƒ�•���„�‡���—�•�†�‡�”�•�–�‘�‘�†���ƒ�•���‡�‹�–�Š�‡�”���…�‘�•�…�”�‡�–�‡���Ž�‹�•�‰�—�‹�•�–�‹�…���‡�•�–�‹�–�‹�‡�•�á���‘�”��
the abstract entities (i.e., propositions) that the relevant linguistic entities 
express, but not as speech acts14��is prima facie at least not the sort of thing 
that can have an aim.15 Taken literally, the ascription of an aim to a moral 
theory, understood to be set of statements, looks like a category mistake. How 
then are we to interpret such claims, if they do not literally ascribe an aim to 
moral theories? 

Proponents of moral theories can have aims, of course, so we might 
take claims about the aim(s) of moral theories to be elliptical for claims about 
the aims of proponents of those theories. Thus understood, the objection that 
the moral theory you favor is defective because it fails to be practically useful 
�…�ƒ�•�� �„�‡�� �‡�ƒ�•�‹�Ž�›�� �•�Š�”�—�‰�‰�‡�†�� �‘�ˆ�ˆ�ã�� �‹�ˆ�� �›�‘�—�� �™�‡�”�‡�•�ï�–�� �ƒ�‹�•�‹�•�‰�� �ƒ�–�� �’�”�‘�˜�‹�†�‹�•�‰�� �ƒ�� �’�”�ƒ�…�–�‹�…�ƒ�Ž�Ž�›��
useful theory to begin with, then what is wrong with the theory you have 
come up with? Some appear to have taken this observation to settle questions 
over whether there is anything amiss with a moral theory which fails to be 
practically useful.16 But that would be too quick, I believe. First, interpreting 
the objection in this way makes answering it so easy that one cannot help but 
wonder why anyone would have found the objection compelling in the first 
place. Secondly, this way of interpreting the objection seems to misidentify its 
target: the objection turns out to be directed at the proponent of the theory, 
instead of at the theory she proposes, but presumably, it was the latter that 
was being objected to. And the charge would be that the proponent of such a 

                                                             
14 Failing to closely observe this distinction leads easily to a confusion of pragmatic 
with semantic (or alethic) issues. Asserting practically useless deontic principles may 
very well be pointless, but that is a claim about the purpose of saying something in 
some specific conversational context, and not about whether what is said is true. The 
failure to keep these issues apart at least partially explains the persistence of appeals 
to the point or purpose of moral theories, deontic principles, deontic evaluations, and 
so on. As this point has been aptly discussed by others (see, e.g., Sinnott-Armstrong 
1984), I leave it aside in what follows.  
15 I am hardly the first to note this point. David Lyons for example writes that 
�î���•���–�”�‹�…�–�Ž�›���•�’�‡�ƒ�•�‹�•�‰�á a principle (or rule or maxim) has no purpose. It is adopted for a 
purpose, perhaps, used for some purpose, and so on. It seems odd, however, to 
�ƒ�–�–�”�‹�„�—�–�‡�� �ƒ�� �’�—�”�’�‘�•�‡�� ���’�‘�‹�•�–�á�� �ƒ�‹�•�á�� �‰�‘�ƒ�Ž�á�� �‘�”�� �‡�•�†���� �–�‘�� �ƒ�� �’�”�‹�•�…�‹�’�Ž�‡�� ���‘�”�� �”�—�Ž�‡�� �‘�”�� �•�ƒ�š�‹�•���� �‹�–�•�‡�Ž�ˆ�ï��
(1965: 154). Regarding the idea �–�Š�ƒ�–���î�„�‡�Ž�‹�‡�ˆ���ƒ�‹�•�•���ƒ�–���–�Š�‡���–�”�—�–�Š�ï, Ralph Wedgwood writes 
that �î�–�Š�‹�•���…�Ž�ƒ�‹�•���‹�•�� �Š�ƒ�”�†�Ž�›�� �–�”�—�‡�� �‹�•�� �–�Š�‡�� �‡�˜�‡�”�›�†�ƒ�›�� �•�‡�•�•�‡�� �‘�ˆ�� �ò�ƒ�‹�•�ó�ï�á �ƒ�•�†�� �–�Š�ƒ�–�� �î���ƒ���–���„�‡�•�–�á��it is 
believers �–�Š�ƒ�–���ƒ�‹�•���ƒ�–���–�Š�‹�•���‘�”���–�Š�ƒ�–�ï�â���Š�‡���ƒ�†�†�•���–�Š�ƒ�–���îit is far from clear that believers have 
any aim at all concerning most of their beliefs�ï��(forthcoming, p. 1); compare the 
remarks from his (2002) that are quoted in the text below. 
16 Caspar Hare (2007: 508) appears to understand the claim in this way; he notes that 
it makes answering the objection almost embarrassingly easy. He does not take that 
observation as a ground for doubting whether this is the correct way to understand 
the claim, though. An (unsympathetic) reader could interpret Bales (1971) as relying 
on this interpretation as well, I suppose. 
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theory does not succeed at doing what she has set out to do; it is applicable 
only to those who indeed have the aim of formulating a theory that is 
practically useful.17 
 A more promising strategy is to adopt a suggestion that Ralph 
���‡�†�‰�™�‘�‘�†���•�ƒ�•�‡�•���ƒ�„�‘�—�–���–�Š�‡���…�Ž�ƒ�‹�•���–�Š�ƒ�–���î�„�‡�Ž�‹�‡�ˆ���ƒ�‹�•�•���ƒ�–���–�”�—�–�Š�ï�ä�����‡dgwood notes 
�–�Š�ƒ�–�� �–�Š�‹�•�� �…�Ž�ƒ�‹�•�� �î�‹�•�� �‘�„�˜�‹�‘�—�•�Ž�›�� �•�‘�–�� �Ž�‹�–�‡�”�ƒ�Ž�Ž�›�� �–�”�—�‡�ï�� �•�‹�•�…�‡�� �„�‡�Ž�‹�‡�ˆ�•�� �î�ƒ�”�‡�� �•�‘�–�� �Ž�‹�–�–�Ž�‡��
�ƒ�”�…�Š�‡�”�•���ƒ�”�•�‡�†���™�‹�–�Š���„�‘�™�•���ƒ�•�†���ƒ�”�”�‘�™�•�â���–�Š�‡�›���†�‘���•�‘�–���Ž�‹�–�‡�”�ƒ�Ž�Ž�›���ò�ƒ�‹�•�ó���ƒ�–���ƒ�•�›�–�Š�‹�•�‰�ä�ï��
The claim must be taken as a metaphor; the interpretation he proposes is 
what he dubs �ƒ�� �î�•�‘�”�•�ƒ�–�‹�˜�‡�� �‹�•�–�‡�”�’�”�‡�–�ƒ�–�‹�‘�•�á�ï�� �ƒ�…�…�‘�”�†�‹�•�‰�� �–�‘�� �™�Š�‹�…�Š�� �–�Š�‡�� �…�Ž�ƒ�‹�•��
�ƒ�•�•�‡�”�–�•���–�Š�ƒ�–���î�ƒ���„�‡�Ž�‹�‡�ˆ���‹�•���…�‘�”�”�‡�…�–���‹�ˆ���ƒ�•�†���‘�•�Ž�›���‹�ˆ���‹�–���‹�•���–�”�—�‡�ï�����t�r�r�t�ã���t�x�y���ä�����•�–�‡�”�’�”�‡�–�‹�•�‰��
�–�Š�‡���…�Ž�ƒ�‹�•���–�Š�ƒ�–���î�•�‘�”�ƒ�Ž���–�Š�‡�‘�”�›���Š�ƒ�•���ƒ���’�”�ƒ�…�–�‹�…�ƒ�Ž���ƒ�‹�•�ï���‹�•���ƒ���•�‹�•�‹�Ž�ƒ�”���™�ƒ�›�á���™�Š�ƒ�–���‹�•���•�ƒ�›�•��
is that a moral theory is correct only if 18 it is practically useful. However, if that 
is how we interpret them, then claims about the practical aim of moral theory 
do not provide support for (1), but merely say the same thing in a different 
way, viz., that a moral theory is defective, and ought to be rejected, if it fails to 
be practically useful.19 
 
 
2.2.2. The constitutive view  
 
With this cleared up, next we can ask in what way a moral theory is alleged to 
be defective if it is not practically useful. A first option is that we should take 
�î�†�‡�ˆ�‡�…�–�‹�˜�‡�ï���–�‘���•�‡�ƒ�•���–�Š�ƒ�–���•�‘�•�‡�–�Š�‹�•�‰���†�‘�‡�•���•�‘�–���…�‘�—�•�–���ƒ�•���ƒ���•�‘�”�ƒ�Ž���–�Š�‡�‘�”�›���‹�ˆ���‹�–���‹�•���•�‘�–��
practically useful. Being practically useful, the suggestion might be, is a 
constitutive feature of a moral theory: if an object lacks this feature, then 
�™�Š�ƒ�–�‡�˜�‡�”�� �‹�–�� �‹�•�á�� �–�Š�ƒ�–�� �‘�„�Œ�‡�…�–�� �‹�•�� �•�‘�–�� �ƒ�� �•�‘�”�ƒ�Ž�� �–�Š�‡�‘�”�›�ä�� ���‡�� �…�ƒ�•�� �…�ƒ�Ž�Ž�� �–�Š�‹�•�� �î�–�Š�‡��
�…�‘�•�•�–�‹�–�—�–�‹�˜�‡���˜�‹�‡�™�ï���‘�•���–�Š�‡���•�‹�‰�•�‹�ˆ�‹�…�ƒ�•�…�‡���‘�ˆ���’�”�ƒ�…�–�‹�…�ƒ�Ž���—�•�‡�ˆ�—�Ž�•�‡�•�•�ä�����•���–�Š�‡���…�‘�•�•�–�‹�–�—�–�‹�˜�‡��

                                                             
17 It could be objected that those who propose moral theories have a reason to aim at 
offering only practically useful theories, and that they have this reason independently 
of whether they in fact have this aim or not, in which case the charge could be made to 
stick irrespective of what the proponent of a theory has set out to do. If this is the idea, 
however, we need to know what that reason is supposed to be, and presumably, an 
account of what this reason is can be formulated without making reference to any 
interesting features of those for whom it is a reason, in which case the proponents of 
moral theories drop out of the picture as irrelevant. 
18 On most accounts, moral theory does not just have a practical aim, but also a 
theoretical aim, so practical usefulness is only a necessary, but not a sufficient 
condition for being correct (or non-defective).  
19 I assume that it is consistent with the spirit of the present suggestion to interpret 
the claim that moral theory has a practical aim as asserting that a moral theory which 
has this property is better, other things equal, than a theory which does not have it. I 
discuss this idea below, in sections (2.3) and (2.4). 
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view defensible? To see whether it is, we need to consider the (somewhat 
�‘�„�–�—�•�‡�����“�—�‡�•�–�‹�‘�•���î�™�Š�ƒ�–���‹�•���ƒ���•�‘�”�ƒ�Ž���–�Š�‡�‘�”�›�ë�ï 

One intuitively plausible answer is that a moral theory consists of a set 
of statements which provides an analysis of one or more of the central moral 
concepts; more precisely, a moral theory can be said to provide an analysis of 
the central deontic concepts, i.e., the concepts RIGHT, WRONG, and OBLIGATORY. 
Competing moral theories provide different analyses of one or more of these 
concepts, where an analysis of a concept is understood to consist in general 
�•�–�ƒ�–�‡�•�‡�•�–�•���ƒ�„�‘�—�–���•�‡�…�‡�•�•�ƒ�”�›���ƒ�•�†���•�—�ˆ�ˆ�‹�…�‹�‡�•�–���…�‘�•�†�‹�–�‹�‘�•�•���ˆ�‘�”���–�Š�‡���…�‘�•�…�‡�’�–�ï�•���…�‘�”�”�‡�…�–��
application. Not all sets of statements that we would intuitively consider to 
count as a moral theory offer a complete analysis of all the central deontic 
concepts,20 and some of what we may be inclined to characterize as a moral 
theory in fact eschews analysis of these concepts altogether, often because 
these views hold that the deontic evaluation of actions is not an intelligible or 
worthwhile practice.21 For simplicity, though, let us set this kind of skepticism 
about both deontic evaluation and deontic concepts aside, and say that on this 
sort of view of what a moral theory is, it consists of a set of statements that 
provides an analysis, whether partial or complete, of the central deontic 
concepts. These statements correspond to what I in the previous section called 
the deontic principles that a moral theory puts forward.  
 What a moral theory is can also be characterized in metaphysically 
more ambitious terms: a moral theory, one might say, is not (or not just) a set 
of statements about the application conditions of deontic concepts, but rather 
a set of statements about deontic properties, i.e., about what it is for something 
�–�‘�� �„�‡�� �”�‹�‰�Š�–�� ���‡�–�…�ä���á�� �ƒ�•�†�� �ƒ�„�‘�—�–�� �–�Š�‡�� �ˆ�‡�ƒ�–�—�”�‡�•�� �–�Š�ƒ�–�� �î�•�ƒ�•�‡�ï�� �–�Š�‹�•�‰�•�� �”�‹�‰�Š�–�� ���‡�–�…�ä���ä�� ���”�á��
alternatively, the view might be that a moral theory consists of a set of 
statements about supervenience relations. On this last understanding of what 
a moral theory consists is, consequentialism can, for example, be 
characterized as the view that deontic properties of actions supervene on the 
evaluative properties of the outcomes of those actions, or on the evaluative 
properties, suitably characterized, of these actions themselves. Statements 
about supervenience relations may��but need not be, provided it is not the 

                                                             
20 Say that an analysis is incomplete whenever it does not state necessary and 
sufficient conditions for all three central deontic concepts. Instead, it can consists only 
of one or more necessary, one or more sufficient, or one or more statements of 
defeasible conditions for rightness, wrongness, or obligatoriness, or a non-exhaustive 
combination of these. A prominent analysis of deontic concepts (or properties��the 
wording is often too vague to be sure) in terms of defeasible conditions is that offered 
by Ross (1930 [2002] ; 1939). 
21 For such a rejection, see Anscombe (1958), and Williams (1985: chapter 10), also 
Norcross (2006). Moral particularism, as advocated by Dancy (1993, 2004), also 
rejects of the possibility of an informative analysis of deontic concepts, but it does not 
reject the possibility of such an analysis because it rejects deontic evaluation.  
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case that supervenience entails reduction, as some have claimed��be offered as 
a reductive analysis of the supervening properties; if they are, then the 
supervening properties (which, in this case, are the deontic properties) reduce 
to the base properties (such as evaluative properties).22  

Irrespective of whether we prefer to think of moral theories as 
accounts of deontic concepts or as accounts of deontic properties, it seems 
that offering something along these lines must at least be part of what it takes 
to be a moral theory: whatever a moral theory is, it is a set of statements of a 
particular form, about a particular subject matter. Clearly, a satisfactory moral 
theory will include more than merely a set of deontic principles; for one, it will 
contain various supporting arguments, and so on. Whatever else we include, 
this characterization of a moral theory leaves open whether there are any 
further conditions that a set of statements must meet, in order to be a moral 
theory. More specifically, it leaves open whether it should meet a condition of 
practical usefulness. Marcus Singer for one appears to endorse the view that 
there is such a condition, as he holds that objective utilitarianism, e.g., the 
view that it is the actual utility resulting from the performance of an action 
�™�Š�‹�…�Š�� �†�‡�–�‡�”�•�‹�•�‡�•�� �™�Š�‡�–�Š�‡�”�� �ƒ�•�� �ƒ�…�–�‹�‘�•�� �‹�•�� �”�‹�‰�Š�–�� �‘�”�� �™�”�‘�•�‰�á�� �î�•�ƒ�•�‡�•�� �•�‘�� �•�‡�•�•�‡�� �ƒ�•�� �ƒ��
�•�‘�”�ƒ�Ž�� �–�Š�‡�‘�”�›�� �„�‡�…�ƒ�—�•�‡�� �‹�–�� �…�ƒ�•�•�‘�–�� �’�‘�•�•�‹�„�Ž�›�� �‰�—�‹�†�‡�� �ƒ�…�–�‹�‘�•�ï�� ���s�{�z�t�ã�� �u�{�r). James 
�
�”�‹�ˆ�ˆ�‹�•�á�� �ƒ�ˆ�–�‡�”�� �•�‘�–�‹�•�‰���–�Š�ƒ�–�� �‹�–�� �‹�•�� �Š�‹�‰�Š�Ž�›�� �—�•�Ž�‹�•�‡�Ž�›�� �–�Š�ƒ�–�� �î�™�‡���…�‘�—�Ž�†���‘�ˆ�–�‡�•�� �’�‡�”�ˆ�‘�”�•�� �–�Š�‡��
tremendously large cost-benefit calculations [objective utilitarianism] 
�”�‡�“�—�‹�”�‡�•�ï���‹�ˆ���™�‡���ƒ�”�‡���–�‘���—�•�‡���‹�–���ƒ�•���ƒ���‰�—�‹�†�‡���–�‘���ƒ�…�–�‹�‘�•�á���™�”�‹�–�‡�•���–�Š�ƒ�–���ƒ���î�•�‘�”�ƒ�Ž���•�–�ƒ�•�†�ƒ�”�†��
that ignore�•�����–�Š�‡���Ž�‹�•�‹�–�•���‘�ˆ�����Š�—�•�ƒ�•���…�ƒ�’�ƒ�…�‹�–�‹�‡�•���‹�•���•�‘�–���ƒ�•���ò�‹�†�‡�ƒ�Ž�ó���•�–�ƒ�•�†�ƒ�”�†, but no 
�•�–�ƒ�•�†�ƒ�”�†�� �ƒ�–�� �ƒ�Ž�Ž�ï�� ���s�{�{�x: 105).23 Finally, Frank Jackson can be understood as 
endorsing the constitutive view as well in the passage that I already quoted at 
the beginning of this chapter:  
 

It is fine for a theory in physics to tell us about its central notions in a way 
which leaves it obscure how to move from those notions to action, for that 
passage can be left to something which is not physics; but the passage to 
action is the very business of ethics (1991: 467). 

 
���Š�‹�Ž�‡�� �•�‘�•�‡�™�Š�ƒ�–�� �…�”�›�’�–�‹�…�á�� ��ƒ�…�•�•�‘�•�ï�•�� �–�Š�‘�—�‰�Š�–�� �Š�‡�”�‡�� �•�‡�‡�•�•�� �–�‘�� �„�‡�� �–�Š�ƒ�–�� �–�Š�‘�•�‡�� �™�Š�‘��
offer practically useless moral theories have misunderstood the task at hand 

                                                             
22 For a characterization of what a moral theory is in terms of statements about 
supervenience relations, see Oddie and Milne (1991) and Sinnott-Armstrong (2011). 
For the view that moral theories �…�‘�•�•�‹�•�–�� �‘�ˆ�� ���•�‡�–�•�� �‘�ˆ���� �•�–�ƒ�–�‡�•�‡�•�–�•�� �ƒ�„�‘�—�–�� �–�Š�‡�� �î�”�‹�‰�Š�–-
�•�ƒ�•�‹�•�‰���ˆ�‡�ƒ�–�—�”�‡�•�ï���‘�ˆ���ƒ�…�–�‹�‘�•�•�á see for instance Bales (1971). 
23 It is not clear whether Griffin suggests that utilitarianism is not a moral theory 
�„�‡�…�ƒ�—�•�‡�� �–�Š�‡�� �î�•�‘�”�ƒ�Ž�� �•�–�ƒ�•�†�ƒ�”�†�ï�� �‹�–�� �’�”�‘�’�‘�•�‡�•�� ���‹�ä�‡�ä�á�� �‹�–�•�� �ƒ�…�…�‘�—�•�–�� �‘�ˆ�� �†�‡�‘�•�–�‹�…���•�–�ƒ�–�—�•���� �î�•�ƒ�•�‡���•����
�•�‘�� �…�‘�•�’�”�‘�•�‹�•�‡���™�‹�–�Š�� �Š�—�•�ƒ�•���ˆ�”�ƒ�‹�Ž�–�›�ï�� ��ibid.) or that he means to suggest that it cannot 
be the case that we are in the dark about what we ought to do, so I take these passages 
up both in this chapter and in the next (see section 3.1).  
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in a fundamental way. And we might take this to mean that one is just not 
really in the business of offering a moral theory, if what one has to offer leaves 
�î�–�Š�‡���’�ƒ�•�•�ƒ�‰�‡���–�‘���ƒ�…�–�‹�‘�•�ï���‘�„�•�…�—�”�‡�ä 
 Say that this is how we are to understand the sense in which a moral 
theory is supposed to be defective if it fails to be practically useful. If it is true 
that something does not count as a moral theory unless it is practically useful, 
those who propose a practically useless account of deontic concepts or 
properties could simply shrug her shoulders, and hold that she is not offering 
a moral the�‘�”�›�á���„�—�–���ƒ���î�•�…�Š�•�‘�”�ƒ�Ž���–�Š�‡�‘�”�›�ï�ä�����ƒ�•�—�‡�Ž�����…�Š�‡�ˆ�ˆ�Ž�‡�”���•�—�‰�‰�‡�•�–�•���–�Š�‹�•���Ž�‹�•�‡���‘�ˆ��
response (albeit to a different objection24) on behalf of consequentialist moral 
�–�Š�‡�‘�”�‹�‡�•�á�� �™�”�‹�–�‹�•�‰�� �–�Š�ƒ�–�� �î�–�ƒ�Ž�•�� �ƒ�„�‘�—�–�� �–�Š�‡�� �”�‡�Ž�ƒ�–�‹�˜�‡�� �•�‡�”�‹�–�•�� �‘�ˆ�� �…�‘�•�•�‡�“�—�‡�•�–�‹�ƒ�Ž�‹�•�–�� �ƒ�•�†��
non-consequentialist moral principles can simply be recast as talk about the 
relative merits of consequentialist principles on the one hand and moral 
�’�”�‹�•�…�‹�’�Ž�‡�•���‘�•���–�Š�‡���‘�–�Š�‡�”�ï�����s�{�{�v: 47). If there is nothing further that can be said 
about why and in what sense it is important that an account of deontic 
�…�‘�•�…�‡�’�–�•�� �‘�”�� �’�”�‘�’�‡�”�–�‹�‡�•�� �…�‘�—�•�–�•�� �ƒ�•�� �ƒ�� �•�‘�”�ƒ�Ž�� �–�Š�‡�‘�”�›�á�� �î�•�‘�� �™�Š�ƒ�–�ë�ï�� �™�‘�—�Ž�†�� �„�‡�� �ƒ��
perfectly legitimate response to the charge that they have not offered a moral 
theory. 

We need not leave the matter at this, though; I believe the view that 
practical usefulness is a constitutive feature of moral theories is positively 
mistaken, and it is instructive to see why that is so. A point often made in this 
context is that since we do not expect theories about other subjects to be 
practically useful, the demand that a theory of morality is practically useful is 
groundless, and arbitrary.25 The quote from Jackson cited above purports to 
offer an answer to this challenge; it also brings out what I think is wrong with 
the idea that by its nature, a moral theory must be practically useful. On the 
�ˆ�ƒ�…�‡�� �‘�ˆ�� �‹�–�á�� �–�Š�‡�”�‡�� �‹�•�� �‹�•�†�‡�‡�†�� �ƒ�� �•�‡�•�•�‡�� �‹�•�� �™�Š�‹�…�Š�� �î�–�Š�‡�� �’�ƒ�•�•�ƒ�‰�‡�� �–�‘�� �ƒ�…�–�‹�‘�•�� �‹�•�� �–�Š�‡�� �˜�‡�”�›��
�„�—�•�‹�•�‡�•�•���‘�ˆ���‡�–�Š�‹�…�•�ï�á���„�—�–���–�Š�‡���•�‡�•�•�‡���‹�•���™�Š�‹�…�Š���–�Š�‹�•���‹�•���•�‘���‹�•��not one that underwrites 
the view that an account of deontic concepts or properties must be practically 
useful in order to count as a moral theory. When we are trying to determine 
the deontic status of the alternative actions we face in a given situation, it 
seems that we are not engaged in a purely intellectual exercise. Rather, when 
we think about the alternatives open to us in this way, we are in part at least 
trying to determine what to do (or what to refrain from doing). It is quite 
plausible that people who do not accord the deontic status of the alternatives 
open to them any significance in their deliberations about what to do are not 
fully competent with the deontic concepts: we might say that these people do 
not really understand what it means for an action to be wrong (etc.). Coming 

                                                             
24 Scheffler is concerned with the objection that consequentialism fails to meet a so-
�…�ƒ�Ž�Ž�‡�†�� �î�’�—�„�Ž�‹�…�‹�–�›�� �…�‘�•�†�‹�–�‹�‘�•�ï�á�� �‹�ä�‡�ä�á�� �ƒ�� �…�‘�•�†�‹�–�‹�‘�•�� �”�‡�“�—�‹�”�‹�•�‰���–�Š�ƒ�–�� �–�Š�‡�� �–�”�—�‡��deontic principles 
are public knowledge. 
25 This is the main thrust of Bales (1971), for example. 
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to the conclusion that a given alternative is wrong, say, should put some 
�’�”�‡�•�•�—�”�‡�� �‘�•�� �‘�•�‡�ï�•�� �’�”�ƒ�…�–�‹�…�ƒ�Ž�� �†�‡�…�‹�•�‹�‘�•-making, although it perhaps need not 
settle what to do, even if one is fully rational.26 And perhaps we might even say 
�–�Š�ƒ�–�� �’�Ž�ƒ�›�‹�•�‰�� �–�Š�‹�•�� �”�‘�Ž�‡�� �‹�•�� �’�”�ƒ�…�–�‹�…�ƒ�Ž�� �†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�� �‹�•�� �™�Š�ƒ�–�� �†�‡�‘�•�–�‹�…�� �‡�˜�ƒ�Ž�—�ƒ�–�‹�‘�•�� �î�‹�•��
�ˆ�‘�”�ï�����•�‘�”�‡���‘�•���–�Š�‹�•���‹�•���–�Š�‡���•�‡�š�–���…�Š�ƒ�’�–�‡�”���ä�� 

None of these claims has any bearing on the matter at hand, though, 
because a moral theory can be characterized as providing an account of when 
our moral thinking goes well, and not��or at least, not necessarily��itself an 
instance of, or exercise in, moral thinking. A moral theory explicates the 
criteria for when our thinking about the deontic status of actions is correct, 
and tries to do so in as general a way as possible. But this does not make 
theorizing itself an instance of thinking about the deontic status actions, at 
least not an instance of the same way of thinking about the deontic status of 
actions as that which occurs when we are deliberating about what to do, or so 
it seems to me. A comparison may help to see why this is so. To the best of my 
knowledge, no one maintains that considering theories about, say, the 
semantics of counterfactual conditionals must itself also be an instance of 
counterfactual thinking, or that considering theories of prudence must itself 
also be an instance of prudential thinking. The mistake, then, is to confuse a 
feature of the subject-matter of a moral theory�� the intimate relation of 
deontic evaluations of actions to judgments about what to do, i.e., the making 
of practical decisions or the forming of intentions��with a feature of a moral 
�–�Š�‡�‘�”�›�ä�����ˆ���–�Š�‹�•���‹�•���…�‘�”�”�‡�…�–�á���–�Š�‡�•���™�‡���…�ƒ�•���ˆ�”�‡�‡�Ž�›���ƒ�†�•�‹�–���–�Š�ƒ�–���–�Š�‡���î�’�ƒ�•�•�ƒ�‰�‡���–�‘���ƒ�…�–�‹�‘�•�ï���‹�•��
�î�–�Š�‡���˜�‡�”�›�� �„�—�•�‹�•�‡�•�•�� �‘�ˆ��ethics�ï�á�� �„�—�–���–�Š�ƒ�–�� �Š�ƒ�”�†�Ž�›�� �…�‘�•�•�‹�–�•�� �—�•�� �–�‘�� �ƒ�…�…�‡�’�–�‹�•�‰���–�Š�ƒ�–�� �–�Š�‡��
passage to action is the very business of a theory of ethics. In brief, the 
suggestion is that the view that practical usefulness is a constitutive feature of 
moral theories rests on a mistake. 

Admittedly, these considerations are merely suggestive; they clearly 
�†�‘���•�‘�–���†�‡�…�‹�•�‹�˜�‡�Ž�›���•�Š�‘�™���–�Š�ƒ�–���‹�–���‹�•���ˆ�ƒ�Ž�•�‡���–�Š�ƒ�–�á�� �ƒ�•�����Ž�Ž�ƒ�•���
�‹�„�„�ƒ�”�†���’�—�–�•���‹�–�á���î�™�Š�‡�•���™�‡��
�…�”�‡�ƒ�–�‡�� �ƒ�•�†���”�‡�ˆ�‹�•�‡���ƒ���•�‘�”�•�ƒ�–�‹�˜�‡���–�Š�‡�‘�”�›���å���™�‡���ƒ�”�‡���•�‘�”�ƒ�Ž�‹�œ�‹�•�‰�ï�����t�r�r�u�ã�� �s�x�s���ä�����—�–������
hope they do indicate why such a view is implausible. Either way, if I am 
wrong, and if offering an account of deontic status should be understood as 
itself an exercise in deontic judgment, then it still  needs to be shown that 
�†�‡�‘�•�–�‹�…�� �Œ�—�†�‰�•�‡�•�–�� �‹�–�•�‡�Ž�ˆ�� �Š�ƒ�•�� �ƒ�� �î�’�”�ƒ�…�–�‹�…�ƒ�Ž�� �ƒ�‹�•�ï�ä�� ���•�� �ƒ�†�†�‹�–�‹�‘�•, we would need to 
spell out what this (alleged) fact entails, and if the suggestion is that it entails 
that sets of statements with the appropriate subject-matter fail to amount to a 
moral theory, we would still need to know why that is supposed to be an 
objection (for absent an explanation, we can shrug our shoulders and accept 
that we are not offering a moral theory, but a schmoral theory). The next 

                                                             
26 And even if there is a particular action that is morally obligatory��the sense in which 
moral considerations may or may not settle what to do that is at stake here is distinct 
from that considered in section (2.1). 
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chapter addresses some of these points (in section 3.4); here, though, let us 
examine some different, more promising ways of understanding the demand 
for a practically useful moral theory.  
 
 
2.2.3. The alethic view  
 
The considerations leading to the rejection of the constitutive view suggest 
alternative, and (to my mind) more appealing option in explicating the sense 
in which a moral theory may be defective if it fails to be practically useful, 
namely, as taking this claim to assert that a moral theory is not (and perhaps 
even cannot be) true if it fails to be practically useful. On this interpretation of 
the demand for a useful theory, we have a comparatively clear and 
independently intelligible sense of what is wrong with a practically useless 
moral theory, and why it ought to be rejected: such a theory is not true, and an 
acceptable moral theory must be true. On this interpretation, there is nothing 
special about moral theories qua moral theories such that they must be 
practically useful; what is wrong with a moral theory that fails to be 
practically useful is simply that it is not the true moral theory. We can call this 
�î�–�Š�‡���ƒ�Ž�‡�–�Š�‹�…���˜�‹�‡�™�ï���‘�•���–�Š�‡���•�‹�‰�•�‹�ˆ�‹�…�ƒ�•�…�‡���‘�ˆ���’�”�ƒ�…�–�‹�…�ƒ�Ž���—�•�‡�ˆ�—�Ž�•�‡�•�•�ä 

The alethic view seemingly does away with the idea that there is 
something special about moral theories, qua moral theories; this is something 
I believe counts in its favor. What is important to note here is that if the alethic 
view represents the correct way to read (1), the sort of argument we need to 
consider does not run from observations about the nature of moral theory to 
the claim that moral obligation (or deontic status more generally) is 
deliberatively accessible. Rather, such an argument will have to run the other 
way around: the true moral theory is practically useful because obligation (or 
deontic status more generally) is accessible. A moral theory is defective, in the 
�•�‡�•�•�‡���‘�ˆ���î�†�‡�ˆ�‡�…�–�‹�˜�‡�ï���’�‹�…�•�‡�†���‘�—�–���„�›���–�Š�‡���ƒ�Ž�‡�–�Š�‹�…���˜�‹�‡�™�á���‹�ˆ���‹�–���†�‘�‡�•���•�‘�–���‰�‹�˜�‡���ƒ���…�‘�”�”�‡�…�–��
account of morality; if the correct account of morality is such that given this 
account, deontic status is accessible, then the true moral theory will be 
practically useful.27 But if the correct account of morality is not such that on 
this account, deontic status is accessible, then the true moral theory will not 
be practically useful, but in that case, the objection that a moral theory is 
defective in the sense of being false because it fails to be useful is obviously 
misguided. Either way, there is nothing about moral theory (or moral 
theorizing) per se that is capable of explaining why the true moral theory is 

                                                             
27 Provided other conditions for usefulness are met. If there are no other conditions 
for usefulness, then the accessibility of deontic status entails that the true moral 
theory is practically useful. Either way, though, if deontic status is not accessible, this 
entails that the true moral theory is not practically useful. 
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practically useful. If there is a successful defense of the claim that moral 
obligation (and deontic status more generally) is deliberatively accessible, this 
defense will be direct. If the demand for a practically useful moral theory is 
legitimate, and the demand is understood in accordance with the alethic view, 
practical usefulness is a derivative requirement on moral theories; it is 
derived from the fact that deontic status has already been shown to be 
accessible. 

To be clear, none of this is to say that we cannot frame the question 
under consideration as one regarding the practical usefulness of moral 
theories if we want to. It does indicate that there is likely to be no advantage 
to doing so, and there may in fact be downsides to it, as we could be led astray 
in our investigation because we will be looking for answers in the wrong 
place. And none of this is to say that the demand for a practically useful moral 
theory, understood in the way that the alethic view proposes, is illegitimate. 
The point is merely that this demand is not capable of doing any serious work 
all by itself. The chapters that follow discuss several options for defending the 
claim that the true moral theory should be practically useful by way of a more 
direct defense of an accessibility condition on deontic status, focusing on the 
accessibility of moral obligation.  

Before we move on to direct defenses of accessibility, it is worthwhile, 
I believe, to consider the idea that being practically useful is merely a good-
making feature of a theory: a feature which it is desirable for a moral theory to 
have, but not a feature that a theory should have if it is to be at all acceptable. 
On such a view, the proper focus of our investigation will still be on what a 
moral theory is or involves, instead of on the specific subject-matter of such a 
�–�Š�‡�‘�”�›�ä�� ���Š�‹�•�� �î�‰�‘od-�•�ƒ�•�‹�•�‰�� �ˆ�‡�ƒ�–�—�”�‡�ï�� �˜�‹�‡�™�� �‘�•�� �–�Š�‡�� �•�‹�‰�•�‹�ˆ�‹�…�ƒ�•�…�‡�� �‘�ˆ�� �’�”�ƒ�…�–�‹�…�ƒ�Ž��
usefulness will be discussed next.   
 
 
2.3. Is a practically useful moral theory a better moral theory?  
 
On both the alethic and the constitutive view, the fact that a moral theory fails 
to be useful �‹�•���–�ƒ�•�‡�•���–�‘���…�‘�•�•�–�‹�–�—�–�‡���ƒ���î�ˆ�ƒ�–�ƒ�Ž���‘�„�Œ�‡�…�–�‹�‘�•�ï���–�‘���–�Š�ƒ�–���–�Š�‡�‘�”�›�ä�����–���…�‘�—�Ž�†���„�‡��
objected that, because of this, both views misconstrue how we should think of 
the significance of practical usefulness. It might be suggested that although, 
admittedly, it is not the case that something does not count as a moral theory 
if it fails to be practically useful (as on the constitutive view), it is also not the 
case that we need to think of the demand for a practically useful moral theory 
as a wholly derivative matter, its legitimacy to be settled by answering the 
question whether deontic status is accessible (as on the alethic view).  

In contrast to both of these views, practical usefulness can be taken as 
merely a desirable, or good-making feature a moral theory may or may not 
have; having this feature, we might say, makes a moral theory a better moral 
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theory, but lacking it is not a decisive strike against it. Moreover, it is desirable 
independently of whether or not deontic status is accessible. Holly M. Smith 
considers this �‘�’�–�‹�‘�•�á���™�”�‹�–�‹�•�‰���–�Š�ƒ�–���™�‡���•�ƒ�›���î�˜�‹�‡�™���—�•�ƒ�„�‹�Ž�‹�–�›���ƒ�•���‘�•�Ž�›���‘�•�‡���˜�ƒ�Ž�—�ƒ�„�Ž�‡��
�ˆ�‡�ƒ�–�—�”�‡�� ���ƒ�•�‘�•�‰���•�‡�˜�‡�”�ƒ�Ž���� �‘�ˆ�� �ƒ�� �•�‘�”�ƒ�Ž���•�›�•�–�‡�•�ï�á�� �ƒ�•�†�� �‡�š�’�Ž�ƒ�‹�•�•�� �–�Š�ƒ�–�� �î���‘���•���–�Š�‹�•�� �˜�‹�‡�™�á��
we would grade one moral system as better than another, other things being 
equal, if the first is more widely u�•�ƒ�„�Ž�‡�� �–�Š�ƒ�•�� �–�Š�‡�� �•�‡�…�‘�•�†�ï�� ���s�{�z�z�ã�� �s�r�t���ä�� ���‡�•�•�ƒ��
Väyrynen, taking a cue from Smith, also discusses this view in a recent article:  
 

���•�� �å�� �‡�–�Š�‹�…�ƒ�Ž�� �–�Š�‡�‘�”�›�� �•�ƒ�›�� �ˆ�ƒ�‹�Ž�� �–�‘�� �‰�‹�˜�‡�� �ƒ�†�‡�“�—�ƒ�–�‡�� �‰�—�‹�†�ƒ�•�…�‡�� �ˆ�‘�”�� �ƒ�…�–�‹�•�‰�� �”�‹�‰�Š�–�Ž�›�á��
�ƒ�•�†���›�‡�–���‰�‹�˜�‡���ƒ���…�‘�”�”�‡�…�–���ƒ�…�…�‘�—�•�–���‘�ˆ���™�Š�ƒ�–���‹�•���”�‹�‰�Š�–�ä���å�����‡���•�‹ght, however, think 
that even theories that do not aim to provide adequate moral guidance are 
nonetheless better to the extent that they also do provide adequate 
guidance, instead of thinking that doing so is no merit at all (2006: 292, 
emphases in original). 

 
Others have hinted at a view along these lines as well.28 ���‡�� �…�ƒ�•�� �…�ƒ�Ž�Ž�� �‹�–�� �î�–�Š�‡��
good-�•�ƒ�•�‹�•�‰�� �ˆ�‡�ƒ�–�—�”�‡�� �˜�‹�‡�™�ï�� �ƒ�„�‘�—�–�� �–�Š�‡�� �•�‹�‰�•�‹�ˆ�‹�…�ƒ�•�…�‡�� �‘�ˆ�� �’�”�ƒ�…�–�‹�…�ƒ�Ž�� �—�•�‡�ˆ�—�Ž�•�‡�•�•�ä��
Appealing to the good-making feature view as part of an argument against a 
proposed moral theory requires some slight modification of all steps but the 
second premise of the argument that I formulated at the beginning of this 
chapter; the result could look as follows, for example:  
 

�s�ï�ä�����”�ƒ�…�–�‹�…�ƒ�Ž���—�•�‡�ˆ�—�Ž�•�‡�•�•�á���‘�”���„�‡�‹�•�‰���ƒ�…�–�‹�‘�•-guiding, is a good-making feature of 
a moral theory. 
2. A moral theory is practically useful, or action-guiding, only if what 
deontic status this theory assigns to actions is deliberatively accessible. 

 
Therefore,  
 

                                                             
28 Michael Stocker (1976) famously �‘�„�Œ�‡�…�–�•�� �–�‘�� �™�Š�ƒ�–�� �Š�‡�� �…�ƒ�Ž�Ž�•�� �–�Š�‡�� �î�•�…�Š�‹�œ�‘�’�Š�”�‡�•�‹�ƒ�ï�� �‘�ˆ��
moral theories that propose a split between the features that make an action right 
(etc.) and those that good agents, as judged by that theory, would take as reasons for 
acting, but as he makes clear as the discussion progress, his real target are moral 
th�‡�‘�”�‹�‡�•���–�Š�ƒ�–���î�…�ƒ�•�•�‘�–���„�‡���ƒ�…�–�‡�†���‘�•�ï. ���‡���Š�‘�Ž�†�•���–�Š�ƒ�–���î�ˆ�‘�”�•�ƒ�Ž�Ž�›�ï���–�Š�‡�”�‡���‹�•���•�‘�–�Š�‹�•�‰���™�”�‘�•�‰���™�‹�–�Š��
theories that cannot be acted upon, but he asks, rhetorically,  �î�™�Š�›�� �•�Šould we be 
�…�‘�•�…�‡�”�•�‡�†���™�‹�–�Š���•�—�…�Š���–�Š�‡�‘�”�‹�‡�•�ë�ï��implying that we should not be concerned with them, 
since none of these theories can do justice to the value of acting in accordance with 
�‘�•�‡�ï�•���•�‘�”�ƒ�Ž���„�‡�Ž�‹�‡�ˆ�•�ä Although it is hard to be certain, it would seem that S�–�‘�…�•�‡�”�ï�•���˜�‹�‡�™��
can be understood as boiling down to the claim that practical usefulness should not be 
understood in the way the constitutive of alethic views do, but rather should be 
thought of as a good-making feature of a moral theory. 
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�u�ï�ä�� ���ˆ�� �™�Š�ƒ�–�� �†�‡�‘�•�–�‹�…�� �•�–�ƒ�–�—�•�� �ƒ�� �•�‘�”�ƒ�Ž�� �–�Š�‡�‘�”�›�� �ƒ�•�•�‹�‰�•�•�� �–�‘�� �ƒ�…�–�‹�‘�•�•�� �‹�•�� �•�‘�–��
deliberatively accessible, that theory lacks one of the good-making features 
that moral theories can have. 

 
���‡�š�–�á���™�‡���ƒ�†�†���–�Š�‡���•�‡�‡�•�‹�•�‰�Ž�›���—�•�…�‘�•�–�”�‘�˜�‡�”�•�‹�ƒ�Ž���’�”�‡�•�‹�•�‡�����v�ï���ã 
 

�v�ï�ä�� ���ˆ�� �ƒ�� �•�‘�”�ƒ�Ž�� �–�Š�‡�‘�”�›�� �Ž�ƒ�…�•�•�� �‘�•�‡�� �‘�ˆ�� �–�Š�‡�� �‰�‘�‘�†-making features that moral 
theories can have, this is a reason to reject that theory. 

 
�����Ž�–�‡�”�•�ƒ�–�‹�˜�‡�Ž�›�á�� �™�‡�� �…�‘�—�Ž�†�� �™�‡�ƒ�•�‡�•�� ���v�ï���� �•�‘�� �–�Š�ƒ�–�� �‹�–�� �•�–�ƒ�–�‡�•�� �•�‡�”�‡�Ž�›�� �–�Š�ƒ�–�� �Ž�ƒ�…�•�‹�•�‰�� �ƒ��
good-making feature that moral theories can have is a reason not to accept a 
theory, but which we choose should be of no consequence.) Fro�•�� ���u�ï���� �ƒ�•�†��
���v�ï�����™�‡���…�ƒ�•���‹�•�ˆ�‡�”���–�Š�ƒ�–�á���–�Š�‡�”�‡�ˆ�‘�”�‡�á�� 
 

�w�ï�ä�� ���ˆ�� �™�Š�ƒ�–�� �†�‡�‘�•�–�‹�…�� �•�–�ƒ�–�—�•�� �ƒ�� �•�‘�”�ƒ�Ž�� �–�Š�‡�‘�”�›�� �ƒ�•�•�‹�‰�•�•�� �–�‘�� �ƒ�…�–�‹�‘�•�•�� �‹�•�� �•�‘�–��
deliberatively accessible, this is a reason to reject that theory. 

 
���Š�‡���”�‡�˜�‹�•�‡�†���•�‡�…�‘�•�†���…�‘�•�…�Ž�—�•�‹�‘�•�á�����w�ï���á���‹�•���‘�ˆ���…�‘�—�”�•�‡���•�‹�‰�•�‹�ˆ�‹�…�ƒ�•�–�Ž�›���™�‡�ƒ�•�‡�”���–han the 
original conclusion, (5); the argument now no longer purports to establish 
that there are no (or cannot be) inaccessible obligations. While, therefore, it 
does not directly bear on whether or not ACCESS is correct, I think this is 
nonetheless an argument that is worth considering, since if it is successful, it 
looks capable of putting at least some pressure on those who want to accept a 
practically useless moral theory. Moreover, as we will see, it raises some 
issues that are interesting in their own right. 

I start with sketching the explanation of why practical usefulness is a 
desirable feature that Smith and Väyrynen present. I argue that given this 
explanation, if we have a reason for believing a practically useful moral theory 
instead of a theory that fails to be useful because (i.e., on grounds of the fact 
that) the former is a better theory, then that reason is pragmatic, not 
�‡�˜�‹�†�‡�•�–�‹�ƒ�Ž�ä�����”�ƒ�‰�•�ƒ�–�‹�…���”�‡�ƒ�•�‘�•�•���ˆ�‘�”���„�‡�Ž�‹�‡�ˆ�á�������•�‘�–�‡�á���ƒ�”�‡���î�”�‡�ƒ�•�‘�•�•���‘�ˆ���–�Š�‡���™�”�‘�•�‰���•�‹�•�†�ï�â��
such reasons may not carry any weight at all when it comes to what we overall 
have most reason to believe (section 2.3.1). Secondly, even if pragmatic 
reasons are capable of putting significant weight onto the scale, this does not 
mean that our pragmatic reasons for believing a practically useful theory can 
ever outweigh or conflict with our non-pragmatic reasons. As to the possibility 
of conflict, I will argue that insofar as practical usefulness is a desirable 
feature, its desirability is conditional on the truth of a moral theory. This 
suggests that being practically useful, in case it provides a reason to believe a 
moral theory, does not provide a reason that could point in a different 
direction than the non-pragmatic, evidential reasons to accept a theory 
(section 2.3.2). Third, even if there are pragmatic reasons that independently 
support moral theories that are practically useful, such reasons are very likely 
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�–�‘���„�‡���‘�—�–�™�‡�‹�‰�Š�‡�†���„�›���‘�–�Š�‡�”���’�”�ƒ�‰�•�ƒ�–�‹�…���”�‡�ƒ�•�‘�•�•�á���ƒ�•�†���•�‘���™�‡���…�ƒ�•���ƒ�…�…�‡�’�–�����w�ï�����ƒ�•�†���ƒ��
practically useless moral theory without embarrassment (section 2.3.3). 
 
 
2.3.1. Better in what respect ?  
 
If a given moral theory is practically useful, then (some suitably circumscribed 
set of) agents will be able to determine what deontic status that theory assigns 
to the alternatives these agents will face. Why would it count in favor of a 
moral theory, if that theory has the property of being practically useful? The 
�î�‹�•�’�‘�”�–�ƒ�•�…�‡�� �‘�ˆ�� ���’�”�ƒ�…�–�‹�…�ƒ�Ž���� �—�•�ƒ�„�‹�Ž�‹�–�›�ï�á�� ���•�‹�–�Š�� �•�—�‰�‰�‡�•�–�•�á�� �î�…�ƒ�•�� �„�‡�� �‡�š�’�Ž�ƒ�‹�•�‡�†�� �„�›��
reference to the concept of autonomy�ï�� ���s�{�z�z�ã�� �s�r�w�á�� �‡�•�’�Š�ƒ�•�‹�•�� �‹�•�� �‘riginal; cf. 
Smith 2010: 74; Väyrynen 2006: 297). Smith proposes to understand 
�î�ƒ�—�–�‘�•�‘�•�›�ï�� �‹�•�� �–�Š�‡�� �ˆ�‘�Ž�Ž�‘�™�‹�•�‰�� �™�ƒ�›�ã�� �î�ƒ�� �’�‡�”�•�‘�•�� �ƒ�…�–�•�� �ƒ�—�–�‘�•�‘�•�‘�—�•�Ž�›�� �‹�•�•�‘�ˆ�ƒ�”�� �ƒ�•�� �Š�‹�•��
decision to act is governed by the kinds of considerations that he deems most 
�‹�•�’�‘�”�–�ƒ�•�–�ï�� ��ibid., emphasis in original). That is, we act autonomously in the 
relevant sense whenever we decide to act on the basis of what we ourselves 
take to be the considerations that determine what we morally ought to do in 
the situation. As both Smith and Väyrynen note, this definition is stipulative, 
for we can �•�‡�ƒ�•�� �•�ƒ�•�›�� �–�Š�‹�•�‰�•�� �„�›�� �–�Š�‡�� �–�‡�”�•�� �î�ƒ�—�–�‘�•�‘�•�›�ï�ä29 We can call it 
�î�ƒ�—�–�‘�•�‘�•�›�á���—�•�†�‡�”�•�–�‘�‘�†���ƒ�•���•�‡�Ž�ˆ-�‰�‘�˜�‡�”�•�ƒ�•�…�‡�ï���–�‘���•�ƒ�•�‡���…�Ž�‡�ƒ�”���™�Š�ƒ�–���™�‡���•�‡�ƒ�•�ä��The 
suggestion that builds on this notion of autonomy goes roughly as follows: 
given that autonomy as self-governance is valuable, a moral theory that is 
practically useful is better than a theory which is not, because the first theory 
�î�ƒ�Ž�Ž�‘�™�•�� �ˆ�‘�”�ï�� �–�Š�‡�� �ƒ�…�Š�‹�‡�˜�‡�•�‡�•�–�� �‘�ˆ�� �ƒ�—�–�‘�•�‘�•�›�� �„�›�� �–�Š�‘�•�‡�� �™�Š�‘�� �„�‡�Ž�‹�‡�˜�‡�� �–�Š�ƒ�–�� �–�Š�‡�‘�”�›�á��
while the second does not. As Väy�”�›�•�‡�•���’�—�–�•���‹�–�á���î�ƒ�•���‡�–�Š�‹�…�ƒ�Ž���–�Š�‡�‘�”�›���‹�•���„�‡�–�–�‡�”���–�‘��
the extent that it makes reliable strategies for acting well available to an agent 
�™�Š�‘�� �ƒ�…�…�‡�’�–�•�� �‹�–�ï�� �„�‡�…�ƒ�—�•�‡�� �ƒ�—�–�‘�•�‘�•�›�� �ƒ�•�� �•�‡�Ž�ˆ-governance is something valuable, 
and failing to be practically useful means that a t�Š�‡�‘�”�›�� �î�ˆ�ƒ�‹�Ž�•�� �–�‘�� �’�”�‘�–�‡�…�–��
autonomy understood as self-�‰�‘�˜�‡�”�•�ƒ�•�…�‡�ï�����t�r�r�x�ã���t�{�z���ä 
 In assessing this suggestion, it is important to get clear on the respect 
in which a moral theory can be claimed to be better if it is practically useful, if 
one reasons along the lines suggested by Smith and Väyrynen. If the value of 
autonomy as self-governance is going to explain why a moral theory is better 
if it is practically useful, the respect in which such a theory is better is not the 
respect �‘�ˆ���î�„�‡�‹�•�‰��better supported by �–�Š�‡���‡�˜�‹�†�‡�•�…�‡�ï�á���ˆ�‘�”���–�Š�‡���‘�ˆ�ˆ�‡�”�‡�†���‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•��
�†�‘�‡�•�� �•�‘�–�� �ƒ�’�’�‡�ƒ�”�� �–�‘�� �–�ƒ�•�‡�� �ƒ�� �–�Š�‡�‘�”�›�ï�•�� �„�‡�‹�•�‰��practically useful to constitute 
evidence for that theory. In brief, a useful theory is not a better theory if we 
�—�•�†�‡�”�•�–�ƒ�•�†���î�„�‡�–�–�‡�”�ï���‡�˜�‹�†�‡�•�–�‹�ƒ�Ž�Ž�›. Rather, given what Smith and Väyrynen offer 
by way of explaining why a useful theory is a better theory, a practically useful 

                                                             
29 For a good overview of the variety of ideas that have been put forward under the 
�Ž�ƒ�„�‡�Ž���î�ƒ�—�–�‘�•�‘�•�›�ï, see Arpaly (2003: chapter 4). 
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moral theory can be said to be better merely in the respect that believing such 
a theory is better than believing a theory which is not useful. Being in a state 
of believing a useful theory is instrumentally valuable, because believing a 
useful moral theory is a means to acting autonomously, and acting 
autonomously is valuable. The account on offer of why practical usefulness is 
valuable, something worth caring about, turns on the value of what believing a 
theory that has the property of usefulness produces, and it is by virtue of 
�„�‡�‹�•�‰�� �„�‡�Ž�‹�‡�˜�‡�†�� �–�Š�ƒ�–�� �ƒ�� �•�‘�”�ƒ�Ž�� �–�Š�‡�‘�”�›�� �‹�•�� �…�ƒ�’�ƒ�„�Ž�‡�� �‘�ˆ�� �î�’�”�‘�–�‡�…�–�‹�•�‰�ï�� �–�Š�‡�� �˜�ƒ�Ž�—�ƒ�„�Ž�‡��
result, viz., autonomy as self-government. 

If a theor�›�ï�•���„�‡�‹�•�‰���„�‡�–�–�‡�”���‹�•���–�Š�‹�•��respect is taken to provide a reason for 
believing a practically useful moral theory over a competing theory that is not 
useful, �ƒ�•�� �’�”�‡�•�‹�•�‡�� ���v�ï���� �ƒ�•�•�‡�”�–�•�� �‹�–�� �†�‘�‡�•�á��then the reason for believing such a 
theory that is provided by the value of autonomy as self-government is 
pragmatic, not evidential. The reason to believe a practically useful theory that 
we can account for in this way is comparable to the reason one could have for 
believing something because, say, one is offered a sum of money, or some 
other reward for believing it: having the belief is a means to realizing 
something of value, but the fact that something of value will be realized if one 
has the belief is no evidence of the truth of the belief. A famous example is 
���ƒ�•�…�ƒ�Ž�ï�• Wager, which posits reasons to believe in the existence of God that 
derive from the value of salvation, thereby trying to circumvent the question 
of whether or not God in fact exists.30 
 On what has become standard terminology, pragmatic reasons for 
belief �ƒ�”�‡�� �î�”�‡�ƒ�•�‘�•�•�� �‘�ˆ�� �–�Š�‡�� �™�”�‘�•�‰�� �•�‹�•�†�ï�á�� �™�Š�‡�”�‡�ƒ�•�� �‡�˜�‹�†�‡�•�–�‹�ƒ�Ž�� �”�‡�ƒ�•�‘�•�•�� �ˆ�‘�”�� �„�‡�Ž�‹�‡�ˆ��
�ƒ�”�‡�� �î�”�‡�ƒ�•�‘�•�•�� �‘�ˆ�� �–�Š�‡�� �”�‹�‰�Š�–�� �•�‹�•�†�ï�ä�� ���Š�‡�”�‡�� �‹�•�� �†�‡�„�ƒ�–�‡�� �‘�˜�‡�”�� �–�Š�‡�� �‰�‡�•�‡�”�ƒ�Ž�� �…�”�‹�–�‡�”�‹�ƒ�� �ˆ�‘�”��
being a reason of the right (or wrong) kind,31 but we need not settle on such 
criteria here; all we need is (a) that there is such a distinction, (b) that it 
matters on what side of the divide a reason falls, and (c) that pragmatic 
�”�‡�ƒ�•�‘�•�•�� �ˆ�‘�”�� �„�‡�Ž�‹�‡�ˆ�� �ƒ�”�‡�� �î�”�‡�ƒ�•�‘�•�•�� �‘�ˆ�� �–�Š�‡�� �™�”�‘�•�‰�� �•�‹�•�†�ï�ä�� ���Š�‡�•�‡�� �–�Š�”�‡�‡�� �‹�†�‡�ƒ�•�� �ƒ�”�‡��
relatively uncontroversial, even if the details of how to draw the distinction 
are not. Some philosophers hold that reasons of the wrong kind are in fact not 
�”�‡�ƒ�•�‘�•�•�� �ƒ�–�� �ƒ�Ž�Ž�á�� �„�—�–�� �‹�–�� �‹�•�� �•�—�ˆ�ˆ�‹�…�‹�‡�•�–�� �ˆ�‘�”�� �’�”�‡�•�‡�•�–�� �’�—�”�’�‘�•�‡�•�� �‹�ˆ�� ���†���� �î�”�‡�ƒ�•�‘�•�•�� �‘�ˆ�� �–�Š�‡��
�”�‹�‰�Š�–�� �•�‹�•�†�ï�� �ƒ�”�‡�� �–�Š�‡�� �”�‡�ƒ�•�‘�•�•�� �–�Š�ƒ�–�� �ƒ�”�‡�� �•�‘�•�‡�Š�‘�™�� �…�‡�•�–�”�ƒ�Ž�� �–�‘�� �™�Š�ƒ�–�� �™�‡�� �ƒ�Ž�Ž-things-
considered have most reason to believe (or do), and this is typically accepted 

                                                             
30 The introduction of a distinction between reasons of the right kind and reasons of 
the wrong kind, discussed in the text, can be of help in explaining what is wrong with 
���ƒ�•�…�ƒ�Ž�ïs argument, although there are many other problems with the argument beside 
this one; see Hájek (2003) for an excellent treatment. 
31 ���•���‹�•�ˆ�Ž�—�‡�•�–�‹�ƒ�Ž���’�”�‘�’�‘�•�ƒ�Ž���‹�•�����ƒ�”�ˆ�‹�–�ï�•���†�‹�•�–�‹�•�…�–�‹�‘�•���„�‡�–�™�‡�‡�•���î�•�–�ƒ�–�‡-�‰�‹�˜�‡�•�ï���ƒ�•�†���î�‘�„�Œ�‡�…�–-�‰�‹�˜�‡�•�ï 
reasons (2011); Parfit holds that only the latter are reasons of the right kind. For a��to 
my mind, utterly convincing���…�”�‹�–�‹�…�‹�•�•���‘�ˆ�����ƒ�”�ˆ�‹�–�ï�•���’�”�‘�’�‘�•�ƒ�Ž�á���•�‡�‡�����…�Š�”�‘�‡�†�‡�”����2012). 
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even by those who do take reasons of the wrong kind to be genuine reasons.32 
If pragmatic reasons are reasons of the wrong kind, and if reasons of the 
wrong kind are not central to what we all-things-considered have most reason 
to believe, then the reason to believe a useful moral theory over one that fails 
to be useful will not put much weight onto the scale, if it puts on any weight at 
all. And that means that even if a moral theory is better if it is practically 
useful, this is unlikely to be a fact that can support believing a useful theory 
over a theory that fails to be useful. 
 It is worth noting that this line of argument does not depend on the 
explanation of why a useful theory is a better theory; it concerns only how we 
construe the respect in which a theory is taken to be better. The next 
argument does concern the details of that explanation. 
 
 
2.3.2. Reconsidering the value of autonomy as self -governance  
 
Perhaps there is no real problem with pragmatic reasons for belief. (Speaking 
for myself, I am of two minds about this issue.) For the sake of argument, let us 
assume that pragmatic reasons can pay a significant role in determining what 
we have overall most reason to believe. Are we any closer to the conclusion 
that the value of autonomy, understood as self-governance, is capable of 
providing us with good reasons to believe a practically useful moral theory? I 
�†�‘�•�ï�–���–�Š�‹�•�•���•�‘�ä 

Both Smith and Väyrynen endorse what we can c�ƒ�Ž�Ž���ƒ���î�…�‘�•�–�‡�•�–-�•�‡�—�–�”�ƒ�Ž�ï��
view of autonomy: an agent acts autonomously in the relevant sense 
�™�Š�‡�•�‡�˜�‡�”���ƒ�•���ƒ�‰�‡�•�–�ï�•���†�‡�…�‹�•�‹�‘�•���–�‘���ƒ�…�–���‹�•���ƒ���…�‡�”�–�ƒ�‹�•���™�ƒ�›���‹�•���„�ƒ�•�‡�†���‘�•���ƒ�•���ƒ�’�’�Ž�‹�…�ƒ�–�‹�‘�•��
of the moral view that the agent takes to be correct, irrespective of whether 
the moral view that this agent takes to be correct is in fact correct. Is this 
really valuable? Imagine two worlds, W1 and W2, both populated by a variety 
�‘�ˆ���‹�•�†�‹�˜�‹�†�—�ƒ�Ž�•�â���Ž�‡�–���—�•���ˆ�‘�…�—�•���‘�•���Œ�—�•�–���‘�•�‡���‘�ˆ���–�Š�‡�•�á���™�Š�‘�•���™�‡���…�ƒ�•���…�ƒ�Ž�Ž���î���†�‡�Ž�‡�ï�ä�����†�‡�Ž�‡��
performs the same actions in both W1 and W2, but in W1 she acts on the basis 
of what she takes to be the correct account of morality, while in W2 she does 
not (instead, let us suppose, she tosses coins to make her practical decisions, 
because she believes she has no chance of identifying the morally right course 
of action). If content-neutral autonomy indeed is non-instrumentally valuable, 
we should expect to have the intuition that W1 is a better world than W2 
irrespective of what moral theory we imagine Adele to believe in that world. 
But this is not our reaction��or at least, it is not mine. If I imagine that Adele is 

                                                             
32 See Reisner (2009: 258-59) for discussion and further references. Reisner defends 
the view that pragmatic reasons for belief can carry significant weight; see (ibid.), and 
his (2008), for a variety of interesting remarks. I discuss what weight pragmatic may 
have in the present context below, in section (2.3.3). 



47 
 

a Nazi in W1, I am not inclined to judge that there is any added value to her 
acting on the basis of her Nazi beliefs in that world, as compared to W2, in 
which she tosses a coin in order to make a decision. If anything, I am inclined 
�–�‘���•�ƒ�›���–�Š�ƒ�–�����†�‡�Ž�‡�ï�•���„�ƒ�•�‹�•�‰���Š�‡�”���†�‡�…�‹�•�‹�‘�•�•���‘�•���Š�‡�”����azi beliefs makes W1 a worse 
world than W2�ä�� ���� �ˆ�‹�•�†�� �–�Š�‹�•�� �’�ƒ�”�–�‹�…�—�Ž�ƒ�”�Ž�›�� �’�Ž�ƒ�—�•�‹�„�Ž�‡�� �‹�ˆ�� �™�‡�� �‹�•�ƒ�‰�‹�•�‡�� �–�Š�ƒ�–�� ���†�‡�Ž�‡�ï�•��
actions are not monumental moral wrongs (such as committing genocide, for 
instance), but instead of a rather petty nature.33 Imagine that in W1, guided by 
her Nazi beliefs, Adele often buys bratwurst but never buys humus, often 
reads papers published in the Deutsche Zeitschrift für Philosophie but never 
reads papers published in Philosophia, and often listens to schlager music but 
never to klezmer music; she does the same things based on coin tosses in W2 
(as in this world, it turns out that the coin toss consistently favors buying 
bratwurst instead of humus, and so on). I find the judgment that W1 is a better 
world than W2 incredible. The view about the value of autonomy as self-
governance that Smith and Väyrynen appeal to, though, implies that W1 is 
better than W2, since it imposes no restrictions on the content of the moral 
view that agents rely on when making practical decisions. Therefore, this view 
should be rejected. 
 There is an easy fix to the problem posed by cases such as that of 
Adele: we can simply drop the assumption of content-neutrality, and hold 
instead that there is value in deciding what to do on the basis of the 
considerations that the moral theory one accepts singles out as settling the 
matter, provided the moral theory one accepts is correct. We might put this by 
�•�ƒ�›�‹�•�‰�� �–�Š�ƒ�–�� �ƒ�Ž�–�Š�‘�—�‰�Š�� �–�Š�‡�”�‡�� �‹�•�� �˜�ƒ�Ž�—�‡�� �‹�•�� �†�‘�‹�•�‰�� �î�–�Š�‡�� �”�‹�‰�Š�–�� �–�Š�‹�•�‰�� �ˆ�‘�”�� �–�Š�‡�� �”�‹�‰�Š�–��
�”�‡�ƒ�•�‘�•�•�ï�á�� �–�Š�‡�”�‡�� �‹�•�� �•�‘�� �˜�ƒ�Ž�—�‡�� ���ƒ�•�†�� �’�‡�”�Š�ƒ�’�•�� �‡�˜�‡�•�� �†�‹�•�˜�ƒ�Ž�—�‡���� �‹�•�� �†�‘�‹�•�‰�� �î�–�Š�‡�� �™�”�‘�•�‰��
�–�Š�‹�•�‰���ˆ�‘�”���–�Š�‡���™�”�‘�•�‰���”�‡�ƒ�•�‘�•�•�ï�á���‡�˜�‡�•���‹�ˆ���‘�•�‡���•�‹�•�–�ƒ�•�‡�•�Ž�›���–�ƒ�•�‡�•���‘�•�‡�•�‡�Ž�ˆ���–�‘���„�‡���†�‘�‹�•�‰��
the former instead of the latter. While this revision allows us to retain the 
claim that there is value in acting on the basis of the considerations that one 
takes to be morally decisive, by the same token, it undercuts whatever 
dialectical force the appeal to the idea that a practically useful moral theory is 
better could have even if pragmatic reasons are taken to be capable of putting 
significant weight onto the scale. On this revised account, the value of 
autonomy as self-governance is conditional on the truth of the theory by which 
autonomous agents guide their actions; if its value is conditional in this way, 
the fact that a moral theory is better if it is practically useful cannot do any 
independent work. Let me explain. 

Assume, for the sake of argument, that pragmatic reasons for belief are 
genuine reasons for belief, reasons which can come into conflict with 
evidential reasons, and on occasion even outweigh the latter sort of reasons. 

                                                             
33 Some of those to whom I presented this case in conversation reported that they 
think it is worse to commit horrible moral wrongs on the basis of a coin toss than on 
the basis of deeply misguided moral beliefs, hence the elaboration offered in the text. 
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The observation that a useful theory is a better theory is moot. If the value of 
guiding yourself by the moral theory you take to be correct is conditional on 
believing the true moral theory, there cannot be a conflict between evidential 
and pragmatic reasons when it comes to which moral theory to believe, since 
the existence of a pragmatic reason (which stems from on the value of 
autonomy as self-governance) to believe a practically useful moral theory 
presupposes that there are evidential reasons for that theory. Unless you have 
good reason to believe a given theory is true, you have no reason to believe 
that anything of value will be realized if you were to believe this theory, and 
once you have the first set of reasons, the second set is redundant. In other 
words, the pragmatic reasons for believing a given moral theory, if they stem 
from the value of autonomy (understood as self-governance) can only point in 
the same direction as the evidential reasons for that theory, if they are to point 
anywhere at all. If the evidence available supports the verdict that a moral 
theory which fails to be practically useful is correct, then there are neither 
evidential nor pragmatic reasons to believe a competing theory which is 
practically useful. Therefore, the fact that a useful theory is a better theory is, 
in effect, irrelevant to what we have most reason to believe. 
 
 
2.3.3. Weighing pragmatic reasons  
 
Perhaps the value of autonomy as self-governance is not conditional on the 
truth of the theory by which self-governing agents guide their behavior: 
despite the objection that I raised, there may be value in guiding oneself by 
what one takes to be the moral considerations that settle the matter, and this 
�˜�ƒ�Ž�—�‡�� �ƒ�…�…�”�—�‡�•�� �‹�”�”�‡�•�’�‡�…�–�‹�˜�‡�� �‘�ˆ�� �–�Š�‡�� �…�‘�•�–�‡�•�–�•�� �‘�ˆ�� �‘�•�‡�ï�•�� �„�‡�Ž�‹�‡�ˆ�•�ä�� ���Ž�–�Š�‘�—�‰�Š�� ���� �•�‡�‡�� �•�‘��
merit in it, the view that there is something important about being guided by 
�‘�•�‡�ï�•�� �†�‡�‡�’�Ž�›�� �Š�‡�Ž�†�� �•�‘�”�ƒ�Ž�� �…�‘�•�˜�‹�…�–�‹�‘�•�•�� �Š�ƒ�•�� �Š�ƒ�†�� �ƒ�� �˜�ƒ�”�‹�‡�–�›�� �‘�ˆ�� �•�—�’�’�‘�”�–�‡�”�•��
throughout the history of philosophy. If these people are not mistaken, then 
there can be an independent pragmatic reason to accept a practically useful 
moral theory, in virtue of its being practically useful, and thus some reason to 
�”�‡�Œ�‡�…�–�� �ƒ�� �–�Š�‡�‘�”�›�� �–�Š�ƒ�–�� �‹�•�� �•�‘�–�� �’�”�ƒ�…�–�‹�…�ƒ�Ž�Ž�›�� �—�•�‡�ˆ�—�Ž�á�� �ƒ�•�� ���w�ï���� �ƒ�•�•�‡�”�–�•�ä�� ���‡�� �…�ƒ�•�� �•�‡�š�–�� �ƒ�•�•�ã��
what weight would this reason have, if it exists? 
 The value of autonomy (understood as self-governance) lies, 
presumably, not just in having the capacity for self-governance, but also��and 
perhaps even primarily��in exercising that capacity, viz., in acting in the ways 
�–�Š�ƒ�–�� �ƒ�”�‡�� �•�—�’�’�‘�”�–�‡�†�� �„�›�� �‘�•�‡�ï�•�� �•�‘�”�ƒ�Ž�� �…�‘�•�˜�‹�…�–�‹�‘�•�•�ä�� ���•�ƒ�‰�‹�•�‡�� �–�Š�ƒ�–�� �›�‘�—�� �„�‡�Ž�‹�‡�˜�‡�� �ƒ��
certain moral theory that is practically useful, rely on it in your practical 
deliberations, and thus act autonomously in the sense defined. Imagine as well 
that the moral theory you believe is incorrect, and that this theory is incorrect 
not just in the sense that it provides incorrect explanations of why actions 
have the deontic status that they do, but also in implying that various 
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particular actions are right while in fact these actions are wrong, and vice 
versa. As a result of your accepting and relying on this false but practically 
useful moral theory, you will realize the value of acting autonomously, but you 
will also often fail to do what you morally ought to do. 

Now, it is plausible that there is at least some value in doing what one 
morally ought to do, and some disvalue in doing what one morally ought not 
to do. This value can either be instrumental, if some form of consequentialism 
is true, or non-instrumental, in case we take the deontic status of actions to 
either be determined by the (dis-)value of the acts themselves, considered in 
isolation of the value of their consequences, or as the ground for the (dis-
)value of acts.34 In other words, it is very plausible that it is good to do right, 
and bad to do wrong, although there is admittedly ample room for discussion 
of how we are to explain why this is so. While a definite stance on this matter 
requires presenting a worked out first-order normative theory, it is 
nonetheless plausible, or at least not implausible, to assume that the value (or 
goodness) of acting rightly is of a non-negligible greater magnitude than the 
value of being self-governing, and also that the disvalue (or badness) of acting 
wrongly is of a non-negligible greater magnitude than the disvalue of failing to 
be self-governing. To see why it is likely that this is so, we can again compare 
two imaginary worlds: in the first of these worlds, W3, the agents inhabiting it 
all act rightly, but all fail to be self-governing; in the second world, W4, the 
agents inhabiting it are all self-governing in the relevant sense, but they never 
act rightly. Which of these worlds is better, W3 or W4? On the face of it, W3 
appears to be a far more desirable world than W4, because in W3 the actions 
performed will have whatever features make actions morally right: utility is 
maximized, promises are kept, rights are respected, maxims can be 
universalized, or some such thing. Now there is, let us grant, something that 
makes W4 good which is lacking in W3, but there are many more things, and 
more important things, that make W3 good which are lacking in W4.35 

                                                             
34 ���Š�‡���‹�†�‡�ƒ���–�Š�ƒ�–���–�Š�‡�”�‡���‹�•���î�‰�‘�‘�†���‹�•���–�Š�‡���”�‹�‰�Š�–�ï��even from a deontological perspective has 
received a recent book-length defense by Robert Audi (2004, in particular chapter 4). 
35 There may yet be other reasons for believing an extensionally correct but 
intensionally incorrect theory, for instance, if believing such a theory will lead to a 
higher number of right (obligatory) actions than believing a theory which both 
extensionally and intensionally correct. Sidgwick (1981 [1907]) suggests this is our 
situ�ƒ�–�‹�‘�•�á�� �™�Š�‡�•�� �Š�‡�� �ƒ�”�‰�—�‡�•�� �ˆ�‘�”�� �–�Š�‡�� �˜�‹�‡�™�� �–�Š�ƒ�–�� �—�–�‹�Ž�‹�–�ƒ�”�‹�ƒ�•�‹�•�•�� �•�Š�‘�—�Ž�†�� �„�‡�� �ƒ�•�� �î�‡�•�‘�–�‡�”�‹�…��
�•�‘�”�ƒ�Ž�‹�–�›�ï�á���‘�•�‡���–�Š�ƒ�–���•�Š�‘�—�Ž�†���•�‘�–���„�‡���„�‡�Ž�‹�‡�˜�‡�†���„�›���•�‘�•�–���„�‡�…�ƒ�—�•�‡���‹�ˆ���‹�–���™�‡�”�‡���„�‡�Ž�‹�‡�˜�‡�†�á���—�–�‹�Ž�‹�–�›��
would not be maximized. Note, though, that the pragmatic reasons for believing an 
incorrect theory Sidgwick posits have nothing to do with the value of self-governance, 
but stem wholly from the value of doing what is right (or obligatory): the number of 
right actions (i.e., those that maximize utility) will be higher if people believe a false 
theory. Instead of being a potential counterexample, this confirms my suggestions 
about the comparatively higher value of morally right action.   
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 If this rough assessment of the comparative value of acting rightly and 
being self-governing is on the right track, then while there is a respect in 
which a practically useful theory is better than a theory which is not, and 
therefore a pragmatic reason for believing such a theory which we do not have 
for believing a theory which fails to be practically useful, there is also a 
stronger, more weighty pragmatic reason to believe the correct theory, even if 
the correct theory fails to be useful, provided that believing the true theory 
will not produce more wrong action than believing a false but useful theory. 
(We need this rider, because in case the true theory fails to be useful, its 
acceptance will not guarantee that those who accept it will act rightly, even if 
they are fully conscientious.) The reason this is so is that if the useful theory is 
not correct, then its acceptance will produce morally wrong actions, and the 
disvalue of wrong action is greater than the disvalue of failing to be self-
governing. Again, grant that pragmatic reasons can put significant weight on 
the scale. Even if the argument of (2.3.2) fails, it is still not the case that the 
pragmatic reasons provided by the fact that a given moral theory is practically 
useful are likely to sway the balance of reasons one way rather than another, 
as there is also a pragmatic reason for believing the true moral theory, even if 
the true moral theory is not practically useful, and this reason for believing the 
true moral theory is more weighty, provided it is the case that acceptance of 
the true moral theory will not lead to the performance of a higher number of 
morally wrong actions than acceptance of some alternative useful theory. 
 The foregoing discussed a scenario in which we assume that the 
alternative useful theory is one that is not just incorrect in the sense of not 
�‹�†�‡�•�–�‹�ˆ�›�‹�•�‰���–�Š�‡���’�”�‘�’�‡�”�–�‹�‡�•���–�Š�ƒ�–���î�•�ƒ�•�‡�ï���ƒ�…�–�‹�‘�•�•���”�‹�‰�Š�–�����‡�–�…�ä���á���„�—�–���ƒ�Ž�•�‘���‹�•���–�Š�‡���•�‡�•�•�‡��
of implying that some actions are right even though in fact they are wrong, 
and vice versa. That is, we assumed the alternative moral theory to be not just 
intensionally incorrect, but also extensionally. But what if we assume instead 
that the alternative moral theory is merely intensionally incorrect, but not 
extensionally? On that assumption, accepting the alternative theory would not 
lead to the performance of wrong actions (since it singles out actions as right 
that are in fact right, etc.) and it would be able to accommodate the value of 
autonomy, understood as self-governance. It appears that the pragmatic 
reasons to accept this theory are stronger than those to accept the true moral 
theory. If so, the value of practical usefulness can play a role in determining 
what moral theory we overall have most reason to accept, or so a critic could 
suggest. The reply to this is simple: if there is such an alternative theory, the 
true moral theory would not be practically useless. The true moral theory 
would be indirectly useful, instead of directly, in the sense defined in section 
(2.1), for the deontic principles of the imagined alternative theory would then 
constitute the secondary rules that supplement the true moral theory, and 
guarantee its usefulness. So either we assume that the true moral theory is not 
practically useful, in which case the alternative, useful moral theory is not 
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extensionally correct, or we assume that the alternative theory is 
extensionally correct, in which case the true moral theory is indirectly useful. 
But we cannot have it both ways.  And if the true moral theory is practically 
useful, the question whether we should instead accept some other moral 
theory on grounds of considerations of practical usefulness becomes moot. 
 The upshot is that the proponent of a moral theory which fails to be 
practically useful can accept (a) that a moral theory is better, other things 
equal, if it is practically useful, (b) that there are pragmatic reasons which can 
in principle help determine what we overall have most reason to believe, and 
(c) that considerations of practical usefulness provide independent pragmatic 
reasons for believing a useful moral theory, and still  not be at all worried 
about the fact that the theory she proposes fails to be practically useful. Even if 
the argument sketched at the beginning of this section is sound, its conclusion, 
���w�ï���á�� �‹�•�� �•�‘�–�� �ƒ�� �‰�”�‘�—�•�†�� �ˆ�‘�”�� �…�‘�•�…�‡�”�•�á�� �•�‘�–�� �•�‹�•�’�Ž�›�� �„�‡�…�ƒ�—�•�‡�� �–�Š�ƒ�–�� �…�‘�•�…�Ž�—�•�‹�‘�•�� �‹�•��
logically weaker than that of the original argument set out in the introduction 
to this chapter, but also because the reason that exists for believing a useful 
theory (and thus the reason for rejecting a theory on grounds of its failure to 
be useful) is likely to be outweighed by other pragmatic reasons. 

Other things equal, a useful theory may be a better theory, yet once we 
take into account that other things are not equal, it turns out that there is no 
embarrassment in accepting this verdict. The arguments for the relevant 
evaluative claims that I offered have admittedly been rather quick and 
sketchy, but they should suffice for concluding at least that there are quite 
serious hurdles to overcome if one wants an appeal to the good-making 
feature view to do any real dialectical work.  
 
 
2.4. Wishful thinking in moral theorizing  
 
In the previous section I have argued, among other things, that insofar as it is 
valuable for agents to decide what to do on the basis of considerations they 
themselves take to settle what they morally ought to do, this value is 
conditional on the truth of the moral theory these agents accept. We might put 
this point by saying that, assuming practical usefulness is a precondition for a 
�–�Š�‡�‘�”�›�ï�•�� �…�ƒ�’�ƒ�…�‹�–�›�� �–�‘�� �ˆ�ƒ�…�‹�Ž�‹�–�ƒ�–�‡�� �•�‡�Ž�ˆ-governance, it would be good if the true 
moral theory were practically useful. If the true theory were practically useful, 
then agents who accept the true theory can guide their actions by this theory, 
and thereby realize the value of self-governance (without at the same time 
realizing the disvalue of acting morally wrong). As we have seen, these 
considerations seem unlikely to put much, if any, weight onto the scale. 

The final suggestion I want to consider in this chapter is the following. 
It could be objected that the considerations adduced so far ignored that there 
are certain patterns of argument which have a legitimate place in ethical 
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theory, even though they are admittedly unacceptable elsewhere. In general, 
the fact that it would be good if something were the case does not entail that it 
is the case, and inferring that something is the case from the fact that it would 
be good if it were, is a paradigmatic i�•�•�–�ƒ�•�…�‡�� �‘�ˆ�� �™�‹�•�Š�ˆ�—�Ž�� �–�Š�‹�•�•�‹�•�‰�� ������ �…�ƒ�•�ï�–��
properly infer that there is world peace from the fact that it would be good if 
there were world peace, for instance). But according to some philosophers, 
when it comes to ethics, matters might be different. Thomas Nagel, referring 
to suggestions made by Frances Kamm and Warren Quinn,36 is a prominent 
example of someone who holds that there may be valid instances of 
arguments of this form in ethical theory.  

Nagel himself is concerned with the claim that we have (pre-political) 
moral rights; the one-sentence summary of his defense of this claim goes as 
�ˆ�‘�Ž�Ž�‘�™�•�ã�� �î���–���Š�‡�� �ƒ�”�‰�—�•�‡�•�–�� �‹�•�� �–�Š�ƒ�–�� �™�‡�� �™�‘�—�Ž�†�� �ƒ�Ž�Ž�� �„�‡�� �™�‘�”�•�‡�� �‘�ˆ�ˆ�� �‹�ˆ�� �–�Š�‡�”�‡�� �™�‡�”�‡�� �•�‘��
rights��even if we suffered the transgressions which in that case would not 
count as violations of our rights��ergo�á���–�Š�‡�”�‡���ƒ�”�‡���”�‹�‰�Š�–�•�ï�����s�{�{�w�ã���{�t���ä�����‘�™�á�����ƒ�‰�‡�Ž��
stresses that he is talking about moral, not legal rights, and that he does not 
take us to be capable of making it true that we have moral rights, by creating 
institutions protecting them, believing that we have them, or acting as if we 
�„�‡�Ž�‹�‡�˜�‡���™�‡���Š�ƒ�˜�‡���•�—�…�Š���”�‹�‰�Š�–�•�ä�����•���Š�‡���’�—�–�•���‹�–�á���–�Š�‡���ƒ�”�‰�—�•�‡�•�–���î�‹�•���•�‘�–���•�—�’�’�‘�•�‡�†���–�‘���„�‡��
merely an argument for creating or instituting  rights, through laws or 
�…�‘�•�˜�‡�•�–�‹�‘�•�•�ï�â�� �”�ƒ�–�Š�‡�”�á�� �î�–�Š�‡�� �ƒ�”�‰�—�•�‡�•�–�� �‹�•�� �•�—�’�’�‘�•�‡�†�� �–�‘�� �•�Š�‘�™��that the morality 
which includes rights is already true�ï����ibid., 91, 92, emphases in original). 

���ˆ�� ���ƒ�‰�‡�Ž�ï�•�� �ƒ�”�‰�—�•�‡�•�–�� �ˆ�‘�”�� �•�‘�”�ƒ�Ž���”�‹�‰�Š�–�•�� �‹�•�� �•�‘�—�•�†�á���™�‡���…�ƒ�•�� �‡�ƒ�•�‹�Ž�›�� �•�‘�†�‡�Ž���ƒ�•��
argument for practical usefulness on it. Whether the true moral theory is 
practically useful depends on whether deontic status is accessible, and 
whether deontic status is accessible depends on what the moral facts that the 
true moral theory is a theory of are like, just as whether we have moral rights 
depends on what the moral facts are like. If the fact that it would be good if the 
moral facts are one way rather than another entails that they are one way 
rather than another��if the best way that the moral facts could be is also the 
way they in fact are, and necessarily so��then if it would, on balance, be best if 

                                                             
36 See Kamm (1992) and Quinn (1993: chapter 7). To my mind, the writin gs of Kamm 
and Quinn are too vague to be certain about whether they endorse the contested 
inference, though. It is worth noting that this  defense of moral rights may, in its 
general form, have a much longer history. Jeremy Bentham accused the drafters of the 
French Declaration of Human Rights of r�‡�Ž�›�‹�•�‰���‘�•���ƒ�•���‹�•�ˆ�‡�”�‡�•�…�‡���‘�ˆ���”�‘�—�‰�Š�Ž�›���–�Š�‡���ˆ�‘�”�•���î�‹�–��
would be good if we have rights, therefore, we have rights�ï, an inference he deems 
fallacious. As Bentham puts the point when commenting on Article 2 of the declaration 
in Anarchical Fallacies (2000: part 4, �ˆ�‹�”�•�–�� �’�—�„�Ž�‹�•�Š�‡�†�� �‹�•�� �s�z�s�x���á�� �î���‹���•�� �’�”�‘�’�‘�”�–�‹�‘�•�� �–�‘�� �–�Š�‡��
want of happiness resulting from the want of rights, a reason exists for wishing that 
there were such things as rights. But reasons for wishing there were such things as 
rights, are not rights; �� a reason for wishing that a certain right were established, is 
not that right �� want is not supply �� hunger is not bread�ï. 



53 
 

deontic status is accessible, it follows that deontic status is accessible, and 
thus that the true moral theory is practically useful. (Admittedly, this 
argument is perhaps better classified as one that concerns the subject-matter 
of a moral theory, and not a feature of moral theories per se, so it would be 
�•�‘�”�‡�� �•�ƒ�–�—�”�ƒ�Ž�� �–�‘�� �†�‹�•�…�—�•�•�� �‹�–�� �—�•�†�‡�”�� �–�Š�‡�� �Š�‡�ƒ�†�‹�•�‰�� �‘�ˆ�� �™�Š�ƒ�–�� ���� �†�—�„�„�‡�†�� �î�–�Š�‡�� �ƒ�Ž�‡�–�Š�‹�…��
�˜�‹�‡�™�ï�ä�� ���‘�™�‡�˜�‡�”�á�� �ƒ�•�� �‹�–�� �„�—�‹�Ž�†�•�� �‘�•�� �–�Š�‡�� �ƒ�”�‰�—�•�‡�•�–�•�� �‘�ˆ�� �–�Š�‡�� �’�”�‡�˜�‹�‘�—�•�� �•�‡�…�–�‹�‘�•�á�� ���� �Š�ƒ�˜�‡��
decided to discuss it here instead of later.)  

Admitting that what he offers in defense of the view that we have 
�•�‘�”�ƒ�Ž���”�‹�‰�Š�–�•���‹�•���î�ƒ���…�—�”�‹�‘�—�•���–�›�’�‡���‘�ˆ���ƒ�”�‰�—�•�‡�•�–�ï���™�Š�‹�…�Š���‹�•���•�‘�–���î�‹�•���‰�‡�•�‡�”�ƒ�Ž���å���…�‘�‰�‡�•�–�ï�á��
���ƒ�‰�‡�Ž���•�‘�•�‡�–�Š�‡�Ž�‡�•�•�� �•�—�‰�‰�‡�•�–�•�� �–�Š�ƒ�–�� �î�‹�–�� �•�ƒ�›�� �Š�ƒ�˜�‡�� �ƒ�� �’�Ž�ƒ�…�‡���‹�•�� �‡�–�Š�‹�…�ƒ�Ž���–�Š�‡�‘�”�›�á�� �™�Š�‡�”�‡��
its conclusion �‹�•���•�‘�–���ˆ�ƒ�…�–�—�ƒ�Ž���„�—�–���•�‘�”�ƒ�Ž�ï����ibid., 92). Nagel himself does not offer 
any support for this contention; it is therefore unsurprising that critics have 
been quick to set this line of reasoning aside as an ordinary instance of wishful 
thinking (see McNaughton and Rawling 1998: 48-53). In an interesting recent 
�…�‘�•�•�‡�•�–�� �‘�•�� ���ƒ�‰�‡�Ž�ï�•�� �ƒ�”�‰�—�•�‡�•�–�á�� ���ƒ�˜�‹�†�� ���•�‘�…�Š�� �–�”�‹�‡�•�� �–�‘�� �”�‡�•�…�—�‡�� �–�Š�‡�� �‹�†�‡�ƒ�ä�� ���•�‘�…�Š��
suggests, first, that �î�–�Š�‡�� �“�—�‡�•�–�‹�‘�•�� �™�Š�‡�–�Š�‡�”�� �ƒ�� �‰�‹�˜�‡�•�� �ƒ�”�‰�—�•�‡�•�–�� �‘�ˆ�� ���–�Š�‡�� �ˆ�‘�”�•��
�ò�™�‘�—�Ž�†�•�ï�–�� �‹�–�� �„�‡�� �‰�‘�‘�†�� �‹�ˆ��p, therefore, p�ó37] is valid is best reduced to another 
question, one about the logical nature of the operators involved, and in 
particular whether they satisfy the analogue of the (suggested) modal-logic 
�ƒ�š�‹�‘�•���Ä�Äp �7  �Äp�ï�ä�����‡�…�‘�•�†�á���Š�‡���•�—�‰�‰�‡�•�–�•���•�‘�”�‡���–�‡�•�–�ƒ�–�‹�˜�‡�Ž�›���–�Š�ƒ�–���‹�–���‹�•���’�Ž�ƒ�—�•�‹�„�Ž�‡��or 
at least, not implausible���–�Š�ƒ�–�� �ƒ�•�� �î�‹�–�� �‹�•�� �‰�‘�‘�†�� �–�Š�ƒ�–�ï-�‘�’�‡�”�ƒ�–�‘�”�á�� �ƒ�„�„�”�‡�˜�‹�ƒ�–�‡�†�� �„�›�� �î�
�ï�á��
in fact satisfies the suggested axiom, that is, that GGp entails Gp. The resulting 
�’�”�‘�’�‘�•�ƒ�Ž�� �‹�•�� �–�Š�ƒ�–�� �™�Š�‹�Ž�‡�� �‹�•�ˆ�‡�”�‡�•�…�‡�•�� �‘�ˆ�� �–�Š�‡�� �ˆ�‘�”�•�� �î�
p, therefore, p�ï�� �ƒ�”�‡�� �•�‘�–�� �˜�ƒ�Ž�‹�†��
across the board, the�›���ƒ�”�‡���™�Š�‡�•�‡�˜�‡�”���îp�ï���‹�•���‡�“�—�‹�˜�ƒ�Ž�‡�•�–���–�‘���
q, since in that case, 
the inference would be an instance of GGp �7  Gp (Enoch 2009: 223-224). 
�	�‹�•�ƒ�Ž�Ž�›�á�����•�‘�…�Š���•�—�‰�‰�‡�•�–�•���–�Š�ƒ�–���‹�ˆ���–�Š�‹�•���…�ƒ�•���„�‡���†�‡�ˆ�‡�•�†�‡�†���ˆ�‘�”���î�
�ï, the suggestion may 
lend itself to generalization:  
 

perhaps there are families of operators that satisfy GGp �7  Gp as a family, 
so that if both N and G are members of the family, NGp �7  Gp is valid, and 
�•�‘���‘�•�ä�����ˆ���•�‘�á���ƒ�•�†���‹�ˆ���–�Š�‡���‡�–�Š�‹�…�ƒ�Ž���‘�’�‡�”�ƒ�–�‘�”�•���ˆ�‘�”�•���•�—�…�Š���ƒ���ˆ�ƒ�•�‹�Ž�›�á���–�Š�‡�•���–�Š�‡���”�‡�•�—�Ž�–���å��
nicely applies to ethical contexts more generally (ibid., 224, n5). 

 
���� �™�‹�Ž�Ž�� �ˆ�‘�…�—�•�� �‘�•�� ���•�‘�…�Š�ï�•�� �•�‡�…�‘�•�†�� �•�—�‰�‰�‡�•�–�‹�‘�•�á�� �˜�‹�œ�ä�á�� �–�Š�ƒ�–�� �
�
p entails Gp. If this 
suggestion is unsuccessful, then generalization to other normative operators 
���‹�•���’�ƒ�”�–�‹�…�—�Ž�ƒ�”�á���™�Š�‡�–�Š�‡�”���™�‡���…�ƒ�•���‰�‘���ˆ�”�‘�•���î�‹�–���™�‘�—�Ž�†���„�‡���‰�‘�‘�†���‹f it were obligatory 
that p�ï���–�‘���î�‹�–���‹�•���‘�„�Ž�‹�‰�ƒ�–�‘�”�›���–�Š�ƒ�–��p�ï�á���‘�”���•�‘�•�‡���•�—�…�Š���–�Š�‹�•�‰38) can be assumed to fail 

                                                             
37 In this section I use ���•�‘�…�Š�ï�•���•�‘�–�‹�‘�•�á���—�•�‹�•�‰���îp�ï���ƒs a variable ranging over propositions, 
�ƒ�•�†���î�7 �ï���ˆ�‘�”���•�–�”�‹�…�–���‹�•�’�Ž�‹�…�ƒ�–�‹�‘�•�ä 
38 The �î�˜�ƒ�Ž�—�‡-�„�ƒ�•�‡�†�ï��argument for practical usefulness sketched in the text requires 
�–�Š�ƒ�–�� �™�‡�� �Š�ƒ�˜�‡�� �ƒ�•�� �‹�•�ˆ�‡�”�‡�•�…�‡�� �ˆ�”�‘�•�� �•�‘�•�‡�–�Š�‹�•�‰�ï�•�� �„�‡�‹�•�‰�� �‰�‘�‘�†�� �–�‘�� �•�‘�•�‡�–�Š�‹�•�‰�ï�•�� �„�‡�‹�•�‰��
obligatory, hence the emphasis on this point. 
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�ƒ�•���™�‡�Ž�Ž�ä�����–���‹�•���™�‘�”�–�Š���‡�•�’�Š�ƒ�•�‹�œ�‹�•�‰�á���ƒ�–���–�Š�‡���‘�—�–�•�‡�–���–�Š�ƒ�–���î�
�ï���‹�•���ƒ��non-factive operator, 
given that Gp does not entail p�ä�����Š�ƒ�–���‹�•�á���™�‡���•�Š�‘�—�Ž�†���—�•�†�‡�”�•�–�ƒ�•�†���î�
p�ï���ƒs standing 
�•�‘�–�� �•�‹�•�’�Ž�›�� �ˆ�‘�”�� �î�‹�–�� �‹�•�� �‰�‘�‘�†�� �–�Š�ƒ�–��p�ï�� �„�—�–���”�ƒ�–�Š�‡�”�� �ƒ�•�� �•�–�ƒ�•�†�‹�•�‰���ˆ�‘�”�� �î�‹�–�� �‹�•�á�� �‘�”�� �™�‘�—�Ž�†���„�‡�á��
good that p�ï, so that it leaves open whether or not p is true.39 Thus understood, 
I do not think that it is plausible that GGp entails Gp. Here is an argument that, 
if successful, shows that this suggestion should be rejected. 

It seems undeniable that it would be good if the actual world were 
better than it is.40 (If this were not so, it could be good if the actual world was 
less good than it is, and that seems a crazy view to hold.) Furthermore, if the 
actual world were better than it is, it would contain more good states of 
affairs. This, it seems, is just what it is for the actual world to be a better world. 
Even if the value of a complete world is not a simple additive function from the 
value of the states of affairs that it contains, it nevertheless seems plausible 
that a better world contains more valuable states of affairs than any world 
that is less good. Therefore, it would be good if the actual world contained 
more good states of affairs. Furthermore, the higher the number of good states 
of affairs that the actual world contains, the better this world is, and this 
seems to apply right up to the point where every state of affairs it contains is 
good. Therefore, for every state of affairs that the actual world contains, it is 
true that it would be good, if that state of affairs were good. Put differently, the 
truth of a proposition at the actual world guarantees that it would be good if 
the state of affairs that this proposition represents were good.  If we assume, 
for reductio, that GGp �\  Gp, it follows that every state of affairs the actual 
world contains is in fact good. But that conclusion is absurd; it amounts to the 
Panglossian view that the actual world contains only good states of affairs, and 
is the best of all possible worlds.  

Here is a different way of approaching the problem that the GGp �\  Gp 
rule gives rise to.41 On the face of it, there is much in the world that could be 
better, and surely, it would be a good thing if this were not the case.42 But it 
seems absurd to take this as a ground for revising what you took to be the 
criteria for goodness, so that as a result, you no longer believe that there is 
anything that stands in need of improvement. If anything, you should take this 

                                                             
39 ���ˆ�� �î�
�ï�� �™�‡�”�‡�� �ƒ�� �ˆ�ƒ�…�–�‹�˜�‡�� �‘�’�‡�”�ƒ�–�‘�”�á�� �‹�–�� �™�‘�—�Ž�†�� �„�‡�� �•�‘�� �•�—�”�’�”�‹�•�‡�� �–�Š�ƒ�–�� �
�
p entails Gp; the 
entailment would hold for the same (and rather uninteresting) reason that Gp, thus 
understood, entails p.  
40 I will �ƒ�•�•�—�•�‡���™�‡���…�ƒ�•���•�Š�‹�ˆ�–���•�‡�ƒ�•�Ž�‡�•�•�Ž�›���„�‡�–�™�‡�‡�•���î�‰�‘�‘�†�ï���ƒ�•�†���î�„�‡�–�–�‡�”�ï���‹�•���™�Š�ƒ�–���ˆ�‘�Ž�Ž�‘�™�•�ä�� 
41 This alternative way of characterizing the problem was suggested to me by David 
Enoch (in correspondence). 
42 To be clear, the claim here is only that it would be better if it was not the case that 
there are things that could be better, on the assumption that indeed there are things 
that could be improved in the actual world. Whether or not there are possible 
improvements does not depend only on how good or bad the world is, of course, but 
also on what improvements can be made. 
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observation as a ground for improving the world in accordance with your 
criteria for goodness insofar as you can, and perhaps as a ground for 
lamenting or regretting the badness of the states of affairs that you cannot 
improve. Yet if, as Enoch suggests, GGp entails Gp, the first response can be as 
appropriate as the second. What needs to go, I submit, is the GGp �\  Gp rule. 
 The above argument can be challenged in various ways. An obvious 
target is the assumption that a better world contains more good states of 
affairs than a less good world. The argument can easily be reformulated 
without this assumption. Take the whole actual world as the relevant state of 
affairs represented by some proposition; since it would be good if the actual 
world as a whole were good, we can infer that it is good, provided GGp entails 
Gp.  Since it would also be better for the actual world to be better, right up to 
the point that it is the best possible world, we can again infer that the actual 
world  is the best of all possible worlds. 
 Second, the argument requires that we imagine, for some state of 
affairs, that this state is good in one possible world, but not in another; this, it 
can be objected, does not make sense. The criteria for goodness are necessary, 
which is to say that if a state of affairs is good in one world, then that state is 
good in all worlds in which it obtains. If a given state of affairs appears to 
differ in value across worlds, we are either mistaken about its difference in 
value or about its being the same state across the relevant worlds. However, if 
the idea of states of affairs differing in value across possible worlds does not 
make sense in the case at hand, we also cannot make sense of any other 
argument that relies on the GGp �\  Gp rule���‹�•�…�Ž�—�†�‹�•�‰�� ���•�‘�…�Š�ï�•�� �ˆ�‘�”�•�—�Ž�ƒ�–�‹�‘�•�� �‘�ˆ��
���ƒ�‰�‡�Ž�ï�•���ƒ�”�‰�—�•�‡�•�–�ä�����Š�ƒ�–���‹�•���–�‘���•�ƒ�›�á���‡�‹�–�Š�‡�”���–�Š�‹�•���‘�„�Œ�‡�…�–�‹�‘�•���•�—�…�…�‡�‡�†�•���ƒ�–���—�•�†�‡�”�•�‹�•�‹�•�‰��
both the argument I offered and the reasoning my argument was designed to 
criticize, or it succeeds at undermining neither.43  
 Finally, it could be objected that although the argument I offered has 
�•�Š�‘�™�•���–�Š�ƒ�–���‹�–���‹�•���•�‘�–���–�Š�‡���…�ƒ�•�‡���–�Š�ƒ�–���‹�•�ˆ�‡�”�‡�•�…�‡�•���‘�ˆ���–�Š�‡���ˆ�‘�”�•���î�
�
p, therefore, Gp�ï���ƒ�”�‡��
valid across the board, they are nonetheless valid for some values of p. Taking 
�ƒ�� �…�—�‡�� �ˆ�”�‘�•�� ���•�‘�…�Š�ï�•�� �‘�”�‹ginal proposal, one might think for instance that 
whenever p is equivalent to Gq, GGp does entail Gp, because GGGq entails GGq. 
However, even if the latter entailment holds, it is at best unclear how we can 
put this result to work. Recall that we were interested in establishing first-
order claims about goodness, and while the original proposal was concerned 
with such claims, the current suggestion is not��it leaves open entirely how we 
are to move from second- to first -order claims. If the GGp �\  Gp rule is valid for 
some values of p, then for this to be an interesting result, the values that p can 
take must include non-evaluative propositions (that is, there must be 
admissible values for p where p is not equivalent to Gq). 

                                                             
43 I am indebted to David Enoch (correspondence) for the formulation of both this 
objection and the response offered in the text. 
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 Nothing I have said here precludes the possibility that there is some 
�”�‡�•�–�”�‹�…�–�‡�†�� �•�‡�–�� �‘�ˆ�� �˜�ƒ�Ž�—�‡�•�� �ˆ�‘�”�� �îp�ï�� �–�Š�ƒ�–�� �•�ƒ�Ž�˜�ƒ�‰�‡�•�� �–�Š�‡���
�
p �7  Gp inference rule (by 
invalidating the arguments that I have offered) without making it 
uninteresting at the same time. But what are the criteria for inclusion in this 
�•�‡�–�� �•�—�’�’�‘�•�‡�†�� �–�‘�� �„�‡�ë�� �
�‹�˜�‡�•�� �–�Š�ƒ�–�� �”�‡�–�ƒ�‹�•�‹�•�‰�� �–�Š�‡�� �”�—�Ž�‡�ï�•�� �‹�•�–�‡�”�‡�•�–�� �”�‡�“�—�‹�”�‡�•�� �–�Š�ƒ�–�� �™�‡��
can infer at least some first-order claims about goodness, making a move 
analogous to the one Enoch originally proposed will not do the job. As there 
are no other obvious candidates, this by itself warrants some amount of 
skepticism about whether such a restriction is in the offing. Although what I 
have said warrants at most a provisional assessment of the issue, I do think we 
have seen enough in order to set aside the defense of a demand for practical 
usefulness based on the observation that it would be good if the true theory 
�™�‡�”�‡�� �’�”�ƒ�…�–�‹�…�ƒ�Ž�Ž�›�� �—�•�‡�ˆ�—�Ž�� �ƒ�•�‹�†�‡�� �ƒ�–�� �–�Š�‹�•�� �’�‘�‹�•�–�ä�� ���Š�‡�� �‹�•�ˆ�‡�”�‡�•�…�‡�� �ˆ�”�‘�•�� �î�‹�–�� �™�‘�—�Ž�†�� �„�‡��
�‰�‘�‘�†���‹�ˆ���–�Š�‡���–�”�—�‡���–�Š�‡�‘�”�›���‹�•���—�•�‡�ˆ�—�Ž�ï���–�‘���î�–�Š�‡���–�”�—�‡���–�Š�‡�‘�”�›���‹�•���—�•�‡�ˆ�—�Ž�ï���‹�•���‹�•�˜�ƒ�Ž�‹d. 

What we are left with at this point is nothing but the bare observation 
that it would be good if the true moral theory were practically useful. This is 
something that a proponent of a practically useless moral theory can accept 
without embarrassment, gi�˜�‡�•���–�Š�ƒ�–���‹�•�ˆ�‡�”�‡�•�…�‡�•���‘�ˆ���–�Š�‡���ˆ�‘�”�•���î�‹�–���™�‘�—�Ž�†���„�‡���‰�‘�‘�†���‹�ˆ��
such-and-�•�—�…�Š�� �™�‡�”�‡�� �–�Š�‡�� �…�ƒ�•�‡�á�� �–�Š�‡�”�‡�ˆ�‘�”�‡�á�� �‹�–�� �‹�•�� �–�Š�‡�� �…�ƒ�•�‡�ï�� �ƒ�”�‡�� �‹�•�˜�ƒ�Ž�‹�†�� �‹�•�� �‡�–�Š�‹�…�ƒ�Ž��
theorizing as well, not just in other domains. Echoing something Derek Parfit 
has written in a different context (1984: 24), it is perhaps natural to want the 
true moral theory to be practically useful, and to hope that it is. But this is not, 
and cannot be, anything more than a hope, absent arguments that have little if 
anything to do with the value of practical usefulness. Its desirability provides 
no rational ground for believing that the truth about what we morally ought to 
do will be accessible to us at the time when we care most about knowing what 
it is, viz., when facing a practical decision. In brief, facts about the desirability 
of accessibility are of no help to those who want to argue for ACCESS. 
 
 
2.5. Summary and conclusion  
 
In this chapter, I have examined whether the demand for a practically useful 
moral theory could justify the claim that obligation, and deontic status more 
generally, is deliberatively accessible. I argued that this is not the case. On the 
most plausible interpretation, this demand is derivative; its legitimacy 
depends on whether deontic status is accessible, not the other way around. 

After clarifying what it takes for a moral theory to be practically useful, 
���� �†�‹�•�…�—�•�•�‡�†�� �–�Š�‡�� �‹�†�‡�ƒ�� �–�Š�ƒ�–�� �•�‘�”�ƒ�Ž�� �–�Š�‡�‘�”�‹�‡�•�� �Š�ƒ�˜�‡�� �ƒ�� �î�’�”�ƒ�…�–�‹�…�ƒ�Ž�� �ƒ�‹�•�ï�ä�� ���•�� �–�Š�‡�� �•�‘�•�–��
plausible interpretation, this claim is just a different way of expressing the 
demand for a practically useful theory, not a claim that can support this 
demand. Turning next to the interpretation of this demand, I first considered 
�î�–�Š�‡���…�‘�•�•�–�‹�–�—�–�‹�˜�‡���˜�‹�‡�™�ï���‘�•���–�Š�‡���•�‹�‰�•�‹�ˆ�‹�…�ƒ�•�…�‡���‘�ˆ���’�”�ƒ�…�–�‹�…�ƒ�Ž���—�•�‡�ˆ�—�Ž�•�‡�•�•�á���ƒ�…�…�‘�”�†�‹�•�‰���–�‘��
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which a (purported) moral theory that fails to be practically useful is defective 
because it fails to be moral theory at all. This view, I claimed, rests on a 
�•�‹�•�–�ƒ�•�‡�ã���™�Š�‹�Ž�‡���–�Š�‡���î�’�ƒ�•�•�ƒ�‰�‡���–�‘���ƒ�…�–�‹�‘�•�ï���•�ƒ�›���™�‡�Ž�Ž���„�‡���–�Š�‡���î�˜�‡�”�›���„�—�•�‹�•�‡�•�•���‘�ˆ���‡�–�Š�‹�…�•�ï�á��
this does not mean it is also the very business of a theory of ethics.  

I then turn�‡�†�� �–�‘�� �î�–�Š�‡�� �ƒ�Ž�‡�–�Š�‹�…�� �˜�‹�‡�™�ï�� �‘�•�� �–�Š�‡�� �•�‹�‰�•�‹�ˆ�‹�…�ƒ�•�…�‡�� �‘�ˆ�� �’�”�ƒ�…�–�‹�…�ƒ�Ž��
usefulness, according to which a moral theory that fails to be practically useful 
is defective because it is false. If this is the correct way to interpret the 
demand for a practically useful moral theory, the demand is derivative, as its 
legitimacy wholly depends on whether deontic status is accessible. The reason 
this is so is that a moral theory is false if it is practically useless just in case the 
true moral theory is practically useful, and the true moral theory is practically 
useful just in case deontic status is deliberatively accessible. Supporting the 
demand for a practically useful moral theory, when the demand is interpreted 
in this way, requires establishing that deontic status is accessible. And that 
means that, on the alethic view, focusing on features of theories about deontic 
status instead of on deontic status itself puts the cart before the horse; the 
demand for a practically useful moral theory is by itself toothless when we try 
to settle whether deontic status is accessible. 

Putting aside arguments that turn directly on the nature of deontic 
�•�–�ƒ�–�—�•���ˆ�‘�”���–�Š�‡���…�Š�ƒ�’�–�‡�”�•���–�Š�ƒ�–���ˆ�‘�Ž�Ž�‘�™�á�������–�—�”�•�‡�†���–�‘���î�–�Š�‡���‰�‘�‘�†-�•�ƒ�•�‹�•�‰���ˆ�‡�ƒ�–�—�”�‡���˜�‹�‡�™�ï�á��
which holds that being practically useful is merely something that makes a 
moral theory a better theory, but not a feature it ought to have, if a theory is to 
be at all acceptable. I argued that, given the respect in which a theory is taken 
to be better if it is useful by those who propose this view, the fact that a useful 
theory is a better theory gives us only a pragmatic reason to believe a useful 
�–�Š�‡�‘�”�›�á���ƒ�•�†���’�”�ƒ�‰�•�ƒ�–�‹�…���”�‡�ƒ�•�‘�•�•���ˆ�‘�”���„�‡�Ž�‹�‡�ˆ���ƒ�”�‡���î�”�‡�ƒ�•�‘�•�•���‘�ˆ���–�Š�‡���™�”�‘�•�‰���•�‹�•�†�ï�á���™�Š�‹�…�Š��
may not carry any weight at all. Even if they do, however, it is plausible that 
the value of being useful is only realized by the true moral theory: there is, I 
suggested, no value in guiding oneself by a false moral theory, because the 
value of self-governance is conditional on having correct moral beliefs. Finally, 
I argued that �‡�˜�‡�•���‹�ˆ���–�Š�‡���˜�ƒ�Ž�—�‡���‘�ˆ���‰�—�‹�†�‹�•�‰���‘�•�‡�ï�•���ƒ�…�–�‹�‘�•�•���„�›���ƒ���•�‘�”�ƒ�Ž���–�Š�‡�‘�”�›���‹�•���•�‘�–��
conditional on the truth of that theory, it is still better to act rightly; this 
means that whatever pragmatic reasons we have for believing a practically 
useful theory, these reasons are likely to be outweighed by pragmatic reasons 
to believe the true theory. 

In the last section of the chapter, I considered what merit there is to 
�–�Š�‡���•�—�‰�‰�‡�•�–�‹�‘�•���–�Š�ƒ�–���–�Š�‡�”�‡���ƒ�”�‡���˜�ƒ�Ž�‹�†���ƒ�”�‰�—�•�‡�•�–�•���‘�ˆ���–�Š�‡���ˆ�‘�”�•���î�‹�–���™�‘�—�Ž�†���„�‡���‰�‘�‘�†���‹�ˆ��
such-and-such were the case, therefore, such-and-such �‹�•�� �–�Š�‡�� �…�ƒ�•�‡�ï�� �‹�•�� �•�‘�”�ƒ�Ž��
theorizing. Given that I acknowledged that it would be good if the true moral 
theory were practically useful, then if there are valid instances of this from, 
this spells trouble for my dismissal of the demand for practical usefulness. 
However, this argument schema is not just invalid outside but also inside of 
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ethical thought; there are, I argued in section (2.4), no acceptable forms of 
wishful thinking in moral theorizing.  

The upshot is that we should embrace the basic idea underlying the 
alethic view, along with its main implications: if there is something amiss with 
moral theories that are not practically useful, the problem with such theories 
is that they are false. On this view, whether the true moral theory is practically 
useful is not a matter that can be settled by considering what it takes to count 
as a moral theory, what moral theorie�•���î�ƒ�‹�•���ƒ�–�ï�á���™�Š�ƒ�–���™�‘�—�Ž�†���•�ƒ�•�‡���ˆ�‘�”���ƒ���„�‡�–�–�‡�”��
theory, and so on. Whether the demand for a useful moral theory is legitimate 
is a matter that can only be settled by addressing the question whether 
deontic status is accessible head-on. To that task we now turn. 
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Chapter 3 �î���—�‰�Š�–�ï�á���î�…�ƒ�•�ï�á���ƒ�•�†���ƒ�…�…�‡�•�•�‹�„�‹�Ž�‹�–�› 
 
 
 
 
 
3.0 Introduction  
 
The previous chapter argued that whether or not the demand for a practically 
useful moral theory is legitimate depends wholly on whether deontic status in 
general, and obligation in particular, is deliberatively accessible: if it is, then 
the true moral theory will be practically useful (either directly or indirectly); 
in that case, it is legitimate to demand a useful theory, for only a useful theory 
can be the true moral theory. If deontic status is not deliberatively accessible, 
the demand is ungrounded, for then the true moral theory will not be 
practically useful, in which case the demand for a useful theory is a demand 
for a theory that is not true. I also considered whether a useful moral theory is 
a better theory. If we grant that there can be pragmatic reasons for belief, the 
fact that the demand for a useful theory is a demand for a theory that is not 
true need not be the end of the matter, yet I argued that, first, there are only 
pragmatic reasons for believing the true moral theory, and second, even if that 
is not so, the pragmatic reasons for believing the true theory are likely to 
outweigh the pragmatic reasons for believing any false-but-useful theory. 
Either way, therefore, we need to face the question of whether ACCESS is true 
or not head-on. Recall ACCESS:  
 

ACCESS: For any agent S and action A, if S ought to do A at t i, then there is a 
time t j such that t j �9 t i and during t j S is able to come to know that S ought 
to do A at t i  

 
This chapter starts with the task of assessing what support there is for this 
thesis. The arguments discussed here center around the widely accepted 
�’�”�‹�•�…�‹�’�Ž�‡�� �–�Š�ƒ�–�� �î�‘�—�‰�Š�–�ï�� �‹�•�’�Ž�‹�‡�•�� �î�…�ƒ�•�ï�ä��The chapter is structured as follows. 
Section (3.1) focuses on what I call �–�Š�‡�� �î�†�‹�”�‡�…�–�ï�� �ƒ�”�‰�—�•�‡�•�– from the principle, 
which goes roughly like this: if we cannot come to know what we ought to do, 
then we cannot do what we ought to do, for how are we supposed to do what 
we ought if we are in the dark as to what that is? Therefore, the principle that 
�î�‘�—�‰�Š�–�ï�� �‹�•�’�Ž�‹�‡�•�� �î�…�ƒ�•�ï�� �”�—�Ž�‡�•�� �‘�—�–�� �–�Š�‡�� �’�‘�•�•�‹�„�‹�Ž�‹�–�›�� �‘�ˆ�� �‹�•�ƒ�…�…�‡�•�•�‹�„�Ž�‡�� �‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�•, 
because the principle entails ACCESS. I argue that there is no way of spelling 
the direct argument �‘�—�–���•�‘���–�Š�ƒ�–���–�Š�‡���”�‡�•�—�Ž�–���‹�•���•�‘�—�•�†�á���ˆ�‘�”���™�Š�ƒ�–�‡�˜�‡�”���•�‡�•�•�‡���‘�ˆ���î�…�ƒ�•�ï��
we take to be the one that is relevant to moral obligation, we can coherently 
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maintain that we can always do what we ought to do, irrespective of whether 
we are able to find out what it is that we ought to do.  

Next, I turn  to what I call �î�‹�•�†�‹�”�‡�…�–�ï���ƒ�”�‰�—�•�‡�•�–�•���ˆ�”�‘�•���–�Š�‡���î�‘�—�‰�Š�–�ï���‹�•�’�Ž�‹�‡�•��
�î�…�ƒ�•�ï-principle . The general idea here is that even if there is no sound direct 
argument from the principle, the grounds, whatever they are, for accepting 
that �î�‘�—�‰�Š�–�ï���‹�•�’�Ž�‹�‡�•���î�…�ƒ�•�ï��are also grounds for accepting that there really is no 
such thing as an inaccessible obligation. In other words, ACCESS is treated as a 
corollary t�‘���–�Š�‡���î�‘�—�‰�Š�–�ï���‹�•�’�Ž�‹�‡�•���î�…�ƒ�•�ï���’�”�‹�•�…�‹�’�Ž�‡���‘�•���–�Š�‹�•���ƒ�’�’�”�‘�ƒ�…�Š�á���•�‘�–���ƒ�•���ƒ���–�Š�‡�•�‹�•��
that is entailed by it.  

I start in section (3.2) with  considering the �î�ƒ�”�‰�—�•�‡�•�–���ˆ�”�‘�•���„�Ž�ƒ�•�‡�ï���ˆ�‘�”��
the principle: in a nutshell, the idea is that since a failure to comply with an 
obligation entails that one has acted wrongly, and wrongdoing entails 
blameworthiness, we should be blameworthy if we fail to comply with an 
impossible (or an inaccessible) obligation. However, the argument continues, 
we are not blameworthy when we fail to comply with either an impossible or 
an inaccessible obligation, and thus there is neither sort of obligation. I argue 
that not only do the premises of this argument fail to provide the materials for 
a successful indirect argument against inaccessible obligations, they also fail 
�–�‘���•�—�’�’�‘�”�–���–�Š�‡���’�”�‹�•�…�‹�’�Ž�‡���–�Š�ƒ�–���î�‘�—�‰�Š�–�ï���‹�•�’�Ž�‹�‡�•���î�…�ƒ�•�ï�ä�� 

Section (3.3) considers the �î�ƒ�”�‰�—�•�‡�•�–�� �ˆ�”�‘�•�� �ˆ�ƒ�‹�”�•�‡�•�•�ï�� �ˆ�‘�”�� �–�Š�‡�� �î�‘�—�‰�Š�–�ï��
�‹�•�’�Ž�‹�‡�•�� �î�…�ƒ�•�ï-principle, which rests on two claims: first, impossible (and 
inaccessible) obligations are unfair, and second, the idea that morality itself is 
unfair is incoherent. I argue that this argument also fails both as an attempt at 
a justification for the principle and as an attempt at a justification for ACCESS.  

Finally, section (3.4) considers whether the �î�‘�—�‰�Š�–�ï�� �‹�•�’�Ž�‹�‡�•�� �î�…�ƒ�•�ï-
principle, and ACCESS, can perhaps be justified by way of an appeal to a view 
about what deontic evaluation is for (i.e., a view about its aim, function, point, 
or purpose); I argue that this is not the case, because this appeal is ineffective: 
to put it bluntly, it just does not matter what deontic evaluation is for. Section 
(3.5) summarizes the main claims defended in this chapter, and indicates what 
remains to be shown. 
 
 
3.1. The direct argument : ignorance and inability  
 
This section discusses what we can call direct arguments �ˆ�”�‘�•�� �–�Š�‡�� �î�‘�—�‰�Š�–�ï��
�‹�•�’�Ž�‹�‡�•�� �î�…�ƒ�•�ï-principle against inaccessible obligations, i.e., arguments that 
take the principle itself to be sufficient as a ground for rejecting the possibility 
of inaccessible obligations, because the principle entails an access condition 
on moral obligation. First, we should get a little clearer on what the principle 
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�•�ƒ�›�•�ä�������–�ƒ�•�‡���î�‘�—�‰�Š�–�ï���–�‘���‡�š�’�”�‡�•�•��overall moral obligation�á���ƒ�•�†���î�‹�•�’�Ž�‹�‡�•�ï���–�‘���‡�š�’�”�‡�•�•��
strict implication, or entailment. The principle thus reads as follows1: 
 

�î���—�‰�Š�–�ï���‹�•�’�Ž�‹�‡�•���î�…�ƒ�•�ï (OIC): For any agent S, and action A, necessarily, if S is 
morally obligated to do A, then S can do A 

 
Understood in this way (modulo some modifications that need not concern us 
here2), many philosophers accept OIC for at least some �•�‡�•�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï�ä3 Just 
�™�Š�ƒ�–�� �•�‡�•�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï�� �‹�•�� �‹�•�’�Ž�‹�‡�†�� �„�›�� �î�‘�—�‰�Š�–�ï�� �‹�•�á�� �–�Š�‘�—�‰�Š�á�� �ƒ�� �•�ƒ�–�–�‡�”�� �‘�ˆ�� �†�‡�„�ƒ�–�‡�ã�� �•�‘�•�‡��
take it to be a sense that merely requires that it is nomologically possible that 
an agent perform an action that is morally required (or weaker still, that this is 
merely logically or metaphysically possible),4 while others endorse logically 
stronger accounts, requiring for example that the agent knows how to perform 
an action if that action is morally required, or requiring that the agent can 
perform a required action intentionally, and so on.5 Some of these stronger 

                                                             
1 I assume that the principle, if true, is true as a matter of conceptual or metaphysical 
necessity. The necessity operator has wide scope, governing the whole conditional; 
�–�Š�‡�� �’�”�‹�•�…�‹�’�Ž�‡�ï�•�� �Ž�‘�‰�‹�…�ƒ�Ž�� �•�–�”�—�…�–�—�”�‡�� �–�Š�—�•�� �Ž�‘�‘�•�•�� �Ž�‹�•�‡�� �–�Š�‹�•�ã���Ý(OA �7  CA). I take this to mean, 
roughly, that all worlds in which S is morally obligated to do A are worlds in which S 
can do A�ä�� ���ˆ�� �™�‡�� �ƒ�•�ƒ�Ž�›�œ�‡�� �î�…�ƒ�•�ï�� �ƒ�•�� �ƒ�� �’�‘�•�•�‹�„�‹�Ž�‹�–�›-operator (as seems plausible), then the 
consequent can be taken to assert, for example that from every world in which S ought 
to do A, there is at least one world that is accessible, in some sense, in which S does A. 
���ˆ���™�‡���‘�’�–���ˆ�‘�”���ƒ�•���ƒ�•�ƒ�Ž�›�•�‹�•���‘�ˆ���î�…�ƒ�•�ï���ƒ�Ž�‘�•�‰���–�Š�‡�•�‡���‘�”���…�‘�•�’�ƒ�”�ƒ�„�Ž�‡���Ž�‹�•�‡�•�á���–�Š�‡�•���ˆ�‘�”�•�ƒ�Ž�‹�œ�‹�•�‰���–�Š�‡��
principle becomes a rather tricky matter��for most who endorse the principle take it to 
be insufficient that it is metaphysically or conceptually possible that S does A; 
�î�ƒ�‰�‡�•�–�‹�˜�‡�� �’�‘�•�•�‹�„�‹�Ž�‹�–�›�ï�� �‹�•�� �—�•�—�ƒ�Ž�Ž�›�� �–�ƒ�•�‡�•�� �–�‘�� �„�‡�� �•�‘�•�‡�–�Š�‹�•�‰���…�‘�•�•�‹�†�‡�”�ƒ�„�Ž�›�� �•�‘�”�‡�� �†�‡�•�ƒ�•�†�‹�•�‰��
than either of these (but see note 4 below). I consider the question of how to interpret 
�î�…�ƒ�•�ï���‹�•�����������‹�•���ƒ�•���‹�•�ˆ�‘�”�•�ƒ�Ž���™�ƒ�›���ƒ�–���•�‡�˜�‡�”�ƒ�Ž���’�‘�‹�•�–�•���‹�•���–�Š�‡���’�”�‡�•�‡�•�–���…�Šapter, but will make 
no serious attempt to resolve this matter here. 
2 In order to deal with cases of self-imposed inability, some add two time-indices, so 
that the principle, when fully spelled out, reads as follows: �î�ˆ�‘�”���ƒ�•�›���ƒ�‰�‡�•�–��S, action A, 
and times t i, t j, if S at t i has an all-things-considered moral obligation to perform A at t j, 
then at t i it is true that S can do A at t j. For this point, see Zimmerman (1996: 95-113), 
Howard-Snyder (2006: 235), and Vranas (2007: 175-78), among others. 
3 There are various other ways to interpret the principle; Vranas (2007) offers an 
extensive discussion and massive references (Vranas himself defends the principle for 
pro tanto as opposed to overall moral obligation, but this is a minority view). Notable 
denials of the principle on any reading close to this one include Stocker (1971), 
Sinnott-Armstrong (1984), Saka (2000), and Graham (2011). 
4 For the requirement that it is merely nomologically possible that an agent perform a 
required act (if the act indeed is morally required) see Streumer (2007). 
5 �	�‘�”�� �–�Š�‡�� �˜�‹�‡�™���–�Š�ƒ�–�� �î�‘�—�‰�Š�–�ï�� �‹�•�’�Ž�‹�‡�•�� �î�•�•�‘�™�•�� �Š�‘�™�ï�á�� �•�‡�‡�� ���‡�”�‰�•�–�”�Ú�•�� ���s�{�{�x���� �ƒ�•�†�� ���‘�™�ƒ�”�†-
���•�›�†�‡�”�� ���s�{�{�y���â�� �ˆ�‘�”�� �–�Š�‡�� �˜�‹�‡�™�� �–�Š�ƒ�–�� �î�‘�—�‰�Š�–�ï�� �‹�•�’�Ž�‹�‡�•�� �î�…�ƒ�•�� �†�‘�� �‹�•�–�‡�•�–�‹�‘�•�ƒ�Ž�Ž�›�ï�á�� �•�‡�‡�� ���‹�Ž�ƒ�•�†��
(2007). I discuss ���‡�”�‰�•�–�”�Ú�•�ï�•���ƒ�•�†��Howard-���•�›�†�‡�”�ï�•���ƒ�”�‰�—�•�‡�•�–���‹�•���–�Š�‹�•���•�‡�…�–�‹�‘�•�â�����‹�Ž�ƒ�•�†�ï�•��
argument is discussed in section (3.4) below.  
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�ƒ�…�…�‘�—�•�–�•���‘�ˆ���î�…�ƒ�•�ï���‹�•�’�Ž�›���–�Š�ƒ�–���ƒ�•���ƒ�‰�‡�•�–���…�ƒ�•���†�‘���•�‘�•�‡�–�Š�‹�•�‰���‹�•���–�Š�ƒ�–���•�‡�•�•�‡���‘�•�Ž�›���‹�ˆ���–�Š�‡��
�ƒ�‰�‡�•�–���‹�•���“�—�‡�•�–�‹�‘�•���‹�•���ƒ�™�ƒ�”�‡���‘�ˆ���…�‡�”�–�ƒ�‹�•���–�Š�‹�•�‰�•�ã���‹�ˆ�������†�‘�•�ï�–���•�•�‘�™���–�Š�‡���”�—�Ž�‡s for chess, 
then I cannot play the game with you, for example. (More generally, we can 
�•�‘�–�‡���–�Š�ƒ�–���î�•�•�‘�™�Ž�‡�†�‰�‡-�Š�‘�™�ï���‹�•���•�•�‘�™�Ž�‡�†�‰�‡�á���‹�”�”�‡�•�’�‡�…�–�‹�˜�‡���‘�ˆ���™�Š�‡�–�Š�‡�”���‹�–���”�‡�†�—�…�‡�•���–�‘��
�î�•�•�‘�™�Ž�‡�†�‰�‡-�–�Š�ƒ�–�ï�á�� �ƒ�•�†�� �†�‘�‹�•�‰�� �•�‘�•�‡�–�Š�‹�•�‰�� �‹�•�–�‡�•�–�‹�‘�•�ƒ�Ž�Ž�›�� �‡�•�–�ƒ�‹�Ž�•�� �ƒ�™�ƒ�”�‡�•�‡�•�•�� �–�Š�ƒ�–��
one is doing it or will do it, etc.). 

�
�‹�˜�‡�•�� �–�Š�ƒ�–�� ���ƒ���� �–�Š�‡�”�‡�� �‹�•�� �”�‘�‘�•�� �ˆ�‘�”�� �†�‡�„�ƒ�–�‡�� �ƒ�„�‘�—�–�� �–�Š�‡�� �•�‡�•�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï�� �‹�•��
�™�Š�‹�…�Š�� �î�‘�—�‰�Š�–�ï�� �‹�•�’�Ž�‹�‡�•�� �î�…�ƒ�•�ï�á�� �ƒ�•�†�� ���„���� �™�‡�� �…�ƒ�•�� �†�‡�ˆ�‹�•�‡�� �ƒ�� �•�‡�•�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï�� �™�Š�‹�…�Š��
requires that the agent has certain knowledge, perhaps certain forms of 
ignorance are incom�’�ƒ�–�‹�„�Ž�‡�� �™�‹�–�Š�� �–�Š�‡�� �•�‡�•�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï�� �–�Š�ƒ�–�� �ˆ�‹�‰�—�”�‡�•�� �‹�•�� �•�‘�•�‡��
defensible way of spelling out the OIC-principle. More specifically, it seems 
that we can ask: does the inability to find out what one ought to do in a 
situation amount to an obligation-undermining inability  to do what one ought? 
At first sight, this may strike one as a perfectly sensible question, and 
moreover, it may also look like there is something to be said in favor of 
answering it affirmatively: after all, if we do not know what we ought to do, 
then how are we supposed to do it?6 If an affirmative answer is defensible, we 
would have a direct argument from the OIC-principle against inaccessible 
obligations. 

James Griffin for one appears to endorse an affirmative answer to it, as 
he writes that one of �–�Š�‡���î�ˆ�‘�”�…�‡�•�ï���™�Š�‹�…�Š���Š�‡���–�ƒ�•�‡�•���–�‘���î�•�Š�ƒ�’�‡�����•�‘�”�ƒ�Ž�����•�‘�”�•�•�ï���‹�•���–�Š�‡��
�î�ˆ�‘�”�…�‡�ï���‘�ˆ���î�–�Š�‡���Ž�‹�•�‹�–�•���‘�ˆ���Š�—�•�ƒ�•���•�•�‘�™�Ž�‡�†�‰�‡�ï�����s�{�{�x�ã���{�w���ä�����Š�ƒ�–���™�‡���•�‘�”�ƒ�Ž�Ž�›�� �‘�—�‰�Š�–��
to do is limited by what we can do; what we can and cannot do is a function of 
our capacities, and, the suggestion is, our capacity to become informed about 
the world we inhabit imposes limits on what we can be morally required to 
do:  
 

�î���—�‰�Š�–�ï���‹�•�’�Ž�‹�‡�•���î�…�ƒ�•�ï�ä�����‘�”�ƒ�Ž�‹�–�›���‹�•���…�‘�•�ˆ�‹�•�‡�†���–�‘���–�Š�‡���•�’�Š�‡�”�‡���‘�ˆ���Š�—�•�ƒ�•���…�ƒ�’�ƒ�„�‹�Ž�‹�–�›�ä��
We are used to the fact that our physical and psychological capacities are 
limited, but so is our understanding. Moral norms are shaped for agents 
with all those limitations ( ibid., 98). 

 
�
�”�‹�ˆ�ˆ�‹�•�� �–�ƒ�•�‡�•�� �–�Š�‡�� �™�ƒ�›�•�� �‹�•�� �™�Š�‹�…�Š�� �‘�—�”�� �î�—�•�†�‡�”�•�–�ƒ�•�†�‹�•�‰�ï�� �‹�•�� �Ž�‹�•�‹�–�‡�†�� �–�‘�� �‹�•�…�Ž�—�†�‡�á��
among other things, our inability to find out whether particular actions will 
�î�•�‘�•�–���’�”�‘�•�‘�–�‡�ï���™�Š�ƒ�–���‹�•���‘�ˆ���˜�ƒ�Ž�—�‡����ibid.), and so it should not come as a surprise 
that he objects to utilitarianism on grounds of this understanding of the OIC- 
principle. His doubts about (objective forms of) utilitarianism concern 

                                                             
6 I take this way of framing the thought underlying the direct argument from Sorenson 
(1995). After noting that there a ready answer���˜�‹�œ�ä�á���î�„�›���Ž�—�…�•�ï��, Sorensen suggests that 
�î���–���Š�‡��ought implies can objection [to the view that there can be inaccessible 
�‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�•�����…�ƒ�•���„�‡���”�‡�˜�‹�˜�‡�†���„�›���ƒ�’�’�‡�ƒ�Ž�‹�•�‰���–�‘���ƒ���–�Š�‹�…�•�‡�”���”�‡�ƒ�†�‹�•�‰���‘�ˆ���–�Š�‡���’�”�‹�•�…�‹�’�Ž�‡�ï����ibid.). I 
believe this suggestion is mistaken, for the reasons detailed in the text below. 
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�î�™hether we could often perform the tremendously large-scale cost-benefit 
calculations that it requires, or even often arrive at probabilities reliable 
�‡�•�‘�—�‰�Š�� �ˆ�‘�”�� �ƒ�…�–�‹�‘�•�ï�á�� �ƒ�•�†�� �„�‡�…�ƒ�—�•�‡�� ���‘�„�Œ�‡�…�–�‹�˜�‡���� �—�–�‹�Ž�‹�–�ƒ�”�‹�ƒ�•�‹�•�•�� �”�‡�“�—�‹�”�‡�•�� �•�—�…�Š��
calculations, it is incompatible �™�‹�–�Š���ƒ�…�…�‡�’�–�‹�•�‰���–�Š�‡���’�”�‹�•�…�‹�’�Ž�‡���–�Š�ƒ�–���î�‘�—�‰�Š�–�ï���‹�•�’�Ž�‹�‡�•��
�î�…�ƒ�•�ï�á���‘�•�…�‡���–�Š�‡���î�…�ƒ�•�ï���‹�•���–�Š�‡���’�”�‹�•�…�‹�’�Ž�‡���‹�•���’�”�‘�’�‡�”�Ž�›���—�•�†�‡�”�•�–�‘�‘�†�����s�{�{�x�ã���s�r�w���ä�����•���Š�‡��
puts it:  
 

There are no moral norms outside the boundary set by our capacities. 
There are not some second-best standards, standards made for everyday 
use by agents limited in knowledge and will, and then, underlying them and 
sanctioning them, true standards, standards that make no compromise 
with human frailty. A moral standard that ignores human capacities is not 
�ƒ�•���î�‹�†�‡�ƒ�Ž�ï���•�–�ƒndard, but no standard at all (ibid.). 

 
With respect to utilitarian accounts of the deontic status of actions, the idea 
here seems to be that it is not the case that we are morally required to 
maximize utility, because (a) we are typically unable to find out (and unable to 
even form epistemically reasonable beliefs about) what maximizes utility, and 
���„���� �‘�—�”�� �‹�•�ƒ�„�‹�Ž�‹�–�›�� �–�‘�� �ˆ�‹�•�†�� �‘�—�–�� �™�Š�ƒ�–�� �•�ƒ�š�‹�•�‹�œ�‡�•�� �—�–�‹�Ž�‹�–�›�� �‹�•�� �™�Š�ƒ�–�� ���ï�Ž�Ž�� �…�ƒ�Ž�Ž�� �ƒ�•��
�î�‘�„�Ž�‹�‰�ƒ�–�‹�‘�•-�—�•�†�‡�”�•�‹�•�‹�•�‰�ï-inability, just like (say) our inability to jump over the 
moon, which arguably entails that we have no obligation to jump over the 
moon. Frances Howard-Snyder generalizes this objection to all forms of 
�‘�„�Œ�‡�…�–�‹�˜�‡�� �…�‘�•�•�‡�“�—�‡�•�–�‹�ƒ�Ž�‹�•�•�á�� �™�”�‹�–�‹�•�‰�� �–�Š�ƒ�–�� �î�‘�—�”�� �‹�•�‡�Ž�‹�•�‹�•�ƒ�„�Ž�‡�� �‹�‰�•�‘�”�ƒ�•�…�‡�� �‘�ˆ�� �–�Š�‡��
distant future means that objective consequentialism violates the principle 
�–�Š�ƒ�–���ò�‘�—�‰�Š�–�ó���‹�•�’�Ž�‹�‡�•���ò�…�ƒ�•�ó���‹�•���”�‡�“�—�‹�”�‹�•�‰���—�•���–�‘���†�‘���™�Š�ƒ�–���™�‡���…�ƒ�•�•�‘�–�ï�����s�{�{�y�ã�� �t�v�t���ä��
Elsewhere, she summarizes the argument as follows (1999: 106):  
 

1. Objective consequentialism tells us we ought to produce the best 
consequences. 
2. But we cannot produce the best consequences. 
�u�ä�� �î���—�‰�Š�–�ï�� �‹�•�’�Ž�‹�‡�•�� �î�…�ƒ�•�ï�ä��If we cannot do something, it is not true that we 
ought to do it. 

 
Therefore, 
 

4. Objective consequentialism is false.7 
 
Howard-Snyder maintains that (1) is true by definition (ibid.). The intuitive 
�‹�†�‡�ƒ�� �„�‡�Š�‹�•�†�� ���t���� �‹�•�� �–�Š�ƒ�–�� �„�‡�…�ƒ�—�•�‡�� �‘�ˆ�� �‘�—�”�� �î�‹�•�‡�Ž�‹�•�‹�•�ƒ�„�Ž�‡�� �‹�‰�•�‘�”�ƒ�•�…�‡�ï�� �‘�ˆ�� �–�Š�‡�� �ˆ�—�–�—�”�‡�á��
we lack the ability to do what (1) states we ought to do: we have virtually no 
idea about what the totality of consequences of any of our actions will be, and 

                                                             
7 In a neglected paper, Lars Bergström offers basically the same argument (1996: 83). 
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in the absence of this knowledge, we are unable to produce the best 
consequences. We might put this by saying that given our ineliminable 
ignorance of what consequences result, we do not know how to produce the 
best consequences, and therefore, we cannot do so. Combine this with (3), and 
it follows that we are not morally required to produce the best consequences, 
at least not in all of those situations where we are ignorant of what would 
produce the best consequences. Since, as (1) makes explicit, objective 
consequentialism implies we are under this requirement in every situation, it 
follows that objective consequentialism is false, as (4) states.  

If this is an effective objection to objective consequentialism, it does 
not just pose a problem to this particular account of the deontic status of 
actions. If, say, whether or not I will be respecting your rights to various things 
is a matter that I can be faultlessly and irremediably in the dark about, an 
account of deontic status which implies that I am obligated to respect your 
�”�‹�‰�Š�–�•�� �—�•�†�‡�”�� �ƒ�Ž�Ž�� �…�‹�”�…�—�•�•�–�ƒ�•�…�‡�•�� �ƒ�Ž�•�‘�� �˜�‹�‘�Ž�ƒ�–�‡�•�� �–�Š�‡�� �’�”�‹�•�…�‹�’�Ž�‡�� �–�Š�ƒ�–�� �î�‘�—�‰�Š�–�ï�� �‹�•�’�Ž�‹�‡�•��
�î�…�ƒ�•�ï�� �™�Š�‡�•�‡�˜�‡�”�� ���� �ƒ�•�� �‹�•�� �–�Š�‡�� �†�ƒ�”�•�� �ƒ�„�‘�—�–�� �™�Š�‡�–�Š�‡�”�� ���� �™�‹�Ž�Ž�� �”�‡�•�’�‡�…�–�� �›�‘�—�”�� �”�‹�‰�Š�–s. 
Indeed, the objection would, if successful, undermine any account of deontic 
s�–�ƒ�–�—�•�� �™�Š�‹�…�Š�� �Š�‘�Ž�†�•�� �–�Š�ƒ�–�� �–�Š�‘�•�‡�� �ˆ�‡�ƒ�–�—�”�‡�•�á�� �™�Š�ƒ�–�‡�˜�‡�”�� �–�Š�‡�›�� �ƒ�”�‡�á�� �–�Š�ƒ�–�� �î�•�ƒ�•�‡�ï��
particular actions morally right, wrong, or obligatory can obtain 
independently of whether agents are able to find out that this is so, for they all 
appear to run into the same problem. And, as I noted in Chapter 1, we can 
assume that obligations are inaccessible just in case the features in virtue of 
which actions have the deontic status that they do are inaccessible, so if we 
hold that there are inaccessible obligations, we would appear to run into the 
problem that Howard-Snyder raises for objective consequentialism.8 Is this 
objection successful? I believe it is not, but it requires a little work to see why 
it fails. 

���•�‡���”�‡�’�Ž�›���–�Š�ƒ�–���Š�ƒ�•���„�‡�‡�•���‘�ˆ�ˆ�‡�”�‡�†���‹�•���–�Š�ƒ�–���–�Š�‡���‘�„�Œ�‡�…�–�‹�‘�•���‹�•���î�—�•�ˆ�ƒ�‹�”�ï���„�‡�…�ƒuse 
Howard-���•�›�†�‡�”�� �•�—�•�–�� �‹�•�˜�‘�•�‡�� �î�ƒ�� �˜�‡�”�›�� �”�‹�…�Š�� �…�‘�•�…�‡�’�–�‹�‘�•�� �‘�ˆ�� �ƒ�„�‹�Ž�‹�–�›�ï�� �‹�•�� �’�—�–�–�‹�•�‰��
�ˆ�‘�”�™�ƒ�”�†�� �’�”�‡�•�‹�•�‡�� ���t���á�� �„�—�–�� �–�Š�ƒ�–�� �…�‘�•�…�‡�’�–�‹�‘�•�� �‹�•�� �•�‘�–�� �•�‡�…�‡�•�•�ƒ�”�‹�Ž�›�� �î�‘�•�‡�� �–�Š�ƒ�–�� �–�Š�‡��
�’�”�‹�•�…�‹�’�Ž�‡�� �‹�–�•�‡�Ž�ˆ�� �å�ä�� �Œ�—�•�–�‹�ˆ�‹�‡�•�ï�� �����ƒ�•�‘�•�� �t�r�r�u�ã�� �u�t�r���ä�� ���Š�ƒ�–�� �‹�•�á�� �™�Š�‹�Ž�‡�� ���u���� �‹�•�� �–�”�—�‡�� �‘�•��
�•�‘�•�‡�� �ƒ�…�…�‘�—�•�–�� �‘�ˆ�� �î�…�ƒ�•�ï�á�� �–�Š�‡�� �”�‡�Ž�‡�˜�ƒ�•�–�� �•�‡�•�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï�� �•�‡�‡�†�� �•�‘�–�� �„�‡�� �‘�•�‡�� �–�Š�ƒ�–��
underwrites (2).  Absent an independent, non-question-begging justification 
�ˆ�‘�”�� �–�Š�‹�•�•�‹�•�‰�� �–�Š�ƒ�–�� �î�‘�—�‰�Š�–�ï�� �‹�•�’�Ž�‹�‡�•�� �î�…�ƒ�•�ï�� �‹�•�� �ƒ�� �•�–�”�‘�•�‰�� �•�‡�•�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï��viz., a sense 
strong enough to validate (2)��Griffin and Howard-Sny�†�‡�”�ï�•�� �‘�„�Œ�‡�…�–�‹�‘�•�� �‹�•��
unconvincing. The basic point is fair enough, as far as it goes: we have already 
�•�‘�–�‡�†���–�Š�ƒ�–���î�…�ƒ�•�ï���‹�•���ƒ���–�‡�”�•���™�Š�‹�…�Š���…�ƒ�•���„�‡���—�•�†�‡�”�•�–�‘�‘�†���‹�•���•�ƒ�•�›���†�‹�ˆ�ˆ�‡�”�‡�•�–���™�ƒ�›�•�á���ƒ�•�†��
without further argument, it is not much of an objection to simply insist that 

                                                             
8 Thus, see Lemos (1980: 302) for this sort of objection not explicitly directed at 
consequentialism. Note that I consider a different way of generalizing the objection at 
the end of this section. 
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�–�Š�‡���…�‘�”�”�‡�…�–���•�‡�•�•�‡�� �‘�ˆ���î�…�ƒ�•�ï���‹�•���‘�•�‡���–�Š�ƒ�–���”�‡�“�—�‹�”�‡�•���î�•�•�‘�™�‹�•�‰���Š�‘�™�ï�á���ˆ�‘�”�� �‡�š�ƒ�•�’�Ž�‡�ä9 In 
brief, objective consequentialism is false (as [4] states) just in case the sense of 
�î�…�ƒ�•�ï�� �‹�•�� ���u���� �‹�•�� �—�•�†�‡�”�•�–�‘�‘�†�� �‹�•�� �ƒ�� �Ž�‘�‰�‹�…�ƒ�Ž�Ž�›�� �•�–�”�‘�•�‰�� �•�‡�•�•�‡�á�� �„�—�–�� �™�Š�ƒ�–�� �”�‡�ƒ�•�‘�•�� �†�‘�� �™�‡��
have for accepting (3) when it is understood in a way that makes (2) come out 
as true? Since there appears to be no non-question-begging reason on offer, 
the objection fails, or so the reply goes. 
 While the demand for a justification of any specific way of 
�—�•�†�‡�”�•�–�ƒ�•�†�‹�•�‰���–�Š�‡���î�‘�—�‰�Š�–�ï�� �‹�•�’�Ž�‹�‡�•�� �î�…�ƒ�•�ï�� �’�”�‹�•�…�‹�’�Ž�‡�� �‹�•���Ž�‡�‰�‹�–�‹�•�ƒ�–�‡�á�� �–�Š�‹�•�� �”�‡�’�Ž�›���†�‘�‡�•��
not go to the heart of the problem, and it therefore fails to fully lay the 
objection to rest. The reply hinges on the absence of a justification for 
�’�”�‡�ˆ�‡�”�”�‹�•�‰�� �ƒ�� �•�–�”�‘�•�‰�� �”�‡�ƒ�†�‹�•�‰�� �‘�ˆ�� �î�…�ƒ�•�ï�� �‘�˜�‡�”�� �‘�–�Š�‡�”�á�� �™�‡�ƒ�•�‡�”�� �‘�•�‡�•�á�� �™�Š�‹�…�Š�� �•�—�‰�‰�‡�•�–�•��
that if there were a justification, an objection along the lines Griffin and 
Howard-Snyder suggests would be on target. A better reply to the argument 
goes like this. Objective consequentialism does not say that we ought to 
produce the best consequences simpliciter, but rather that we ought to do the 
best we can. More precisely, what objective consequentialism says is that in 
every situation, we ought to perform that action, of those actions we can 
perform in that situation, which in fact has the best consequences.10 This 
�•�ƒ�•�‡�•�� �…�Ž�‡�ƒ�”�� �–�Š�ƒ�–�� �–�Š�‡�� �’�”�‹�•�…�‹�’�Ž�‡�� �–�Š�ƒ�–�� �î�‘�—�‰�Š�–�ï�� �‹�•�’�Ž�‹�‡�•�� �î�…�ƒ�•�ï�� �‹�•�� �„�—�‹�Ž�–�� �‹�•�–�‘�� �–�Še 
objective consequentialist account of deontic status. Moreover, on the face of 
it, objective consequentialism itself is silent about what the conditions are 
under which an action counts as something that we can do: it can be combined 
with the view that an agent S can do A whenever it is logically (metaphysically, 
nomologically) possible that S does A, but also with a more restrictive view, 
requiring (e.g.) that S is metaphysically free to do either A or not-A, that S 
knows how to do A, that S can do A intentionally, and so on. Because the 
theory builds the principle that �î�‘�—�‰�Š�–�ï���‹�•�’�Ž�‹�‡�•���î�…�ƒ�•�ï into its account of deontic 
�•�–�ƒ�–�—�•�á���ƒ�•�†���…�ƒ�•���„�‡���…�‘�•�„�‹�•�‡�†���™�‹�–�Š���ƒ�•�›���”�‡�ƒ�†�‹�•�‰���‘�ˆ���î�…�ƒ�•�ï�á���‹�–���•�‡�‡�•�•���–�Š�‡�”�‡�ˆ�‘�”�‡���–�Š�ƒ�–��
on no �”�‡�ƒ�†�‹�•�‰���‘�ˆ���î�…�ƒ�•�ï���‹�–���…�‘�—�Ž�†���–�—�”�•���‘�—�–���–�‘���„�‡���–�Š�‡���…�ƒ�•�‡��that we cannot do what 
consequentialism says we ought to do.11  

The mistake on which the original argument (and the first reply) rests, 
then, is a failure to note that given the structure of consequentialist accounts 
of deontic status, it has to be the case that we can do what it implies we ought 

                                                             
9 In addition to Mason (ibid.), see Qizilbash (1999: 98-99), Miller (2003: 54), Moore 
(2007: 88), and, perhaps, Driver (2012: 112) for this sort of reply. Howard-Snyder 
(1999: 106-8) sketches a rejoinder. (Moore, unlike the other authors mentioned, also 
offers the second reply that I discuss in the text below.) 
10 Provided there is such an action; if that is not the case, we ought to perform one of 
the actions, of those that we can perform that has consequences which are at least as 
good as those of any of the other actions we can perform. Even with this qualification, 
this formulation is wanting in several respects, but we do not need to consider ways in 
which it can be improved here, as these have no bearing on the present discussion. 
11 Moore (2007: 84-5) offers the most explicit version of this reply. 



66 
 

�–�‘���†�‘�á���™�Š�ƒ�–�‡�˜�‡�”���‘�—�”���ƒ�…�…�‘�—�•�–���‘�ˆ���î�…�ƒ�•�ï�ä�����•���‘�–�Š�‡�”���™�‘�”�†�•�á���–�Š�‡���”�‡�’�Ž�›���‹�•���–�Š�ƒ�–���’�”�‡�•�‹�•�‡��
���t���� �…�ƒ�•�•�‘�–�� �„�‡�� �–�”�—�‡�ã�� �–�Š�‡�� �î�„�‡�•�–�� �…�‘�•�•�‡�“�—�‡�•�…�‡�•�ï�� �™�‡�� �‘�—�‰�Š�–�� �–�‘�� �’�”�‘�†�—�…�‡�� �ƒ�”�‡��
consequences of some action that we can perform, in whatever sense �‘�ˆ�� �î�…�ƒ�•�ï��
�‹�•�� �‹�•�’�Ž�‹�‡�†�� �„�›�� �î�‘�—�‰�Š�–�ï�á�� �ƒ�•�†�� �•�‘�� �™�‡�� �…�ƒ�•�� �ƒ�Ž�™�ƒ�›�•�� �’�”�‘�†�—�…�‡�� �–�Š�‡�� �„�‡�•�–�� �…�‘�•�•�‡�“�—�‡�•�…�‡�•�ä��
Pretty much the same reply can be offered on behalf of any other account of 
deontic status against which the objection can be leveled: to take the example 
we considered earlier, if I am morally obligated to respect your rights, what I 
am morally required to do is perform some action, out of those actions that I 
�…�ƒ�•�� �’�‡�”�ˆ�‘�”�•�� ���‹�•�� �™�Š�ƒ�–�‡�˜�‡�”�� �•�‡�•�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï�� �‹�•�� �”�‡�Ž�‡�˜�ƒ�•�–�� �–�‘�� �•�‘�”�ƒ�Ž�� �‘�„�Ž�‹�‰�ƒ�–�‹�‘�•���á�� �–�Š�ƒ�–��
does not involve any violations of your rights. This action is guaranteed to be 
one that I can perform, and so I can do what this theory says I ought to do.  

This reply seems to settle the matter in a straightforward way, but 
Howard-Snyder is not convinced. She acknowledges that it certainly seems to 
�„�‡�� �–�Š�‡���…�ƒ�•�‡�� �–�Š�ƒ�–�� �‘�„�Œ�‡�…�–�‹�˜�‡�� �…�‘�•�•�‡�“�—�‡�•�–�‹�ƒ�Ž�‹�•�–�•�� �…�ƒ�•�� �î�†�‡�ˆ�‹�•�‡�� �–�Š�‡�‹�”�� �–�Š�‡�‘�”�›�� �‹�•���•�—�…�Š���ƒ��
�™�ƒ�›���ƒ�•���–�‘���•�ƒ�•�‡���‹�–���‹�•�’�‘�•�•�‹�„�Ž�‡���–�Š�ƒ�–���›�‘�—���•�Š�‘�—�Ž�†���ˆ�‹�•�†�ï���ƒ���•�‹�–�—�ƒ�–�‹�‘�•���•�—�…�Š���–�Š�ƒ�–���î�–�Š�‡�”�‡��
�‹�•�� �ƒ�•�� �ƒ�…�–�‹�‘�•�� �å�� ���–�Š�ƒ�–���� �‘�•�‡�� �…�ƒ�•�•�‘�–�� �’�‡�”�ˆ�‘�”�•�� �ƒ�•�†�� �™�Š�‹�…�Š�� �‘�„�Œ�‡�…�–�‹�˜�‡��
consequentialism claims o�•�‡�� �•�Š�‘�—�Ž�†�� �’�‡�”�ˆ�‘�”�•�ï�� ���s�{�{�y�ã�� �t�v�w���á�� �„�—�–�� �‹�•�•�‹�•�–�•��
nonetheless that if objective consequentialism were true, there would be at 
least one action that is morally required that we (often) cannot perform: the 
�ƒ�…�–�‹�‘�•�� �î�’�”�‘�†�—�…�‹�•�‰�� �–�Š�‡�� �„�‡�•�–�� �…�‘�•�•�‡�“�—�‡�•�…�‡�•�ï�� ��ibid.).12 We can flesh the point 
Howard-Snyder tries to make here out a little further in the following way. It is 
true that there will in every situation be some action, A, that I can perform, 
and by performing A ���� �™�‹�Ž�Ž�� �’�‡�”�ˆ�‘�”�•�� �–�Š�‡�� �ƒ�…�–�‹�‘�•�� �î�’�”�‘�†�—�…�‹�•�‰�� �–�Š�‡�� �„�‡�•�–��
�…�‘�•�•�‡�“�—�‡�•�…�‡�•�ï�ä�� ���—�–�� �–�Š�‡�� �•�‡�•�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï�� �–�Š�ƒ�–�� �‹�•�� �”�‡�Ž�‡�˜�ƒ�•�–�� �–�‘�� �•�‘�”al obligation, the 
suggestion here seems to be, does not underwrite the following �î�–�”�ƒ�•�•�ˆ�‡�”��
�’�”�‹�•�…�‹�’�Ž�‡�ï���ˆ�‘�”���î�…�ƒ�•�ï�ã 
 

���”�ƒ�•�•�ˆ�‡�”���’�”�‹�•�…�‹�’�Ž�‡���ˆ�‘�”���î�…�ƒ�•�ï: For any agent S, and actions A, B, if by doing A, S 
would do B, then if S can do A, S can do B13 

                                                             
12 In what follows, I assume a so-called fine-grained criterion of act-individuation, viz., 
�‘�•�‡���™�Š�‹�…�Š���Š�‘�Ž�†�•���–�Š�ƒ�–�����•�ƒ�›�����î�ˆ�Ž�‹�’�’�‹�•�‰���–�Š�‡���•�™�‹�–�…�Š�ï���ƒ�•�†���î�–�—�”�•�‹�•�‰���‘�•���–�Š�‡���Ž�‹�‰�Š�–�•�ï���ƒ�”�‡���†�‹�•�–�‹�•�…�–��
actions. This contrasts with a coarse-�‰�”�ƒ�‹�•�‡�†�� �…�”�‹�–�‡�”�‹�‘�•�á�� �‘�•�� �™�Š�‹�…�Š�� �î�ˆ�Ž�‹�’�’�‹�•�‰���–�Š�‡�� �•�™�‹�–�…�Š�ï��
�ƒ�•�†�� �î�–�—�”�•�‹�•�‰���‘�•�� �–�Š�‡�� �Ž�‹�‰�Š�–�•�ï���ƒ�”�‡�� �†�‹�ˆ�ˆ�‡�”�‡�•�–�� �†�‡�•�…�”�‹�’�–�‹�‘�•�•�� �‘�ˆ�� �–�Š�‡�� �•�ƒ�•�‡���ƒ�…�–�‹�‘�•�ä���	�‘�”�� �–�Š�‡�� �ˆ�‹�•�‡-
grained view, see Goldman (1971); for the coarse-grained view, see Davidson (1980: 
chapter 1). Nothing hangs on this assumption here, as Howard-Snyder (1997: 246) 
herself observes.  
13 A different way of expressing what the transfer principle states is this: for all agents 
S and actions A, B, if, in all nearest worlds in which S does A, S does B (by way of doing 
A), then if S can do A, S can also do B. I suppose that if the transfer principle is true (or 
�ˆ�ƒ�Ž�•�‡�����ˆ�‘�”���…�‡�”�–�ƒ�‹�•���•�‡�•�•�‡�•���‘�ˆ���î�…�ƒ�•�ï�á���‹�–���™�‹�Ž�Ž���„�‡���–�”�—�‡�����‘�”���ˆ�ƒ�Ž�•�‡�����ƒ�•���ƒ���•�ƒ�–�–�‡�”���‘�ˆ���…�‘�•�…�‡�’�–�—�ƒ�Ž���‘�”��
metaphysical necessity, i.e., in virtue of f�ƒ�…�–�•�� �ƒ�„�‘�—�–�� �–�Š�‡�� �î�„�›�ï�� �”�‡�Ž�ƒ�–�‹�‘�•�� �„�‡�–�™�‡�‡�•�� �ƒ�…�–�‹�‘�•�•�á��
the nature of the ability relation between an agent and an action, or the concepts used 
to refer to these relations. I must confess that I am unable to come up with anything 
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Only if this �–�”�ƒ�•�•�ˆ�‡�”���’�”�‹�•�…�‹�’�Ž�‡���™�‡�”�‡���–�”�—�‡���ˆ�‘�”���–�Š�‡���”�‡�Ž�‡�˜�ƒ�•�–���•�‡�•�•�‡���‘�ˆ���î�…�ƒ�•�ï���™�‘�—�Ž�†��it 
also �„�‡���–�”�—�‡���–�Š�ƒ�–�������…�ƒ�•�����‹�•���–�Š�ƒ�–���•�‡�•�•�‡�����ƒ�Ž�™�ƒ�›�•���’�‡�”�ˆ�‘�”�•���–�Š�‡���ƒ�…�–�‹�‘�•���î�’�”�‘�†�—�…�‡���–�Š�‡��
�„�‡�•�–�� �…�‘�•�•�‡�“�—�‡�•�…�‡�•�ï�á�� �„�—�–�� �‹�–�� �‹�•�� �•�‘�– true for the relevant sen�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï. This, 
Howard-Snyder suggests, poses a problem, because objective 
consequentialism by definition claims that I ought to perform the action 
�î�’�”�‘�†�—�…�‡���–�Š�‡���„�‡�•�–���…�‘�•�•�‡�“�—�‡�•�…�‡�•�ï�ä�����Š�ƒ�–���‹�• to say, if we spell out premise (1), it is 
to be understood as (�s�ï���á���ƒ�•�†���•�‘�–�����‘�”���ƒ�–���Ž�‡�ƒ�•�–���•�‘�–���•�‡�”�‡�Ž�›�����ƒ�•�����s�ï�ï���ã 
 

�s�ï�ä�� ���ˆ�� �‘�„�Œ�‡�…�–�‹�˜�‡�� �…�‘�•�•�‡�“�—�‡�•�–�‹�ƒ�Ž�‹�•�•�� �‹�•�� �–�”�—�‡�á���–�Š�‡�•�� �‹�•�� �‡�˜�‡�”�›�� �•�‹�–�—�ƒ�–�‹�‘�•�á�� ���� �‘�—�‰�Š�–���–�‘��
�’�‡�”�ˆ�‘�”�•���–�Š�‡���ƒ�…�–�‹�‘�•���î�’�”�‘�†�—�…�‹�•�‰���–�Š�‡���„�‡�•�–���…�‘�•�•�‡�“�—�‡�•�…�‡�•�ï�ä 
�s�ï�ï�ä�����ˆ���‘�„�Œ�‡�…�–�‹�˜�‡���…�‘�•�•�‡�“�—�‡�•�–�‹�ƒ�Ž�‹�•�•���‹�•���–�”�—�‡�á���–�Š�‡�•���‹�•���‡�˜�‡�”�›���•�‹�–�—�ƒ�–�‹�‘�•�á�������‘�—�‰ht to 
perform that action, of those open to me, by which I will perform the action 
�î�’�”�‘�†�—�…�‹�•�‰���–�Š�‡���„�‡�•�–���…�‘�•�•�‡�“�—�‡�•�…�‡�•�ï�ä 
 

The second reply to the original argument is effective just in case (a) we either 
�”�‡�ƒ�†�� ���s���� �ƒ�•�� ���s�ï�ï���á�� �‘�”�� ���„���� �–�Š�‡���–�”�ƒ�•�•�ˆ�‡�”�� �’�”�‹�•�…�‹�’�Ž�‡�� �ˆ�‘�”�� �î�…�ƒ�•�ï�� �‹�•�� �–�”�—�‡���ˆ�‘�”�� �–�Š�‡���•�‡�•�•�‡�� �‘�ˆ��
�î�…�ƒ�•�ï���”�‡�Ž�‡�˜�ƒ�•�–���–�‘���•�‘�”�ƒ�Ž���‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�ä�����‘�™�ƒ�”�†-Snyder insists that both (not-a): we 
�•�Š�‘�—�Ž�†�� �•�‘�–�� �”�‡�ƒ�†�� ���s���� �ƒ�•�� �•�‡�”�‡�Ž�›�� �ƒ�•�•�‡�”�–�‹�•�‰�� ���s�ï�ï���á�� �ƒ�•�†�� ���•�‘�–-b): the transfer 
�’�”�‹�•�…�‹�’�Ž�‡���‹�•���•�‘�–���–�”�—�‡���ˆ�‘�”���–�Š�‡���•�‡�•�•�‡���‘�ˆ���î�…�ƒ�•�ï���”�‡�Ž�‡�˜�ƒ�•�–���–�‘���•�‘�”�ƒ�Ž���‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�ä If both 
claims are correct, we can now reformulate premise (2) as follows: 
 

�t�ï�ä�����•���‡�˜�‡�”�›���•�‹�–�—�ƒ�–�‹�‘�•���‹�•���™�Š�‹�…�Š�������†�‘���•�‘�–���•�•�‘�™���™�Š�‹�…�Š���ƒ�…�–�‹�‘�•�á���‘�ˆ���–�Š�‘�•�‡���ƒ�…�–�‹�‘�•�•��
that I can perform, is the action by which I will perform the action 
�î�’�”�‘�†�—�…�‹�•�‰�� �–�Š�‡�� �„�‡�•�–�� �…�‘�•�•�‡�“�—�‡�•�…�‡�•�ï, it is not true that I can perform the 
�ƒ�…�–�‹�‘�•�� �î�’�”�‘�†�—�…�‹�•�‰���–�Š�‡�� �„�‡�•�–�� �…�‘�•�•�‡�“�—�‡�•�…�‡�•�ï�á�� �‹�•�� �–�Š�‡�� �•�‡�•�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï�� �”�‡�Ž�‡�˜�ƒ�•�–�� �–�‘��
moral obligation. 

 
�	�”�‘�•�����t�ï���á���™�Š�‹�…�Š���‡�š�’�Ž�‹�…�ƒ�–�‡�•���–�Š�ƒ�–���–�Š�‡���•�‡�•�•�‡���‘�ˆ���î�…�ƒ�•�ï���™�Š�‹�…�Š���ˆ�‹�‰�—�”�‡�•���‹�•���‹�–���‹�•���–�Š�‡���‘�•�‡��
that matters to moral obligation, and (3), the OIC-principle, it follows that, 
therefore,  
 

5. In every situation in which I do not know which action, of those actions 
that are open to me, is the action by which I will perform the action 
�î�’�”�‘�†�—�…�‹�•�‰���–�Š�‡���„�‡�•�–���…�‘�•�•�‡�“�—�‡�•�…�‡�•�ï�á���‹�–���‹�•���•�‘�–���–�Š�‡���…�ƒ�•�‡���–�Šat I ought to perform 
�–�Š�‡���ƒ�…�–�‹�‘�•���î�’�”�‘�†�—�…�‹�•�‰���–�Š�‡���„�‡�•�–���…�‘�•�•�‡�“�—�‡�•�…�‡�•�ï�ä 

 

                                                                                                                                                           
close to a satisfactory way of explicating the meaning of the principle in possible 
worlds-terms, if we take the whole claim to be within the scope of a necessity 
operator. For this reason, the principle is not explicitly presented as a (putative) 
necessary truth in the text. 
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���‘�•�„�‹�•�‡�� ���w���� �™�‹�–�Š�� ���s�ï���á�� �ƒ�•�†�� �‹�–�� �ˆ�‘�Ž�Ž�‘�™�•�� �–�Š�ƒ�–�� �‘�„�Œ�‡�…�–�‹�˜�‡�� �…�‘�•�•�‡�“�—�‡�•�–�‹�ƒ�Ž�‹�•�•�� �‹�•�� �•�‘�–��
true, just like (4) claims: the theory implies that we are under obligations that 
we are not in fact under.  

In response to this revised formulation of the argument, we can do two 
things14�ã�� �‡�‹�–�Š�‡�”�� �™�‡�� �†�‡�ˆ�‡�•�†�� �–�Š�‡�� �–�”�ƒ�•�•�ˆ�‡�”�� �’�”�‹�•�…�‹�’�Ž�‡�á�� �ƒ�•�†�� �–�Š�—�•�� �”�‡�Œ�‡�…�–�� ���t�ï���á�� �‘�”�� �™�‡��
�”�‡�Œ�‡�…�–�� �–�Š�‡�� �…�Ž�ƒ�‹�•�� �–�Š�ƒ�–�� ���s�ï���� �”�‡�’�”�‡�•�‡�•�–�•�� �–�Š�‡�� �’�”�‘�’�‡�”�� �™�ƒ�›�� �–�‘�� �—�•�†�‡�”�•�–�ƒ�•�†�� �‘�„�Œ�‡�…�–�‹�˜�‡��
consequentialism, and hold that ���s�ï�ï���� �‹�•�� �ƒ�Ž�Ž�� �–�Š�ƒ�–�� �–�Š�‡�� �–�Š�‡�‘�”�›�� �‹�•�� �…�‘�•�•�‹�–�–�‡�†�� �–�‘�ä15 
The first of these ways of replying brings us back to the question in what (if 
�ƒ�•�›���� �•�‡�•�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï�� �‹�–�� �‹�•�� �–�”�—�‡�� �–�Š�ƒ�–�� �î�‘�—�‰�Š�–�ï�� �‹�•�’�Ž�‹�‡�•�� �î�…�ƒ�•�ï�ä�� �	�‘�”�� �™�‡�ƒ�•�‡�”�� �™�ƒ�›�•�� �‘�ˆ��
�‹�•�–�‡�”�’�”�‡�–�‹�•�‰���î�…�ƒ�•�ï�á���–�Š�‡���–�”�ƒ�•�•�ˆ�‡�”���’�”�‹�•�…�‹�’�Ž�‡��is true: if I will hit the bulls -eye when I 
throw a dart, then if it is nomologically possible that I perform the action 
�î�–�Š�”�‘�™�‹�•�‰�� �–�Š�‡�� �†�ƒ�”�–�ï�á�� �‹�–�� �‹�•�� �•�‘�•�‘�Ž�‘�‰�‹�…�ƒ�Ž�Ž�›�� �’�‘�•�•�‹�„�Ž�‡�� �–�Š�ƒ�–�� ���� �’�‡�”�ˆ�‘�”�•�� �–�Š�‡�� �ƒ�…�–�‹�‘�•��
�î�Š�‹�–�–�‹�•�‰���–�Š�‡���„�—�Ž�Ž�•-�‡�›�‡�ï�á���ƒ�•�†���‹�ˆ�������™�‹�Ž�Ž���™�‹�•���–�Š�‡���„�‡�–���‹�ˆ�������–�‘�•�•���–�Š�‡���…�‘in (because if I toss 
the coin, the coin will land heads), then if it is nomologically possible that I 
�’�‡�”�ˆ�‘�”�•�� �–�Š�‡�� �ƒ�…�–�‹�‘�•�� �î�–�‘�•�•�‹�•�‰�� �–�Š�‡�� �…�‘�‹�•�ï�á�� �‹�–�� �‹�•�� �•�‘�•�‘�Ž�‘�‰�‹�…�ƒ�Ž�Ž�›�� �’�‘�•�•�‹�„�Ž�‡�� �–�Š�ƒ�–�� ����
�’�‡�”�ˆ�‘�”�•���–�Š�‡���ƒ�…�–�‹�‘�•���î�™�‹�•�•�‹�•�‰���–�Š�‡���„�‡�–�ï�ä���	�‘�”���•�‘�•�‡���‘�ˆ���–�Š�‡���•�–�”�‘�•�‰�‡�”���•�‡�•�•�‡�•���‘�ˆ���î�…�ƒ�•�ï, 
the transfer principle seems false: if I know how to throw the dart, arguably it 
does not follow that I know how to hit the bulls-eye, even if it is true that if I 
throw the dart, I will hit the bulls -eye, and if I know how to toss the coin, it 
arguably �†�‘�‡�•�•�ï�–�� �ˆ�‘�Ž�Ž�‘�™���–�Š�ƒ�–�� ���� �ƒ�Ž�•�‘�� �•�•�‘�™���Š�‘�™���–�‘���™�‹�•�� �–�Š�‡���„�‡�–�á�� �‡�˜�‡�•�� �‹�ˆ�� �‹�–�� �‹�•�� �–�”�—�‡��
that if I were to toss the coin, I would win the bet. This, then, takes us back to 
the first reply to the original argument: what are our reasons for thinking that 
�î�‘�—�‰�Š�–�ï���‹�•�’�Ž�‹�‡�•���î�…�ƒ�•�ï �‹�•���•�‘�•�‡���•�–�”�‘�•�‰���•�‡�•�•�‡���‘�ˆ���î�…�ƒ�•�ï�ë 
 I hope to leave the matter of how exactly �™�‡�� �ƒ�”�‡�� �–�‘�� �‹�•�–�‡�”�’�”�‡�–�� �î�…�ƒ�•�ï�� �‹�•��
the principle, (3), aside here; the second way to reply to the revised argument 
�ƒ�Ž�Ž�‘�™�•���—�•���–�‘���†�‘���•�‘�ä�����•���ˆ�ƒ�…�–�á���‹�–���ƒ�Ž�Ž�‘�™�•���—�•���–�‘���•�‹�•�’�Ž�›���‰�”�ƒ�•�–���–�Š�ƒ�–���î�‘�—�‰�Š�–�ï���‹�•�’�Ž�‹�‡�•���î�…�ƒ�•�ï��
�‹�•�� �•�‘�•�‡�� �•�–�”�‘�•�‰���•�‡�•�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï�á�� �•�—�…�Š���ƒ�•�� �‘�•�‡�� �–�Š�ƒ�–�� �”�‡�“�—�‹�”�‡�•�� �•�•�‘�™�‹�•�‰���Š�‘�™���–�‘���†�‘�� �ƒ��
certain thing. Recall that Howard-Snyder suggests that (1) is true by 
definition. But once we disambiguate this claim, though, what reason is there 
to think that objective consequentialism is by definition not just committed to 
���s�ï�ï���á���„�—�–���ƒ�Ž�•�‘���–�‘�����s�ï���ë�����”�—�…�‹�ƒ�Ž�Ž�›�á���‹�–���‹�•���•�‘�–���–�Š�‡���…�ƒ�•�‡���–�Š�ƒ�–���‹�–���™�‘�—�Ž�†���„�‡���‹�•�…�‘�•�•�‹�•�–�‡�•�–��
�–�‘�� �ƒ�…�…�‡�’�–�� ���s�ï�ï���� �„�—�–�� �”�‡�Œ�‡�…�–�� ���s�ï���ä�� ���‡�”�‡�� �‹�•�� �™�Š�›�ä�� ���ˆ�� �™�‡�� �ƒ�…�…�‡�’�–�� �’�”�‡�•�‹�•�‡�� ���u���á�� �ƒ�•�†�� �™�‡��
also reject the transfer princ�‹�’�Ž�‡�� �ˆ�‘�”�� �–�Š�‡�� �”�‡�Ž�‡�˜�ƒ�•�–�� �•�‡�•�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï�á�� �ƒ�•�� ���‘�™�ƒ�”�†-
���•�›�†�‡�”�� �”�‡�…�‘�•�•�‡�•�†�•�á�� �–�Š�‡�•�� ���s�ï�ï���� �†�‘�‡�•�� �•�‘�–�� �‡�•�–�ƒ�‹�Ž�� ���s�ï���á�� �ˆ�‘�”�� �‰�‹�˜�‡�•�� �–�Š�‡�•�‡��
assumptions, it can be true of some agent S, and actions A, B that (a) S can do 

                                                             
14 Both of these options are noted by Erik Carlson, see (1999: 92-3) and (ibid., 93-5), 
�”�‡�•�’�‡�…�–�‹�˜�‡�Ž�›�ä�� ���Ž�–�Š�‘�—�‰�Š�� �•�›�� �’�”�‡�•�‡�•�–�ƒ�–�‹�‘�•�� �†�‹�ˆ�ˆ�‡�”�•�� �‹�•�� �˜�ƒ�”�‹�‘�—�•�� �”�‡�•�’�‡�…�–�•�� �ˆ�”�‘�•�� ���ƒ�”�Ž�•�‘�•�ï�•�á��
what follows is deeply indebted �–�‘�����ƒ�”�Ž�•�‘�•�ï�•���‹�•�•�‹�‰�Š�–�ˆ�—�Ž���†�‹�•�…�—�•�•�‹�‘�•���‘�ˆ�����‘�™�ƒ�”�†-���•�›�†�‡�”�ï�•��
argument, which makes many of the same points I make in the text. 
15 These options are mutually exclusive if the only way to get the second reply off the 
ground is by denial of the transfer principle for  �î�…�ƒ�•�ï�ä�����Š�‹�Ž�‡�������ƒ�’�’�‡�ƒ�Ž���–�‘���‹�–�•���”�‡�Œ�‡�…�–�‹�‘�•���‹�•��
�•�Š�‘�™�‹�•�‰���™�Š�›�� �–�Š�‡���ƒ�…�…�‡�’�–�ƒ�•�…�‡�� �‘�ˆ�� ���s�ï�ï�����‹�•���…�‘�•�•�‹�•�–�‡�•�–���™�‹�–�Š�� �”�‡�Œ�‡�…�–�‹�•�‰�����s�ï���á�� ���� �ƒ�•�� �‹�•�…�Ž�‹�•�‡�†�� �–�‘��
think we do not need to reject the transfer principle.  



69 
 

A, (b) S will do B by doing A, (c) S ought to do A, and (d) S cannot do B, from 
which��via (3)��it follows (e) it is not the case that S ought to do B. In other 
�™�‘�”�†�•�á�� �‹�ˆ�� �™�‡�� �”�‡�Œ�‡�…�–�� �–�Š�‡�� �–�”�ƒ�•�•�ˆ�‡�”�� �’�”�‹�•�…�‹�’�Ž�‡�� �ˆ�‘�”�� �î�…�ƒ�•�ï�á�� �ƒ�•�†�� �ƒ�…�…�‡�’�–�� ���u���á�� �–�Š�‡�•�� �™�‡��
�•�—�•�–���ƒ�Ž�•�‘���”�‡�Œ�‡�…�–���ƒ���–�”�ƒ�•�•�ˆ�‡�”���’�”�‹�•�…�‹�’�Ž�‡���ˆ�‘�”���î�‘�—�‰�Š�–�ï�ã 
 

���”�ƒ�•�•�ˆ�‡�”���’�”�‹�•�…�‹�’�Ž�‡���ˆ�‘�”���î�‘�—�‰�Š�–�ï: For any agent S and actions A, B, if by doing A, 
S would do B, then if S ought to do A, S ought to do B16 

 
���ˆ���™�‡���”�‡�Œ�‡�…�–���–�Š�‹�•���–�”�ƒ�•�•�ˆ�‡�”���’�”�‹�•�…�‹�’�Ž�‡���ˆ�‘�”���î�‘�—�‰�Š�–�ï�á���–�Š�‡�•���ƒ�…�…�‡�’�–�‹�•�‰�����s�ï�ï�����ƒ�•�†���”�‡�Œ�‡�…�–�‹�•�‰��
���s�ï���� �‹�•�� �ƒ�� �…�‘�•�•�‹�•�–�‡�•�–�� �’�‘�•�‹�–�‹�‘�•�â�� �•�‹�•�…�‡�� ���‘�™�ƒ�”�†-���•�›�†�‡�”�ï�•�� �…�Ž�ƒ�‹�•�•�� �…ommit her to 
rejecting this transfer principle, she has to accept the resulting position as 
consistent. And so the objective consequentialist can maintain that there are 
situations in which you (and I, and everyone else) are not morally required to 
perform �–�Š�‡�� �ƒ�…�–�‹�‘�•�� �î�’�”�‘�†�—�…�‹�•�‰�� �–�Š�‡�� �„�‡�•�–�� �…�‘�•�•�‡�“�—�‡�•�…�‡�•�ï�á�� �ƒ�Ž�–�Š�‘�—�‰�Š�� �›�‘�—�� �ƒ�”�‡��
required to perform some action such that by performing it, you will perform 
�–�Š�‡���ƒ�…�–�‹�‘�•���î�’�”�‘�†�—�…�‹�•�‰���–�Š�‡���„�‡�•�–���…�‘�•�•�‡�“�—�‡�•�…�‡�•�ï�ä�����•�†���–�Š�ƒ�–�á���‘�•�‡���…�‘�—�Ž�†���–�Š�‹�•�•�á���î�‹�•���ƒ�Ž�Ž��
�–�Š�‡�”�‡���‹�•���–�‘���‹�–�ï�������ƒ�”�Ž�•�‘�•���s�{�{�{�ã���{�v��. And once again, basically the same reply can 
be offered for other accounts of deontic status. If I ought to respect your rights, 
�‹�–���†�‘�‡�•���•�‘�–���ˆ�‘�Ž�Ž�‘�™���–�Š�ƒ�–�������‘�—�‰�Š�–���–�‘���’�‡�”�ˆ�‘�”�•���–�Š�‡���ƒ�…�–�‹�‘�•���î�”�‡�•�’�‡�…�–�‹�•�‰���›�‘�—�”���”�‹�‰�Š�–�•�ï�â���‹�–��
is consistent to hold that I ought to perform an action by which I will perform 
�–�Š�‡���ƒ�…�–�‹�‘�•�� �î�”�‡�•�’�‡�…�–�‹�•�‰���›�‘�—�”�� �”�‹�‰�Š�–s�ï�á�� �„�—�–���•�‘�–���–�Š�‡���ƒ�…�–�‹�‘�•�� �î�”�‡�•�’�‡�…�–�‹�•�‰���›�‘�—�”�� �”�‹�‰�Š�–�•�ï�â��
these come apart whenever it is true that I can only perform the former action, 
�ƒ�•�†���•�‘�–���–�Š�‡���Ž�ƒ�–�–�‡�”�á���‹�•���–�Š�‡���•�‡�•�•�‡���‘�ˆ���î�…�ƒ�•�ï���”�‡�Ž�‡�˜�ƒ�•�–���–�‘���•�‘ral obligation (whatever 
that sense is, exactly). 
 In closing, it may be worthwhile to consider a different way of 
generalizing the argument that Howard-Snyder and Griffin suggest. Up to this 
point, I have formulated the suggested argument as concerning a specific 
account of deontic status (viz., objective consequentialism), and as focused on 
an obligation that it may seem we would be under if that account were true 
and which, arguably, we cannot comply with. But we can also formulate the 
argument in a more general way, concerning the very possibility of 
inaccessible obligations, as follows:  
 

                                                             
16 ���Š�‡���–�”�ƒ�•�•�ˆ�‡�”���’�”�‹�•�…�‹�’�Ž�‡���ˆ�‘�”���î�‘�—�‰�Š�–�ï���Ž�‡�•�†�•���‹�–�•�‡�Ž�ˆ���–�‘���ƒ�•���ƒ�Ž�–�‡�”�•�ƒ�–�‹�˜�‡��formulation similar to 
�–�Š�‡���–�”�ƒ�•�•�ˆ�‡�”���’�”�‹�•�…�‹�’�Ž�‡���ˆ�‘�”���î�…�ƒ�•�ï (see note 13 above), viz.: for all agents S and actions A, 
B, if all nearest worlds where S does A, S also does B (by way of doing A), then if S 
ought to do A, S ought to do B. And for this principle too we can note that while, if it is 
true, it is presumably true as a matter of conceptual or metaphysical necessity, it is 
once again hard to give a satisfactory way of spelling out the meaning of the principle 
in possible world-terms if we take the whole claim to fall within the scope of a 
necessity operator, and so this principle is also not presented as a necessary truth in 
the text. 
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1. If I cannot come to know what I ought to do, then I do not know how to 
do what I ought to do. 
2. If I do not know how to do what I ought to do, then it is not the case that I 
�…�ƒ�•���†�‘���™�Š�ƒ�–�������‘�—�‰�Š�–���–�‘���†�‘�á���‹�•���–�Š�‡���•�‡�•�•�‡���‘�ˆ���î�…�ƒ�•�ï���”�‡�Ž�‡�˜�ƒ�•�–���–�‘���•�‘�”�ƒ�Ž���‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�ä 
�u�ä���î���—�‰�Š�–�ï���‹�•�’�Ž�‹�‡�•���î�…�ƒ�•�ï�ä 

 
Grant, for the sake of argument, that (1) is true given our best account of what 
it takes to know how to perform a certain action. Grant as well that the sense 
�‘�ˆ�� �î�…�ƒ�•�ï�� �”�‡�Ž�‡�˜�ƒ�•�–�� �–�‘�� �•�‘�”�ƒ�Ž�� �‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�� �‹�•�� �‘�•�‡�� �–�Š�ƒ�–�� �”�‡�“�—�‹�”�‡�•�� �•�•�‘�™�‹�•�‰�� �Š�‘�™�� �–�‘��
perform a certain action, as (2) asserts. Combine this with (3), and it follows 
that therefore, 
 

4. If I cannot come to know what I ought to do, it is not the case that I ought 
to do what I ought to do. 

 
If the antecedent of (4) is true for some situations��and saying that that is so 
just is saying that there are inaccessible obligations��then a contradiction 
seems to follow, and that is surely unacceptable.17 We must either reject one of 
the premises, or reject the argument as invalid. I believe this argument is 
invalid. Properly spelled out, premises (1) and (2) read as follows: 
 

�s�ï�ä�� ���ˆ�� ���� �…�ƒ�•�•�‘�–�� �…�‘�•�‡�� �–�‘�� �•�•�‘�™���™�Š�‹�…�Š���‘�ˆ���–�Š�‡���ƒ�…�–�‹�‘�•�•���–�Š�ƒ�–�� ���� �…�ƒ�•�� �’�‡�”�ˆ�‘�”�•�� �‹�•�� �–�Š�‡��
action that I ought to perform, then I do not know how to perform the 
�ƒ�…�–�‹�‘�•���î�†�‘�‹�•�‰���™�Š�ƒ�–�������‘�—�‰�Š�–���–�‘���†�‘�ï�ä 
�t�ï�ä�� ���ˆ�� ���� �†�‘�� �•�‘�–�� �•�•�‘�™�� �Š�‘�™���–�‘�� �’�‡�”�ˆ�‘�”�•�� �–�Š�‡�� �ƒ�…�–�‹�‘�•�� �î�†�‘�‹�•�‰���™�Š�ƒ�–�� ���� �‘�—�‰�Š�–���–�‘�� �†�‘�ï�á��
�–�Š�‡�•�� �‹�–�� �‹�•�� �•�‘�–�� �–�Š�‡���…�ƒ�•�‡�� �–�Š�ƒ�–������ �…�ƒ�•���’�‡�”�ˆ�‘�”�•�� �–�Š�‡���ƒ�…�–�‹�‘�•�� �î�†�‘�‹�•�‰���™�Š�ƒ�–�� ���� �‘�—�‰�Š�–���–�‘��
�†�‘�ï�á���‹�•���–�Š�‡���•�‡�•�•�‡���‘�ˆ���î�…�ƒ�•�ï���”�‡�Ž�‡�˜�ƒ�•�–���–�‘���•�‘�”�ƒ�Ž���‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�ä 

 
�	�”�‘�•�����s�ï���á�����t�ï���á���ƒ�•�†�����u�����‹�–���ˆ�‘�Ž�Ž�‘�™�•���–�Š�ƒ�–�á���–�Š�‡�”�‡�ˆ�‘�”�‡�á 
 

�v�ï�ä�� ���ˆ�� ���� �…�ƒ�•�•�‘�–�� �…�‘�•�‡�� �–�‘�� �•�•�‘�™���™�Š�‹�…�Š���‘�ˆ���–�Š�‡���ƒ�…�–�‹�‘�•�•���–�Š�ƒ�–�� ���� �…�ƒ�•�� �’�‡�”�ˆ�‘�”�•�� �‹�•�� �–�Š�‡��
�ƒ�…�–�‹�‘�•���–�Š�ƒ�–�������‘�—�‰�Š�–���–�‘���’�‡�”�ˆ�‘�”�•�á���–�Š�‡�•�������‘�—�‰�Š�–���•�‘�–���–�‘���’�‡�”�ˆ�‘�”�•���–�Š�‡���ƒ�…�–�‹�‘�•���î�†�‘�‹�•�‰ 
�™�Š�ƒ�–�������‘�—�‰�Š�–���–�‘���†�‘�ï�ä�� 

 
���•�Ž�‹�•�‡�����v���á���‹�ˆ�����v�ï�����‹�•���–�”�—�‡���™�‡���…�ƒ�•�� �ƒ�…�…�‡�’�–���–�Š�ƒ�–���–�Š�‡�”�‡���ƒ�”�‡���‹�•�ƒ�…�…�‡�•�•�‹�„�Ž�‡���‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�•��
without contradiction: we are not forced to say that it is not the case that I 
ought to do what I ought to do, but only that it is not always the case that I 

                                                             
17 Howard-Snyder (1997: 247-48 n9) notes this revised argument, and the seemingly 
absurd conclusion. But she does not draw the conclusion that therefore, there is 
something amiss with its formulation (as I do in the text), but rather suggests that 
there are no situations which we cannot come to know what we ought to do (she 
focuses on the accessibility of general moral truths, not particular ones, as I do). 
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�‘�—�‰�Š�–���–�‘���’�‡�”�ˆ�‘�”�•���–�Š�‡���ƒ�…�–�‹�‘�•���î�†�‘�‹�•�‰���™�Š�ƒ�–�������‘�—�‰�Š�–���–�‘���†�‘�ï�ä�����—�–���™�‡���…�ƒ�•���ƒ�…�…�‡�’�–���–�Š�ƒ�–��
while maintaining that there is, in these situations, nonetheless some action, A, 
such that (a) I ought to perform A, (b) I can perform A, and (c) by performing 
A, I wil�Ž���’�‡�”�ˆ�‘�”�•���–�Š�‡���ƒ�…�–�‹�‘�•���î�†�‘�‹�•�‰���™�Š�ƒ�–�������‘�—�‰�Š�–���–�‘���†�‘�ï�ä�����ˆ���™�‡���†�‡�•�›���–�Š�‡���–�”�ƒ�•�•�ˆ�‡�”��
�’�”�‹�•�…�‹�’�Ž�‡���ˆ�‘�”���î�‘�—�‰�Š�–�ï�á���–�Š�‡�•���™�‡���…�ƒ�•���…�‘�•�•�‹�•�–�‡�•�–�Ž�›���…�Ž�ƒ�‹�•���–�Š�ƒ�–���‹�•���•�—�…�Š���•�‹�–�—�ƒ�–�‹�‘�•�•�á���‹�–���‹�•��
�•�‘�–���–�Š�‡���…�ƒ�•�‡���–�Š�ƒ�–�����†���������‘�—�‰�Š�–���–�‘���’�‡�”�ˆ�‘�”�•���–�Š�‡���ƒ�…�–�‹�‘�•���î�†�‘�‹�•�‰���™�Š�ƒ�–�������‘�—�‰�Š�–���–�‘���†�‘�ï�ä�����–��
is, I believe no more problematic to hold that we are not obligated (at least in 
�…�‡�”�–�ƒ�‹�•���•�‹�–�—�ƒ�–�‹�‘�•�•�����–�‘���’�‡�”�ˆ�‘�”�•���–�Š�‡���ƒ�…�–�‹�‘�•���î�†�‘�‹�•�‰���™�Š�ƒ�–�������‘�—�‰�Š�–���–�‘���†�‘�ï���–�Š�ƒ�•���‹�–���‹�•���–�‘��
hold that if objective consequentialism is true, we are not obligated (at least in 
certain situations) to p�‡�”�ˆ�‘�”�•���–�Š�‡���ƒ�…�–�‹�‘�•���î�’�”�‘�†�—�…�‹�•�‰���–�Š�‡���„�‡�•�–���…�‘�•�•�‡�“�—�‡�•�…�‡�•�ï�ä 

In fact, I think  that��despite perhaps sounding somewhat paradoxical��
the former claim is even more obviously acceptable than the latter, because its 
denial leads to absurdity. Here is why.18 Assume, for reductio, that if I am 
obligated to perform some action A, I am always also obligated to perform the 
�ƒ�…�–�‹�‘�•�� �î�†�‘�‹�•�‰�� �™�Š�ƒ�–�� ���� �‘�—�‰�Š�–�� �–�‘�� �†�‘�ï�á�� �™�Š�‡�”�‡�� �–�Š�‡�� �Ž�ƒ�–�–�‡�”�� �ƒ�…�–�‹�‘�•�� �‹�•�� �‘�•�‡�� �–�Š�ƒ�–�� ���� �™�‹�Ž�Ž��
perform by performing A in the circumstances. We might put this by saying 
that an obligation to do A entails a further obligation to perform the action 
�î�†�‘�‹�•�‰�� �™�Š�ƒ�–�� ���� �‘�—�‰�Š�–�� �–�‘�ï�á�� �ˆ�‘�”�� �ƒ�•�›�� �ƒ�…�–�‹�‘�•��A that is obligatory. But if this 
�‡�•�–�ƒ�‹�Ž�•�‡�•�–���Š�‘�Ž�†�•�á���–�Š�‡���ƒ�…�–�‹�‘�•���î�†�‘�‹�•�‰���™�Š�ƒ�–�������‘�—�‰�Š�–���–�‘�ï���•�—�•�–���ƒ�Ž�•�‘���‡�•�–�ƒ�‹�Ž���ƒ���ˆ�—�”�–�Š�‡�”��
obligation, namely, an obligation to comply with the obligation to perform the 
�ƒ�…�–�‹�‘�•�� �î�†�‘�‹�•�‰�� �™�Š�ƒ�–�� ���� �‘�—�‰�Š�–�� �–�‘�� �†�‘�ï�ä�� ���•�†�� �•�—�”�‡�Ž�›�á�� �–�Š�‹�•�� �–�Š�‹�”�†�� �‘�„�Ž�‹�‰�ƒtion entails a 
fourth, the fourth a fifth, and so on, ad infinitum. If it were the case that I am 
�ƒ�Ž�™�ƒ�›�•�� �‘�„�Ž�‹�‰�ƒ�–�‡�†�� �–�‘�� �’�‡�”�ˆ�‘�”�•�� �–�Š�‡�� �ƒ�…�–�‹�‘�•�� �î�†�‘�‹�•�‰�� �™�Š�ƒ�–�� ���� �‘�—�‰�Š�–�� �–�‘�� �†�‘�ï�á�� �ƒ�•�†�� ���ƒ�•��
seems undeniable) if this obligation concerns the performance of some other 
action, A (call A �î�–�Š�‡���ƒ�…�–�‹�‘�•���–�Š�ƒ�–�������ƒ�•���‘�„�Ž�‹�‰�ƒ�–�‡�†���–�‘���’�‡�”�ˆ�‘�”�•�ï���á���‹�–���ˆ�‘�Ž�Ž�‘�™�•���–�Š�ƒ�–���ƒ�•�›��
first -order obligation entails an infinite number of further, higher-order 
obligations. But that is absurd. 

The only satisfactory way to stop this regress is to deny its first step: 
whenever I am under an obligation, there is some action that I am obligated to 
perform, but that obligation does not give rise to any further obligation to 
�’�‡�”�ˆ�‘�”�•�� �–�Š�‡�� �ƒ�…�–�‹�‘�•�� �î�†�‘�‹�•�‰�� �™�Š�ƒ�–�� ���� �‘�—�‰�Š�–�� �–�‘�� �†�‘�ï�á�� �ƒ�•�†�� �•�‘�� �‹�–�� �‹�•�� �’�‘�•�•�‹�„�Ž�‡�� �–�Š�ƒ�–�� �‹�•��
certain situations, I ought to do A (where A can be any action whatsoever, 
�‡�š�…�‡�’�–���ˆ�‘�”���–�Š�‡���ƒ�…�–�‹�‘�•���î�†�‘�‹�•�‰���™�Š�ƒ�–�������‘�—�‰�Š�–���–�‘���†�‘�ï�����„�—�–�������Š�ƒ�˜�‡���•�‘���‘�„�Ž�‹�‰�ƒ�–�‹�‘�•���–�‘���ƒ�Ž�•�‘��
�’�‡�”�ˆ�‘�”�•�� �–�Š�‡�� �ƒ�…�–�‹�‘�•�� �î�†�‘�‹�•�‰�� �™�Š�ƒ�–�� ���� �‘�—�‰�Š�–�� �–�‘�� �†�‘�ï�á�� �‡�˜�‡�•�� �–�Š�‘�—�‰�Š�� ���� �™�‘�—�Ž�†�� �’�‡�”�ˆ�‘�”�•��
this action by performing A in this situation. Therefore, it is not the case that 
�™�‡���ƒ�”�‡���ƒ�Ž�™�ƒ�›�•���—�•�†�‡�”���ƒ�•���‘�„�Ž�‹�‰�ƒ�–�‹�‘�•���–�‘���’�‡�”�ˆ�‘�”�•���–�Š�‡���ƒ�…�–�‹�‘�•���î�†�‘�‹�•�‰���™�Š�ƒ�–���™�‡���‘�—�‰�Š�–��

                                                             
18 The argument I give here is similar to the argument Ross (2002 [1930]: 5-6) gives 
against the view, which he ascribes to Kant, that doing our duty requires acting from 
the motive of duty. 
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�–�‘���†�‘�ï�����ƒ�•�†���’�‡�”�Š�ƒ�’�•���™�‡���ƒ�”�‡��never under this obligation, but that is a question 
for a different occasion19). 

If this conclusion is correct, th�‡�•�� �Š�ƒ�˜�‹�•�‰�� �–�‘�� �ƒ�…�…�‡�’�–�� ���v�ï���� �‹�•�� �•�‘��
embarrassment, since there are good independent reasons to reject the idea 
�–�Š�ƒ�–�� �™�‡�� �ƒ�”�‡�� �—�•�†�‡�”�� �ƒ�•�� �‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�� �–�‘�� �†�‘�� �™�Š�ƒ�–�� ���v�ï���� �•�ƒ�›�•�� �™�‡�� �ƒ�”�‡�� �—�•�†�‡�”�� �•�‘��
obligation whenever what we ought to do is inaccessible to us. In brief, since it 
�‹�•���•�‘�–���–�Š�‡���…�ƒ�•�‡���–�Š�ƒ�–���™�‡���ƒ�”�‡���ƒ�Ž�™�ƒ�›�•���‘�„�Ž�‹�‰�ƒ�–�‡�†���–�‘���’�‡�”�ˆ�‘�”�•���–�Š�‡���ƒ�…�–�‹�‘�•���î�†�‘�‹�•�‰���™�Š�ƒ�–��
�™�‡���‘�—�‰�Š�–���–�‘���†�‘�ï�á���–�Š�‡�”�‡���‹�•���•�‘���†�‹�ˆ�ˆ�‹�…�—�Ž�–�›���™�‹�–�Š���ƒ�…�…�‡�’�–�‹�•�‰���–�Š�ƒ�–���•�‘�•�‡�–�‹�•�‡�•���™�‡���…�ƒ�•�•�‘�–��
�’�‡�”�ˆ�‘�”�•�� �–�Š�‹�•�� �ƒ�…�–�‹�‘�•�á�� �‹�•�� �–�Š�‡�� �•�‡�•�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï�� �–�Š�ƒ�–�� �‹�•�� �”�‡�Ž�‡�˜�ƒ�•�–�� �–�‘�� �•�‘�”�ƒ�Ž�� �‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�á��
whatever that sense is exactly. And this once again confirms what I have said 
before: it is irrelevant �™�Š�ƒ�–���ƒ�…�…�‘�—�•�–���‘�ˆ���î�…�ƒ�•�ï���™�‡���‡�•�†���—�’���ƒ�…�…�‡�’�–�‹�•�‰���ƒ�•���•�’�‡�…�‹�ˆ�›�‹�•�‰��
�–�Š�‡���•�‡�•�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï�� �–�Š�ƒ�–�� �‹�•�� �”�‡�Ž�‡�˜�ƒ�•�–�� �–�‘�� �•�‘�”�ƒ�Ž���‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�á�� �ˆ�‘�”�� �‘�•��no such account 
does it follow that there cannot be such a thing as an inaccessible obligation 
�ˆ�”�‘�•���–�Š�‡���’�”�‹�•�…�‹�’�Ž�‡���–�Š�ƒ�–���î�‘�—�‰�Š�–�ï���‹�•�’�Ž�‹�‡�•���î�…�ƒ�•�ï�ä�� 

This completes the discussion of direct arguments from the OIC-
principle against the possibility of inaccessible obligations. Neither the 
original version of the argument, which focused on particular accounts of the 

                                                             
19 The argument for this stronger conclusion might go as follows. Say that A is the 
action S ought to perform at t, so that by doing A, S would do B�á���™�Š�‡�”�‡���îB�ï���‹�•���–�Š�‡���ƒ�…�–�‹�‘�•��
�î�†�‘�‹�•�‰���™�Š�ƒ�–��S ought to do at t�ï�ä�� ���‡�‹�•�‰���–�Š�‡�� �ƒ�…�–�‹�‘�•�� �–�Š�ƒ�–�� �ƒ�•�� �ƒ�‰�‡�•�–�� �‘�—�‰�Š�–�� �–�‘�� �’�‡�”�ˆ�‘�”�•�� �ƒ�–��a 
certain time is dependent on the set of alternatives that the agent faces at that time: at 
t, there is some set of actions, A<S, t>, that are open to S, and at least one of the elements 
of this set is morally permissible. In this case, let us suppose, there is only one such 
action, namely A, and thus that action is morally required. B�á���–�Š�‡���ƒ�…�–�‹�‘�•���î�†�‘�‹�•�‰���™�Š�ƒ�–��S 
ought to at t�ï���…�ƒ�•�•�‘�–���„�‡���ƒ�•���‡�Ž�‡�•�‡�•�–���‘�ˆ��A<S, t>, not (or at, least not necessarily) because S 
cannot perform B �‹�•���™�Š�ƒ�–�‡�˜�‡�”���•�‡�•�•�‡���‘�ˆ���î�…�ƒ�•�ï���‹�•���”�‡�Ž�‡�˜�ƒ�•t to moral obligation,  but rather 
because A�ï�•���Š�ƒ�˜�‹�•�‰���–�Š�‡���•�–�ƒ�–�—�•���‘�ˆ���„�‡�‹�•�‰���‘�„�Ž�‹�‰�ƒ�–�‘�”�›���ˆ�‘�”��S at t is defined relative to A<S, t>, 
and it is only because A is obligatory that it is true that by doing A, S would do B. We 
might put this by saying that the set of relevant alternative actions for agent is 
�…�‘�•�…�‡�’�–�—�ƒ�Ž�Ž�›���’�”�‹�‘�”���–�‘���•�‘�•�‡���ƒ�…�–�‹�‘�•�ï�•���„�‡�‹�•�‰���‘�„�Ž�‹�‰�ƒ�–�‘�”�›�á���„�‡�…�ƒ�—�•�‡���‹�–���‹�•���”�‡�Ž�ƒ�–�‹�˜�‡���–�‘���–�Š�‡���‘�–�Š�‡�”��
elements of that set that a specific action comes out as obligatory (or permissible). Put 
differently (but still not reall y satisfactorily), it is only after a set of alternative actions 
is given for an agent and a time that it becomes true that by performing one of those 
�ƒ�…�–�‹�‘�•�•�á���–�Š�‡���ƒ�‰�‡�•�–���™�‹�Ž�Ž���’�‡�”�ˆ�‘�”�•���–�Š�‡���ƒ�…�–�‹�‘�•���î�†�‘�‹�•�‰���™�Š�ƒ�–���•�Š�‡���‘�—�‰�Š�–���–�‘���†�‘�ï�á���ƒ�•�†���–�Š�‡�”�‡�ˆ�‘�”�‡�á��
the latter action cannot be an element of the initial set, and thus is not eligible for 
�Š�ƒ�˜�‹�•�‰�� �ƒ�� �†�‡�‘�•�–�‹�…�� �•�–�ƒ�–�—�•�ä�� ���‹�•�…�‡�� ���� �†�‘�•�ï�–�� �•�•�‘�™�� �Š�‘�™�� �–�‘�� �ˆ�‘�”�•�—�Ž�ƒ�–�‡�� �–�Š�‹�•�� �–�Š�‘�—�‰�Š�–�� �™�‹�–�Š�‘�—�–��
making use of metaphor, I will not push the point here, and rest content with 
observing that it cannot in general be true that we always ought to perform the action 
�î�†�‘�‹�•�‰���™�Š�ƒ�–���™�‡���‘�—�‰�Š�–���–�‘���†�‘�ï�á���ˆ�‘�”���–�Š�‡���”�‡�ƒ�•�‘�•�•���‰�‹�˜�‡�•���‹�•���–�Š�‡���–�‡�š�–�ä�����•���ƒ�†�†�‹�–�‹�‘�•�á���‹�–���•�‡�‡�•�•���–�Š�ƒ�–��
if this argument can be made to work, it would only succeed for accounts of deontic 
�•�–�ƒ�–�—�•�� �–�Š�ƒ�–�� �î�„�—�‹�Ž�†�� �‹�•�ï�� �������á�� �„�›�� �–�ƒ�•�‹�•�‰�� �–�Š�‡�� �†�‡�‘�•�–�‹�…�� �•�–�ƒ�–�—�•�� �‘�ˆ�� �•�’�‡�…�‹�ˆ�‹�…�� �ƒ�…�–�‹�‘�•�•�� �–�‘�� �„�‡��
dependent on what the performable alternatives to that action are��this condition is 
�•�‡�–�� �„�›�� �•�–�ƒ�•�†�ƒ�”�†�� �ˆ�‘�”�•�•�� �‘�ˆ�� �…�‘�•�•�‡�“�—�‡�•�–�‹�ƒ�Ž�‹�•�•�á�� �„�—�–�� �•�‘�–�á�� �‹�–�� �•�‡�‡�•�•�á�� �„�›�� �î�ƒ�„�•�‘�Ž�—�–�‹�•�–�ï�� �•�‘�”�ƒ�Ž��
theories, which take tokens of certain act-types to be always impermissible. 



73 
 

deontic status of actions, nor the generalized version just discussed, succeeds, 
and the problem with both of these arguments is fully general: rejecting the 
arguments as unsound does not require defending any particular account of 
what the conditions are under which an action is something that an agent can 
�†�‘�� �‹�•�� �–�Š�‡�� �•�‡�•�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï�� �–�Š�ƒ�–�� �‹�•�� �”�‡�Ž�‡�˜�ƒ�•�–�� �–�‘�� �•�‘�”�ƒ�Ž�� �‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�ä�� ���� �„�‡�Ž�‹�‡�˜�‡�� �–�Š�ƒ�–�� �™�‡��
can conclude that no such argument will succeed, for whatever promise this 
sort of argument appeared to have depended on thinking that some strong 
�‹�•�–�‡�”�’�”�‡�–�ƒ�–�‹�‘�•�� �‘�ˆ�� �î�…�ƒ�•�ï�� �™�‘�—�Ž�†�� �„�‡�� �ƒ�„�Ž�‡��to do the work. With direct arguments 
out of the way, let us turn to indirect arguments from OIC. 
 
 
3.2. Indirect arguments I: wrongdoing and  blameworthiness  
 
The previous section has argued that there is no successful direct argument 
from the OIC-�’�”�‹�•�…�‹�’�Ž�‡���–�‘���������������á���ˆ�‘�”���•�‘���•�ƒ�–�–�‡�”���™�Š�ƒ�–���•�‡�•�•�‡���‘�ˆ���î�…�ƒ�•�ï���™�‡���–�Š�‹�•�•���‹�•��
�‹�•�’�Ž�‹�‡�†���„�›���î�‘�—�‰�Š�–�ï�á���‘�•��no �ƒ�…�…�‘�—�•�–���‘�ˆ���î�…�ƒ�•�ï���†�‘�‡�•���‹�–���ˆ�‘�Ž�Ž�‘�™���ˆ�”�‘�•���–�Š�‡��������-principle 
that there cannot be such a thing as an inaccessible obligation��provided we 
endorse an account of deontic status that incorporates OIC, such as 
consequentialism. If there is no successful direct argument from OIC, there 
may still be an indirect argument: that is, it could be argued that the grounds 
for rejecting the idea that there can be actions agents cannot perform which 
are morally required are also grounds for rejecting the possibility of 
inaccessible obligations. In other words, ACCESS can perhaps be defended as a 
corollary to OIC, in case whatever justifies OIC also justifies ACCESS. 
 Various arguments have been offered in support of OIC; I will discuss 
three in this chapter.20 In this section, I examine an argument for the principle 
that turns on the��alleged��intimate relation between obligation (or, better, 
wrongdoing) and blame. The appeal to this relation has been claimed to 
�’�”�‘�˜�‹�†�‡�� �î�–�Š�‡���•�‘�•�–�� �•�ƒ�–�—�”�ƒ�Ž���Œ�—�•�–�‹�ˆ�‹�…�ƒ�–�‹�‘�•�ï�� �‘�ˆ�� ���	�‹�•�…�Š�‡�”�� �t�r�r�u�ã�� �t�v�z���á�� �ƒ�•�†�� �‹�•�ˆ�‘�”�•�‹�•�‰��
�î�’�‡�”�Š�ƒ�’�•���–�Š�‡���•�‘�•�–���’�Ž�ƒ�—�•�‹�„�Ž�‡���ƒ�”�‰�—�•�‡�•�–�ï�������–�‡�”�•���t�r�r�w�ã���v�x�� for the OIC-principle, 
and thus it seems a fitting place to start our inquiry. I start with spelling out 
the argument���™�‡���…�ƒ�•���…�ƒ�Ž�Ž���‹�–���î�–�Š�‡���ƒ�”�‰�—�•�‡�•�–���ˆ�”�‘�•���„�Ž�ƒ�•�‡�ï���ˆ�‘�”����������and note how 
considerations about the relation between wrongdoing and blameworthiness 
that are taken to justify OIC figure in an indirect argument against inaccessible 

                                                             
20 Other arguments for OIC have been offered in print. One line of support for the 
principle recently developed by Peter Vranas (2007) and Bart Streumer (2007) that I 
will set aside here draws on the connection between obligation and reasons to act. 
Roughly, their thought is that since (a) being obligated to do A entails that there is 
reason to do A, and (b) one can only have reasons for doing things that one can do, it 
follows that (c) one can only be obligated to do things one can do. Since I discuss 
whether there is always good reason to comply with inaccessible obligations at length 
�‹�•�� ���Š�ƒ�’�–�‡�”�� �v�á�� �—�•�†�‡�”�� �–�Š�‡�� �Š�‡�ƒ�†�‹�•�‰���‘�ˆ�� �™�Š�ƒ�–�� ���� �…�ƒ�Ž�Ž�� �î�–�Š�‡�� �‘�„�Œ�‡�…�–�‹�‘�•�� �ˆ�”�‘�•�� �ˆ�ƒ�‹�Ž�‡�†�� �•�‘�”�•�ƒ�–�‹�˜�‹�–�›�ï��
against inaccessible obligations, this way of justifying OIC can be ignored here. 
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obligations (in 3.2.1). If the argument from blame for OIC is sound, then 
ACCESS can be defended as a corollary to it, it seems.  

After that, I consider the crucial premise in the argument from blame, 
which concerns the connection between wrongdoing and blameworthiness, in 
more detail. First, I briefly note how the commonly recognized distinction 
�„�‡�–�™�‡�‡�•�� �î�Œ�—�•�–�‹�ˆ�‹�…�ƒ�–�‹�‘�•�•�ï�� �ƒ�•�†�� �î�‡�š�…�—�•�‡�•�ï�� �‹�•�� �—�•�—�ƒ�Ž�Ž�›�� �†�”�ƒ�™�•�� ���‹�•�� �u�ä�t�ä�t���ä�� ���•�� �™�Š�ƒ�–�� ����
take to be the standard view of what excuses are, the existence of excuses 
contradicts the crucial premise of the indirect argument. Then I turn to two 
attempts at challenging the standard view, one by R. Jay Wallace (in 3.2.3) and 
another by Eduardo Rivera-López (in 3.2.4), arguing that both attempts fail to 
show that we need to revise the standard view of excuses. I close with some 
general remarks about what a successful argument along these lines would 
have to establish (in 3.2.5).  
 
 
3.2.1. The argument from  blame 
 
���Š�ƒ�–�� ���� �™�‹�Ž�Ž�� �”�‡�ˆ�‡�”�� �–�‘�� �ƒ�•�� �î�–�Š�‡�� �ƒ�”�‰�—�•�‡�•�–�� �ˆ�”�‘�•�� �„�Ž�ƒ�•�‡�ï�� �ˆ�‘�”�� �–�Š�‡�� ������-principle is 
straightforward. We can formulate it as follows:  
 

For any agent S and action A, necessarily, 
1. If S ought to do A, then if S does not do A, S is blameworthy for failing to 
do A 
2. If S cannot do A, then S is not blameworthy for failing to do A 

 
Therefore, 
 

3. If S cannot do A, it is not the case that S ought to do A 
 
Since (3) is the contrapositive of OIC, we can infer that, therefore, OIC. This 
argument, or at least something very much like it, is discussed by Walter 
Sinnott-Armstrong (1984: 250) and Robert Stern (2005: 46), among others.21 

                                                             
21 Sinnott -���”�•�•�–�”�‘�•�‰���•�—�•�•�ƒ�”�‹�œ�‡�•���–�Š�‡���ƒ�”�‰�—�•�‡�•�–���ˆ�”�‘�•���„�Ž�ƒ�•�‡���ˆ�‘�”�����������ƒ�•���ˆ�‘�Ž�Ž�‘�™�•�ã���î�™�‡���†�‘��
not blame agents for failing to do acts which they could not do, so it is not true that the 
�ƒ�‰�‡�•�–�•���‘�—�‰�Š�–���–�‘���Š�ƒ�˜�‡���†�‘�•�‡���–�Š�‡���ƒ�…�–�•�ï�����s�{�z�v�ã���t�w�r���ä�����—�–���•�—�”�‡�Ž�›�á���™�Š�‡�–�Š�‡�”���‘�”���•�‘�–���™�‡���™�‘�—�Ž�†��
blame agents is neither here nor there; what we care about is whether blame would 
�„�‡�� �ƒ�’�’�”�‘�’�”�‹�ƒ�–�‡�á�� �ƒ�•�†�� �‹�–�� �…�ƒ�•�� �„�‡�� �ƒ�’�’�”�‘�’�”�‹�ƒ�–�‡�� �‡�˜�‡�•�� �–�Š�‘�—�‰�Š�� �™�‡�� �™�‘�—�Ž�†�•�ï�–�� �„�Ž�ƒ�•�‡�� �ƒ�•�� �ƒ�‰�‡�•�–��
���ƒ�•�†���˜�‹�…�‡���˜�‡�”�•�ƒ���ä�����‘�„�‡�”�–�����–�‡�”�•���•�—�•�•�ƒ�”�‹�œ�‡�•���™�Š�ƒ�–���Š�‡���†�‡�‡�•�•���î�’�‡�”�Š�ƒ�’�•���–�Š�‡���•�‘�•�–���’�Ž�ƒ�—�•�‹�„�Ž�‡��
�ƒ�”�‰�—�•�‡�•�–�ï�� �ˆ�‘�” �–�Š�‡�� �’�”�‹�•�…�‹�’�Ž�‡�� �ƒ�•�� �•�–�ƒ�–�‹�•�‰�� �–�Š�ƒ�–�� �î�‹�–�� �‹�•�� �™�”�‘�•�‰�� �–�‘�� �„�Ž�ƒ�•�‡�� �•�‘�•�‡�‘�•�‡�� �ˆ�‘�”��
�•�‘�•�‡�–�Š�‹�•�‰���–�Š�ƒ�–�� �–�Š�‡�›�� �…�ƒ�•�•�‘�–�� �…�‘�•�–�”�‘�Ž�ï�� ���t�r�r�w�ã�� �v�x���ä�� ���Š�‹�•�� �ˆ�‘�”�•�—�Ž�ƒ�–�‹�‘�•�� �‹�•�� �ƒ�Ž�•�‘���™�ƒ�•�–�‹�•�‰�á�� �ˆ�‘�”��
as I explain in the text below, the sense in which blame is appropriate is not an all-
things-considered sense; moreover, it is not certainly not the case that what is 
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���‘�•�‡�� �…�Ž�ƒ�”�‹�ˆ�‹�…�ƒ�–�‹�‘�•�•�� �ƒ�”�‡�� �‹�•�� �‘�”�†�‡�”�ä�� ���‘�� �•�–�ƒ�”�–�á�� �•�‘�•�‡�� �’�Š�‹�Ž�‘�•�‘�’�Š�‡�”�•�� �–�ƒ�•�‡�� �îS is 
blameworthy for having done A�ï�� �–�‘ be a claim about the appropriateness of 
�ƒ�…�–�‹�‘�•�•�� �‘�ˆ�� �ƒ�� �…�‡�”�–�ƒ�‹�•�� �–�›�’�‡�ã�� �…�ƒ�Ž�Ž�� �–�Š�‡�•�� �î�ƒ�…�–�•�� �‘�ˆ�� �„�Ž�ƒ�•�‹�•�‰�ï�ä�� ���‡�•�”�›�� ���‹�†�‰�™�‹�…�•�� �ˆ�‘�”��
example writes the following about praising character traits (what he calls 
�î�“�—�ƒ�Ž�‹�–�‹�‡�•�ï���ã 
 

�	�”�‘�•�� �ƒ�� ���–�‹�Ž�‹�–�ƒ�”�‹�ƒ�•�� �’�‘�‹�•�–�� �‘�ˆ�� �˜�‹�‡�™�� �å�� �™�‡�� �•�—�•�–�� �•�‡�ƒ�•�� �„y calling a quality, 
�î�†�‡�•�‡�”�˜�‹�•�‰�� �‘�ˆ�� �’�”�ƒ�‹�•�‡�á�ï�� �–�Š�ƒ�–�� �‹�–�� �‹�•�� �‡�š�’�‡�†�‹�‡�•�–�� �–�‘�� �’�”�ƒ�‹�•�‡�� �‹�–�á�� �™�‹�–�Š�� �ƒ�� �˜�‹�‡�™�� �–�‘�� �‹�–�•��
future production: accordingly, in distributing our praise of human 
qualities, on utilitarian principles, we have to consider primarily not the 
usefulness of the quality, but the usefulness of the praise (Sidgwick 1981 
[1907]: 428). 

 
As for praise, so for blame (or so we can assume), and this view about 
deserving praise for traits is easily extended to blame- and praiseworthiness 
for actions: an agent S is blameworthy for having done A just in case blaming S 
for having done A maximizes utility. Generalizing the suggestion, we can 
replace the right-�Š�ƒ�•�†���•�‹�†�‡���‹�•���–�Š�‹�•���ˆ�‘�”�•�—�Ž�ƒ�–�‹�‘�•���™�‹�–�Š���•�‘�•�‡�–�Š�‹�•�‰���Ž�‹�•�‡���î�„�Ž�ƒ�•�‹�•�‰��S 
for having done A �‹�•�� �”�‹�‰�Š�–�� �‘�”�� �‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ï�ä�� ���‘�™�á I take it to be obvious that 
�•�‡�‹�–�Š�‡�”�� ���‹�†�‰�™�‹�…�•�ï�•�� �•�‘�”�� �–�Š�‡�� �•�‘�”�‡�� �‰�‡�•�‡�”�ƒ�Ž�� �˜�‹�‡�™�� �…�ƒ�’�–�—�”�‡�•�� �™�Š�ƒ�–�� �™�‡�� �‘�”�†�‹�•�ƒ�”�‹�Ž�›��
�•�‡�ƒ�•�� �„�›�� �î�„�Ž�ƒ�•�‡�™�‘�”�–�Š�›�ï�á�� �‘�”�á�� �ˆ�‘�”�� �–�Š�ƒ�–�� �•�ƒ�–�–�‡�”�á�� �™�Š�ƒ�–�� �™�‡�� �•�‡�ƒ�•�� �„�›�� �î�„�Ž�ƒ�•�‹�•�‰�ï��
�•�‘�•�‡�‘�•�‡�ä�� ���‡�‰�ƒ�”�†�‹�•�‰�� �–�Š�‡�� �Ž�ƒ�–�–�‡�”�� �‹�•�•�—�‡�á�� ���‹�…�Š�ƒ�”�†�� ���”�ƒ�•�†�–�� �”�‡�•�ƒ�”�•�•�� �–�Š�ƒ�–�� �î�ƒ�� �…�‘�‘�Ž��
handshake, a reproachful glance, would ordinarily be described rather as 
symptoms of blaming than as cases �‘�ˆ�� �‹�–�ï�� ���s�{�w�z�ã�� �z�á�� �‡�•�’�Š�ƒ�•�‡�•�� �ƒ�†�†�‡�†�â�� �…�‹�–�‡�†�� �„�›��
Sher, 2006: 74), and this indeed seems much closer to the truth than the view 
�•�—�‰�‰�‡�•�–�‡�†���„�›�����‹�†�‰�™�‹�…�•�ï�•���”�‡�•�ƒ�”�•�•�ä�����Š�ƒ�–���‹t means to be blameworthy must, we 
can assume, be a matter of when blame is appropriate, not a matter of when 
acts of blaming are. Blaming someone is a matter of taking up an attitude (or 
some combination of attitudes) towards a person. An agent counts as 
blameworthy, in what I take to be the sense intended by those who offer the 
argument from blame, just in case it is appropriate (in some sense) to take up 
this attitude towards a person. 
 Second, the sense in which an attitude of blame is appropriate towards 
an agent for having acted in a certain way when that agent is blameworthy is 
not an all-things-considered sense: it is not, that is, that anyone ought to have 
this attitude. Rather, the attitude of blame towards this agent would be 
appropriate in the sense that the agent deserves the attitude, or that the 
content of (part of) the attitude of blaming is true.22 The attitude of blame can 

                                                                                                                                                           
asserted is that acts of blaming are always morally right as a response to wrongdoing, 
�›�‡�–���–�Š�‡���–�‡�”�•���î�”�‹�‰�Š�–�ï���•�—�‰�‰�‡�•�–�•���–�Š�‹�•�ä 
22 For the first sort of view, see Wallace (1994); for the second, see Sher (2006). 
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be appropriate in the relevant sense even though no one ought to have it, just 
like the attitude can be appropriate, and yet no one ought to express it.23 
 Now, if this is how the OIC-principle is justified, then ACCESS can be 
defended as a corollary to it, in roughly the following way.24 Take a simple 
hypothetical case: you are sitting in front of two buttons, and you know that 
pushing one of these buttons will reduce the amount of suffering in the world, 
and pushing the other button will intensify it, but you do not know which 
button is which, have no way of finding out, and you also have not missed out 
on any prior opportuni ty to obtain this information.25 You ought to push the 
button that reduces suffering, or so I would maintain, but surely, if you fail to 
do so, you will not be blameworthy for your failure to do what you ought. The 
intuition that you would not be blameworthy in this scenario is plausibly 
taken to generalize: in any case in which an agent is unable to determine what 
she morally ought to do, the agent will not be blameworthy, if she fails to do 
what she ought to have done. Combine this generalization with the first 
premise of the argument from blame for OIC, and we get the following (call 
�–�Š�‹�•���î�–�Š�‡���‹�•�†�‹�”�‡�…�–���ƒ�”�‰�—�•�‡�•�–���ˆ�”�‘�•���„�Ž�ƒ�•�‡�ï���ã 
 

For any agent S and action A, necessarily,  
1. If S ought to do A, then if S does not do A, S is blameworthy for failing to 
do A 

                                                             
23 ���‘�•�›�� ���”�’�ƒ�Ž�›���™�”�‹�–�‡�•�� �–�Š�ƒ�–���‹�ˆ�� �î�ƒ�•���ƒ�”�•�‡�†���…�”�‹�•�‹�•�ƒ�Ž�� �‡�•�–�‡�”�•�� �ƒ���…�”�‘�™�†�‡�†�� �”�‘�‘�•���ƒ�•�†�� �•�Š�‘�—�–�•�á��
�ò�
�‹�˜�‡���•�‡���•�‘�•�‡���•�‘�”�ƒ�Ž���’�”�ƒ�‹�•�‡�á���‘�”�������•�Š�ƒ�Ž�Ž���•�‹�Ž�Ž���‡�˜�‡�”�›�‘�•�‡�ó�á���‹�–���•�ƒ�›���„�‡���•�‘�”�ƒ�Ž�Ž�›���‹�•�’�‡�”�ƒ�–�‹�˜�‡���–�‘��
praise her, but that alone does not make her praiseworthy �ˆ�‘�”�� �Š�‡�”�� �ƒ�…�–�‹�‘�•�ï�� ��2003: 71, 
emphasis in original; cf. 172-173).  
24 As an aside, note that it is clear that on this formulation, the argument from blame 
�…�ƒ�•�•�‘�–���•�—�’�’�‘�”�–���’�”�‡�ˆ�‡�”�”�‹�•�‰���ƒ�•�›���’�ƒ�”�–�‹�…�—�Ž�ƒ�”���™�ƒ�›���‘�ˆ���•�’�‡�Ž�Ž�‹�•�‰���‘�—�–���î�…�ƒ�•�ï���‹�•���������ã���’�”�‡�•�‹�•�‡�����t���á��
which states the connection between inability and blameworthiness, is a mere 
conditional, not a bi-�…�‘�•�†�‹�–�‹�‘�•�ƒ�Ž�ä�����ˆ���™�‡���™�‡�”�‡���–�‘���‹�•�ˆ�‡�”���îS could not have done A�ï���ˆ�”�‘�•���îS is 
not blameworthy for failing to have done A�ï�á�� �™�‡�� �™�‘�—�Ž�†�� �„�‡�� �‰�—�‹�Ž�–�›�� �‘�ˆ�� �ƒ�ˆ�ˆ�‹�”�•�‹�•�‰�� �–�Š�‡��
consequent. That is to say, we must already have settled on whether an agent had the 
ability to do something before (2) applies to any situation, and so it in its present 
form, the argument is incapable of supporting any conclusion about what agents can 
and cannot do. We may agree for example that, when you do not know which of the 
two buttons in front of you is the one that alleviates suffering and which is the button 
that increases suffering, you will not be blameworthy for failing to push the button 
that alleviates suffering, but we clearly cannot infer from this that therefore, you were 
unable to push that button. This matters because it shows that that even if the 
objections against direct arguments from OIC do not succeed, if this is how the 
principle is justified, there is no ground for thi�•�•�‹�•�‰���–�Š�‡���•�‡�•�•�‡���‘�ˆ���î�…�ƒ�•�ï���–�Š�ƒ�–���ˆ�‹�‰�—�”�‡�•���‹�•���‹�–��
is a logically strong sense. 
25 I include this last disjunct so as to avoid any worries about that you are still 
blameworthy because it can be traced back to some prior moral failing. 
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4. If S is unable to determine that S ought to do A, then S is not 
blameworthy for failing to do A 

 
Therefore, 
 

5. If S is unable to determine that S ought to do A, it is not the case that S 
ought to do A 

 
Since (5) is the negation of the claim that there can be inaccessible obligations, 
we can infer that therefore, ACCESS is true. Arguments of roughly this form 
have been offered by W. D. Ross (1939: 163-64), Alan Gibbard (1990: 42-43), 
Brad Hooker (2000: 74-75), and Dale Miller (2003).26 
 As to their soundness, the second premise of both the argument from 
blame for OIC and the indirect argument from blame for ACCESS can be 
challenged,27 but what I want to focus on is the fact that these both depend on 
the connection between obligation and blameworthiness that the first premise 
makes explicit; this premise will be the focus in this section. To simplify the 
discussion in what follows, we can rephrase what the premise states, if we 
�•�ƒ�•�‡�� �–�™�‘�� ���’�Ž�ƒ�—�•�‹�„�Ž�‡���� �ƒ�•�•�—�•�’�–�‹�‘�•�•�ã�� �ˆ�‹�”�•�–�á�� �–�Š�‡�� �…�‘�•�Œ�—�•�…�–�‹�‘�•�� �‘�ˆ�� �îS ought to do A�ï��
�ƒ�•�†�� �îS did not do A�ï�� �‡�•�–�ƒ�‹�Ž�•�� �îS acted wrongly in failing to do A�ï�á�� �ƒ�•�†�� �•�‡�…�‘�•�†�á��
failing to do something also counts as performing an action. These two 
assumptions allow us to rewrite (1) into the following claim: 
 

Wrongdoing Entails Blameworthiness (WEB): Necessarily, if S acts wrongly 
in doing A, then S is blameworthy for doing A 

 

                                                             
26 Note that while Ross and Gibbard have a broader target in mind, viz., the idea that 
obligation is objective, in the sense noted in Chapter 1, Hooker and Miller have 
narrower targets: Hooker is concerned with whether rule-consequentialism should be 
formulated in terms of actual or expected consequences, while Miller argues against 
objective act-utilitarianism. All maintain that there is an intimate relationship 
between obligation and blameworthiness, and suggest that one of the main problems 
(if not the main problem) with any objective account of obligation (rule-
consequentialism, act-utilitarianism) is that it cannot do justice to this intimate 
relationship. Note as well that Ross, Gibbard and Hooker in the end do not take the 
relationship to be as strict as the one expressed by (1); Miller, though, does seem 
sympathetic to this idea (see 2003: 56). A variation on the argument, framed in terms 
of the connection between wrongdoing and punishment is noted by Sorenson (1995: 
248), and endorsed, as far as I can tell, by Howard-Snyder (2005: 274-275). 
27 The second premise of the argument from blame for OIC is challenged by so-called 
�î�	�”�ƒ�•�•�ˆ�—�”�–�� �…�ƒ�•�‡�•�ï�� ���•�‡�‡�� �	�”�ƒ�•�•�ˆ�—�”�–�� �s�{�x�{���ä�� ���� �ƒ�•�� �•�‘�–�� �ƒ�™�ƒ�”�‡�� �‘�ˆ�� �ƒ�•�›�‘�•�‡�� �™�Š�‘�� �‡�š�’�Ž�‹�…�‹�–�Ž�›��
defends a rejection of the second premise of the indirect argument from blame, but it 
�‹�•���‹�•�ƒ�‰�‹�•�ƒ�„�Ž�‡���–�Š�ƒ�–���‘�•�‡���™�‘�—�Ž�†���–�ƒ�•�‡���ƒ���î�Š�ƒ�”�†-�Ž�‹�•�‡�ï���”�‡�•�’�‘�•�•�‡���ƒ�–���–�Š�‹�•���’�‘�‹�•�–�ä 
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The question we need to answer in order to assess both the direct and the 
indirect argument from blame is whether WEB is plausible. To this we now 
turn. 
 
 
3.2.2. Justifications and excus es 
 
Perhaps the most famous endorsement of WEB is that by J. S. Mill, in chapter 5 
of Utilitarianism : 
 

We do not call anything wrong unless we mean to imply that a person 
ought to be punished in some way or other for doing it��if not by law, by the 
opinion of his fellow creatures; if not by opinion, by the reproaches of his 
own conscience (2001 [1861]: 48-49). 

 
This passage is sometimes cited approvingly in the contemporary literature, 
although those who do so��such as Alan Gibbard (1990: 41) and Stephen 
Darwall (2006: 92)��tend to backtrack quickly, and endorse a weaker view 
which does permit for wrongdoing without blameworthiness.28 Whatever its 
�Š�‹�•�–�‘�”�‹�…�ƒ�Ž���’�‡�†�‹�‰�”�‡�‡�á���‘�—�”���‹�•�–�‡�”�‡�•�–���‹�•���‹�•���������ï�•���’�Ž�ƒ�—�•�‹�„�‹�Ž�‹�–�›�á���ƒ�•�†���™�Š�‡�•���‹�–���…�‘�•�‡�•���–�‘��
this, Mill is of no help. I am aware of two (and only two) contemporary 
attempts to defend WEB in a systematic way, the first by R. Jay Wallace 
(1994), the second by Eduardo Rivera-López (2006). In order to understand 
and assess how Wallace and Rivera-López try to mount their defense of WEB, 
we need a few pieces of terminology. After introducing this terminology, I will 
discuss their respective arguments in turn, arguing that both are defective. I 
close with some general remarks on wrongdoing and blame. 

In discussions of blameworthiness (and related notions such as 
�î�…�—�Ž�’�ƒ�„�‹�Ž�‹�–�›�ï�� �ƒ�•�†�� �î�Ž�‹�ƒ�„�‹�Ž�‹�–�›�ï���á�� �‹�–�� �‹�•�� �…�‘�•�•�‘�•�� �–�‘�� �†�”�ƒ�™�� �ƒ�� �†�‹�•�–�‹�•�…�–�‹�‘�•�� �„�‡�–�™�‡�‡�•�� �–�™�‘��
types of defeaters for a presumption of blame, viz., justifications and excuses. In 
a classic paper, J. L. Austin characterizes these as follows:  
 

[If] somebody says he blames me for something, I may answer by giving a 
justification, so that he will cease to disapprove of what I did, or else by 
giving an excuse, so that he will cease to hold me, at least entirely and in 
every way, responsible for doing it (1956/1957: 7 n2, emphases in 
original). 

 
The idea here is that certain facts about an agent and/or an action create a 
defeasible presumption of blameworthiness: roughly, there is a presumption 

                                                             
28 The considered view of both Gibbard (1990: 44-45) and Darwall (2006: 93) is that 
there can be such a thing as blameless wrongdoing. 
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of blameworthiness for S�ï�•�� �Š�ƒ�˜�‹�•�‰�� �’�‡�”�ˆ�‘�”�•�‡�†�� �•�‘�•�‡�� �ƒ�…�–�‹�‘�•��A if S�ï�•�� �†�‘�‹�•�‰�� �•�‘��
�™�‘�—�Ž�†�� �„�‡�� �„�Ž�ƒ�•�‡�™�‘�”�–�Š�›�� �—�•�†�‡�”�� �î�•�‘�”�•�ƒ�Ž�� �…�‘�•�†�‹�–�‹�‘�•�•�ï�� ���™�Š�‹�…�Š�� �…�ƒ�•�� �„�‡�� �ˆ�‹�Ž�Ž�‡�†�� �‘�—�–�� �‹�•��
many different ways, of course). The presumption can be defeated in 
particular cases either (a) by facts that entail that S did not act wrongly in 
doing A (and is therefore not to blame for having done A29), in which case S 
has a justification, or (b) by facts that entail that while S acted wrongly in 
doing A, S is nonetheless not blameworthy (but for some other reason than 
that A was not wrong), in which case S has an excuse. Austin takes the 
distinction between justifications and excuses as part and parcel of common 
sense, and his remarks clearly suggest that having an excuse leaves the 
�†�‡�‘�•�–�‹�…�� �•�–�ƒ�–�—�•�� �‘�ˆ�� �‘�•�‡�ï�•�� �ƒ�…�–�‹�‘�•�� ���‹�ä�‡�ä�á�� �‹�–�ï�•�� �„�‡�‹�•�‰�� �™�”�‘�•�‰���� �‹�•�–�ƒ�…�–�ä�� ���Š�ƒ�–�‡�˜�‡�”�� ���—�•�–�‹�•��
�‡�š�ƒ�…�–�Ž�›�� �•�‡�ƒ�•�–�á�� �–�Š�‘�—�‰�Š�á�� �–�Š�‹�•�� �‹�•�� �Š�‘�™�� �î�‡�š�…�—�•�‡�•�ï�� �ƒ�”�‡�� �—�•�—�ƒ�Ž�Ž�›�� �—�•�†�‡�”�•�–�‘�‘�†�� �‹�•�� �–�Š�‡��
literature on the subject. Marcia Baron expresses what ���ï�Ž�Ž�� �…�ƒ�Ž�Ž�� �î�–�Š�‡�� �•�–�ƒ�•�†�ƒ�”�†��
�˜�‹�‡�™�ï���‘�ˆ���Œ�—�•�–�‹�ˆ�‹�…�ƒ�–�‹�‘�•�•���ƒ�•�†���‡�š�…�—�•�‡�•���™�Š�‡�•���™�”�‹�–�‹�•�‰���–�Š�‡���ˆ�‘�Ž�Ž�‘�™�‹�•�‰�ã�� 
 

�����‘�����•�ƒ�›���–�Š�ƒ�–���ƒ�•���ƒ�…�–�‹�‘�•���‹�•���Œ�—�•�–�‹�ˆ�‹�‡�†���‹�•���–�‘���•�ƒ�›���å���–�Š�ƒ�–���–�Š�‘�—�‰�Š���–�Š�‡���ƒ�…�–�‹�‘�•���‹�•���‘�ˆ���ƒ���–�›�’�‡��
which is usually wrong, in these circumstances it was not wrong. To say that 
an action is excused, by contrast, is to say that it was indeed wrong (and the 
agent did commit the act we are saying is wrong), but the agent is not 
blameworthy (2005: 389-390, footnote and emphasis omitted). 

 
Much ink has been spilled over how exactly to demarcate justifications from 
excuses, and how we should classify commonly recognized conditions that can 
defeat a presumption of blameworthiness (or culpability) in particular cases. I 
will not attempt to provide any general characterization; for present purposes, 
we only need the following uncontroversial observation: on the standard 
�˜�‹�‡�™�á���îS has an excuse for having done A�ï���‡�•�–�ƒ�‹�Ž�•���„�‘�–�Š���îS acted wrongly in doing 
A�ï�� �ƒ�•�†�� �îS is not blameworthy for having done A�ï�ä�� ���Š�‹�•�� �•�‡�ƒ�•�•�� �–�Š�ƒ�–�� �‹�ˆ�� �–�Š�‡�”�‡�� �ƒ�”�‡��
excuses, understood in the way that the standard view proposes, then there is 
such a thing as blameless wrongdoing. And, obviously, if there is such a thing as 
blameless wrongdoing, WEB is false. 
 So our question is: are there excuses, understood in the standard way, 
or not? In arguing for WEB, both Wallace and Rivera-Lopez adopt a broadly 
Strawsonian approach: they consider the list of commonly recognized excuses, 
and argue that on the best account of how the excuses work��that is, on the 
best account of what feature(s) the facts that are commonly taken to 
constitute an excuse share in common, a feature which is capable of explaining 
why the obtaining of these facts defeats a presumption of blameworthiness��
having an excuse entails not having acted wrongly. We might put this by 

                                                             
29 As this remark brings out, the standard picture seems to presuppose that there can 
be no blameworthiness without wrongdoing. Whether this presupposition is correct is 
controversial; see below for comments.  
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saying that the commonly recognized excuses, on their views, are a subset of 
justifications, instead of being something different altogether.30 Both hold, 
therefore, that the standard view of the excuses is mistaken: while there are 
such things as excuses, only one of the entailments that I just noted holds 
�ƒ�„�‘�—�–�� �–�Š�‡�•�ä�� ���–�� �‹�•�� �–�”�—�‡�� �‡�•�‘�—�‰�Š�� �–�Š�ƒ�–�� �î�„�‡�‹�•�‰�� �‡�š�…�—�•�‡�†�� �ˆ�‘�”��A�ï�� �‡�•�–�ƒ�‹�Ž�•�� �î�•�‘�–�� �„�‡�‹�•�‰��
blameworthy for A�ï�á���„�—�–���‹�–���†�‘�‡�•���•�‘�–���‡�•�–�ƒ�‹�Ž���î�Š�ƒ�˜�‹�•�‰���ƒ�…�–�‡�†���™�”�‘�•�‰�Ž�›���‹�•���†�‘�‹�•�‰��A�ï�á���ˆ�‘�”��
�‹�•���ˆ�ƒ�…�–���‹�•���‡�•�–�ƒ�‹�Ž�•���î�•�‘�–���Š�ƒ�˜�‹�•�‰���ƒ�…�–�‡�†���™�”�‘�•�‰�Ž�›�ï�ä�����ï�Ž�Ž���•�–�ƒ�”�–���™�‹�–�Š���†�‹�•�…�—�•�•�‹�•�‰�����ƒ�Ž�Ž�ƒ�…�‡�ï�•��
defense of WEB, and then turn to Rivera-���×�’�‡�œ�ï�•�ä31 
 
 
3.2.3. Excuses and intention  
 
In chapter 5 of his Responsibility and the Moral Sentiments, R. Jay Wallace 
attempts to explain how the set of facts that are commonly taken to be 
excusing conditions succeed at defeating a presumption of blameworthiness: 
roughly, why is it that, if such a fact obtains, the agent is not blameworthy? 
The first step in �–�Š�‡�� �ƒ�…�…�‘�—�•�–�� �–�Š�ƒ�–�� �Š�‡�� �‘�ˆ�ˆ�‡�”�•�� �‹�•�� �–�Š�‡�� �…�Ž�ƒ�‹�•�� �–�Š�ƒ�–�� �î�–�Š�‡�� �ˆ�—�Ž�Ž�� �”�ƒ�•�‰�‡�� �‘�ˆ��
excusing conditions are all conditions that defeat the presumption that an 
�ƒ�‰�‡�•�–�� �‹�•�–�‡�•�–�‹�‘�•�ƒ�Ž�Ž�›�� �†�‹�†�� �•�‘�•�‡�–�Š�‹�•�‰���™�”�‘�•�‰�ï�� ���s�{�{�v�ã�� �s�t�s���ä�� ���‡�� �•�‹�‰�Š�–�� �’�—�–�� �–�Š�‹�•�� �„�›��
�•�ƒ�›�‹�•�‰�� �–�Š�ƒ�–�� �‘�•�� ���ƒ�Ž�Ž�ƒ�…�‡�ï�•�� �ƒ�…�…�‘�—�•�–�á�� �™�Š�‡�•�‡�˜�‡�” a putatively excusing fact E 
obtains with respect to an agent S�ï�•���’�‡�”�ˆ�‘�”�•�ƒ�•�…�‡���‘�ˆ���ƒ�•���ƒ�…�–�‹�‘�•��A, it follows that 
S did not perform A intentionally. The second claim that Wallace makes is that 
if S did not do A intentionally, S did not act wrongly in doing A. This in turn 
helps to explain how the excuses function because third, if S has not acted 
wrongly in doing A, then S cannot be blameworthy for having done A: there is, 
�ƒ�•�� �Š�‡�� �’�—�–�•�� �‹�–�á�� �î�•�‘�� �„�Ž�ƒ�•�‡�™�‘�”�–�Š�‹�•�‡�•�•�� �™�‹�–�Š�‘�—�–�� �ˆ�ƒ�—�Ž�–�ï�� ��ibid�ä�á�� �s�u�w���ä�� ���ˆ�� ���ƒ�Ž�Ž�ƒ�…�‡�ï�•��
account of how the excuses work is correct, then the standard view is 
�•�‹�•�–�ƒ�•�‡�•�� �‹�•�� �–�ƒ�•�‹�•�‰�� �î�„�‡�‹�•�‰�� �‡�š�…�—�•�‡�†�ï�� �–�‘�� �„�‡�� �…�‘�•�’�ƒ�–�‹�„�Ž�‡�� �™�‹�–�Š�� �î�Š�ƒ�˜�‹�•�‰�� �ƒ�…�–�‡�†��
�™�”�‘�•�‰�Ž�›�ï�����ƒ�•�†���‹�•���–�ƒ�•�‹�•�‰���–�Š�‡���ˆ�‘�”�•�‡�”���–�‘���‡�•�–�ƒ�‹�Ž���–�Š�‡���Ž�ƒ�–�–�‡�”���á���ˆ�‘�”���„�‡�‹�•�‰���‡�š�…�—�•�‡�†���–�—�”�•�•��
out to entail that one in fact did not act wrongly. Stronger still, for Wallace, it is 
precisely because excused agents did not act wrongly that blame is 
�‹�•�ƒ�’�’�”�‘�’�”�‹�ƒ�–�‡�ä�� ���‡�� �…�ƒ�•�� �•�—�•�•�ƒ�”�‹�œ�‡�� ���ƒ�Ž�Ž�ƒ�…�‡�ï�•�� �ƒ�…�…�‘�—�•�–�� �„�›�� �•�ƒ�›�‹�•�‰�� �–�Š�ƒ�–�� �‘�•�� �Š�‹�•��
view of the excuses, the truth of (1) is explained by (2)-(4): 

                                                             
30 Riverá-Lopez (2006: 140) explicitly notes the point; as far as I can tell, Wallace does 
not. Rivera-López also notes some ways of distinguishing excuses from justifications if 
we reject the characteristic that the standard view takes as central, viz., that excuses, 
unlike justifications, presuppose wrongdoing. Both of them follow P. F. Strawson 
(1962) in taking an examination of how the commonly recognized excuses function as 
a crucial part of their strategy in offering an account of blameworthiness. Wallace also 
�ˆ�‘�Ž�Ž�‘�™�•�����–�”�ƒ�™�•�‘�•���‹�•���–�ƒ�•�‹�•�‰���–�Š�‡���î�”�‡�ƒ�…�–�‹�˜�‡���ƒ�–�–�‹�–�—�†�‡�•�ï���–�‘���„�‡���™�Š�ƒ�–���‘�•�‡���‘�—�‰�Š�–���–�‘���ˆ�‘�…�—�•���‘n in 
understanding moral responsibility. 
31 What follows is indebted to Zimmerman (2004), but it expands, and hopefully 
improves, that discussion. 
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1. There is a set of facts E the elements of which are such that when they 
obtain, they defeat a presumption of blameworthiness in particular cases; 
�…�ƒ�Ž�Ž���–�Š�‡�•�‡���ˆ�ƒ�…�–�•���î�–�Š�‡���‡�š�…�—�•�‡�•�ï 
2. For any fact E �Ð��E, if E obtains (with respect to S�ï�•���†�‘�‹�•�‰��A), then S did not 
do A intentionally  
3. For any agent S, and action A, necessarily, if S did not do A intentionally, S 
did not act wrongly in doing A 
4. For any agent S, and action A, necessarily, if S did not act wrongly in 
doing A, S is not blameworthy for having done A 

 
From (1)-(4) we can infer that whenever an agent is excused (because one or 
more of the excusing facts obtains) for having done A, it was not the case that 
the agent acted wrongly in doing A. It is worth emphasizing that the set of 
excusing facts, E, is suppos�‡�†�� �–�‘�� �…�‘�•�–�ƒ�‹�•�� �‘�•�Ž�›�� �–�Š�‡�� �î�…�‘�•�•�‘�•�Ž�›�� �”�‡�…�‘�‰�•�‹�œ�‡�†��
�‡�š�…�—�•�‹�•�‰���ˆ�ƒ�…�–�•�ï�ã���–�Š�ƒ�–���‹�•�á��E can be the fact that S did A inadvertently, acted under 
duress, did A by mistake, was coerced into doing A, and so on. Given this self-
�‹�•�’�‘�•�‡�†�� �”�‡�•�–�”�‹�…�–�‹�‘�•�á�� ���ƒ�Ž�Ž�ƒ�…�‡�ï�•�� �ƒ�…�…�‘�—�•�–�� �Ž�‡�ƒ�˜�‡�•�� �‘�’�‡n whether there are any 
other facts which can defeat the presumption that an agent is blameworthy, 
facts that are not elements of E, and which do not function as an excuse in 
���ƒ�Ž�Ž�ƒ�…�‡�ï�•�� �•�‡�•�•�‡�� �‘�ˆ�� �–�Š�‡�� �–�‡�”�•�� �„�—�–�� �™�Š�‹�…�Š�� �‹�•�•�–�‡�ƒ�†�� �ˆ�—�•�…�–�‹�‘�•�� �‹�•�� �–�Š�‡�� �™�ƒ�›�� �–�Š�ƒ�–�� �–�Š�‡��
standard view claims excuses function. This means that the account Wallace 
offers falls short of being capable of fully justifying WEB: the conjunction of 
(1)-(4) merely entails that the excuses covered in the account are such that, if 
an agent has one of these excuses, the agent has not acted wrongly.32 Be that as 
it may, if these claims are plausible, that would be an interesting result either 
way, in particular if it applies to cases where agents have the excuse of 
ignorance or mistake, given that I want to maintain that ignorant and 
mistaken agents do act wrongly, but are not blameworthy for failing to do 
�™�Š�ƒ�–�� �–�Š�‡�›�� �‘�—�‰�Š�–���–�‘�� �†�‘�ä�� ���•�� �ƒ�•�•�‡�•�•�‹�•�‰�����ƒ�Ž�Ž�ƒ�…�‡�ï�•�� �ƒ�…�…�‘�—�•�–�á�� ���ï�Ž�Ž���ˆ�‘�…�—�•�� �‘�•�� �…�Ž�ƒ�‹�•�•�� ���t����
and (3), and in particular on the excuses of ignorance and mistake. Claim (4) 
has been amply discussed by others,33 and is not, as noted, necessary for the 
argument that being excused entails not having acted wrongly anyway. 
 The problem with (2) is that it is highly plausible that there are 
intentional actions which are excused by a fact that is commonly recognized as 
an excuse, and moreover, these include cases where ignorance or mistake is 
the excusing fact.34 Here is an example. Jimmy has been told by his friend 
                                                             
32 Zimmerman draws a similar conclusion about the inherently limited scope of 
���ƒ�Ž�Ž�ƒ�…�‡�ï�•���…�ƒ�•�‡���ˆ�‘�”���������á���ƒ�Ž�„�‡�‹�–���‹�• somewhat different terms (2004: 260). 
33 For arguments against (4), see e.g. Zimmerman (1997; 2008: chapter 4) and Haji 
(1998: chapters 8 and 9). 
34 Rivera-López notes this point as well (2006: 126-26 n6), but offers no examples to 
support the contention. 
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���‹�”�ƒ�•�†�ƒ�� �–�Š�ƒ�–�� ���Ž�‹�•�‡�á�� ���‹�”�ƒ�•�†�ƒ�ï�•�� �’�ƒ�”�–�•�‡�”�á�� �™�ƒ�•�–�•�� �–�‘�� �‰�‡�–�� �”�‹�†�� �‘�ˆ�� �–�Š�‡�� �‘�Ž�†�� �˜�ƒ�•�‡ that 
Miranda and Elise have sitting on top of their fireplace. Miranda told Jimmy 
that Elise cannot bring herself to throw the vase out despite not liking it, as it 
was a gift from her late mother, but if Jimmy were to be so kind to 
�î�ƒ�…�…�‹�†�‡�•�–�ƒ�Ž�Ž�›�ï�� �•�•�‘�…�•�� �‹t over so that it breaks on the floor, this would provide 
Elise with a guilt-free opportunity to get rid of the thing. Jimmy, who has no 
�‰�”�‘�—�•�†���ˆ�‘�”���†�‘�—�„�–�‹�•�‰���–�Š�‡���•�‹�•�…�‡�”�‹�–�›���‘�ˆ�����‹�”�ƒ�•�†�ƒ�ï�•���”�‡�“�—�‡�•�–�á���†�‘�‡�•���ƒ�•���•�Š�‡���Š�ƒ�•���ƒ�•�•�‡�†��
him to do, and elbows the vase out of balance as soon as he gets an 
opportunity. As it turns out, Miranda was lying: Elise did not want to get rid of 
the vase; in fact, she loved it, and breaks down in tears when it breaks on the 
floor. Miranda thought the vase was hideous, and she lied to Jimmy when she 
told him that Elise wanted to get rid of it; she knew that if she would knock it 
over herself, Elise would never believe that it was an accident, as she had been 
vocal about her opinion of its aesthetic merits. On any plausible account of 
intentio nal action, Jimmy intentionally knocked the vase over,35 and yet surely, 
his mistaken belief that Elise would appreciate his doing so excuses his action 
(only Miranda is to blame). Other scenarios with a similar structure are easy 
to come by. Pace (2), it is not the case that whenever an agent is excused by 
one of the commonly recognized excusing facts, the agent did not perform the 
excused act intentionally. 
 As to (3), there are both indirect and direct ways to challenge this 
claim. Unintentional acts that are blameworthy pose an indirect challenge to 
(3). If Sammy gets hammered on hard liquor at a party and stumbles into 
���Ž�‹�•�‡�ï�•�� �˜�ƒ�•�‡�á�� �•�•�‘�…�•�‹�•�‰�� �‹�–�� �‘�ˆ�ˆ�� �–�Š�‡�� �ˆ�‹�”�‡�’�Ž�ƒ�…�‡�á�� �Š�‡�� �†�‘�‡�•�� �•�‘�–�� �‹�•�–�‡�•�–�‹�‘�•�ƒ�Ž�Ž�›�� �„�”�‡�ƒ�•�� �‹�–�â��
plausibly enough, though, he is blameworthy for doing so. If Sammy is indeed 

                                                             
35 If you do not find this immediately obvious, note that we can stipulate Jimmy meets 
whatever conditions are necessary for having acted intentionally��e.g., Jimmy knocked 
the vase over in pursuit of a goal (namely, the goal of providing Elise with a guilt-free 
opportunity to replace it), he intended to knock it over, he took himself to have a 
reason (although he was mistaken about there really being one, given that Miranda 
lied to him), and so on��without these stipulations affecting whether or not his mistake 
excuses his action. Note as well that it would be awkward at best to hold that while 
Jimmy is excused for the harm he inflicts on Elise, he is not excused for breaking the 
vase: if he is excused at all, he is excused for both actions, not just the former. 
Alternatively, one could suggest that he only needs an excuse for harming Elise, not 
for breaking the vase, and that he has this excuse (because he did not harm her 
intentionally). But I see no ground for holding this view: we may want to claim that, if 
S does B by doing A, and A is wrong, B need not be wrong as well (as I discussed in the 
previous section). However, the claim that it can be the case that S does B by way of 
doing A, and B is wrong while A is not, strikes me as weird, if not incoherent. The 
�’�”�‘�„�Ž�‡�•���™�‹�–�Š���–�Š�‹�•���˜�‹�‡�™���‹�•���…�Ž�‡�ƒ�”�‡�•�–���™�Š�‡�•���î�„�›���†�‘�‹�•�‰��A, S would do B�ï���‹�•���–�”�—�‡���ƒ�•���ƒ���•�ƒ�–�–�‡�”��
of nomological necessity: if B ought not to be performed, and B will be performed if A 
is performed, then surely, A ought not to be performed��deontic status must transfer in 
this direction, even if it does not transfer in the other direction. 
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blameworthy for breaking the vase, then given (4), he must have acted 
wrongly in breaking the vase, but since he did so unintentionally, 
unintentional actions can be wrong, contrary to what (3) claims.36 ���ƒ�•�•�›�ï�•��
case also poses a direct challenge to (3), for his unintentional action of 
breaking the vase is arguably not just blameworthy; it is also morally wrong��
we do not need (4) to reach this conclusion.37 If this assessment of the case of 
Sammy is correct, then (3) is false irrespective of whether (4) is true. And 
again, cases with a similar structure are easy to come by.  

Perhaps some will not find the case of Sammy persuasive: it could be 
countered that while Sammy acted wrongly when he��intentionally, let us 
suppose��drank enough alcohol to get into a state of drunkenly stumbling 
around, his drunken behavior is not itself wrong. Rather, his drunken behavior 
is merely bad; the fact that it is bad helps explain why it was wrong for him to 
get as drunk as he was, but is itself neither right nor wrong. To my mind, 
whether this reply is plausible depends on how we fill out the details of the 
scenario: the suggestion seems plausible enough if we imagine that Sammy is 
black-out drunk, and thus incapacitated. But if we instead imagine that Sammy 
was merely intoxicated enough not to give much thought to whether his bodily 
�•�‘�˜�‡�•�‡�•�–�•���•�‹�‰�Š�–���…�ƒ�—�•�‡���†�ƒ�•�ƒ�‰�‡���–�‘���Š�‹�•���Š�‘�•�–�•�ï���„�‡�Ž�‘�•�‰�‹�•�‰�•�á���‘�”���†�”�—�•�•���‡�•�‘�—�‰�Š���–�‘��
stop caring about what he might bring about, without being so drunk that he 
was oblivious to possible consequences, I find it not at all plausible that his 
actions, including the breaking of the vase, are unfit for deontic evaluation. 

If you are not convinced yet, consider a different example.38 Alfred 
intends to shoot and kill his annoying neighbor, Betty. He loads up his rifle, 
takes aim, and fires a shot, but instead of hitting Betty, he shoots Charlene. 
This could have happened because, say, right when Alfred takes a shot, Betty 
bends over to pick something up and poor old Charlene, who is over for a visit, 
stands behind her. Alternatively, perhaps Charlene looks a lot like Betty, but 

                                                             
36 In order to save (3), Wallace could reply in one of three ways: he can (a) give up on 
claim (4), (b) hold that Sammy is not blameworthy for breaking the vase, or (c) hold 
that Sammy broke the vase intentionally. Option (c) can be ruled out immediately; on 
no plausible account of intentional action does drunkenly stumbling into something 
count as an intentional action. And option (a) involves giving up a claim that is 
�ƒ�„�•�‘�Ž�—�–�‡�Ž�›�� �…�‡�•�–�”�ƒ�Ž�� �–�‘�� ���ƒ�Ž�Ž�ƒ�…�‡�ï�•�� �ƒ�…�…�‘�—�•�–�á�� �ƒ�•�†�� �•�‘�� �…�ƒ�•�� �ƒ�Ž�•�‘�� �„�‡�� �”�—�Ž�‡�†�� �‘�—�–�ä�� ���Š�‹�•�� �Ž�‡�ƒ�˜�‡�•��
option (b), but since Wallace explicitly wants to count reckless behavior as potentially 
blameworthy (1994: 138-�u�{���á�� �ƒ�•�†�� ���ƒ�•�•�›�ï�•�� �„�‡�Š�ƒ�˜�‹or is a clear instance of 
recklessness, it looks like (3) has to go due to cases such as this one, and that it has to 
go �‡�˜�‡�•���„�›�����ƒ�Ž�Ž�ƒ�…�‡�ï�•���‘�™�•���Ž�‹�‰�Š�–�•�ä 
37 ���ˆ�� �›�‘�—�� �ˆ�‹�•�†�� �–�Š�‹�•�� �…�ƒ�•�‡�� �•�‘�–�� �î�•�‘�”�ƒ�Ž�Ž�›�� �•�‡�”�‹�‘�—�•�ï�� �‡�•�‘�—�‰�Š�� �–�‘�� �•�‡�”�‹�–�� �†�‡�‘�•�–�‹�…�� �‡�˜�ƒ�Ž�—�ƒ�–�‹�‘�•�á��
imagine instead that Sa�•�•�›���†�”�‹�˜�‡�•���Š�‘�•�‡���ƒ�ˆ�–�‡�”���‰�‡�–�–�‹�•�‰���†�”�—�•�•���ƒ�–�����Ž�‹�•�‡�ï�•���’�Ž�ƒ�…�‡�á���ƒ�•�†���”�—�•�•��
over a pedestrian that he notices too late due to his drunken haze. Surely, Sammy is 
blameworthy for killing the pedestrian, and arguably, this action is wrong. 
38 I take these cases from Sverdlik (1988).  
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Alfred is wholly unaware of this and mistakes her for Betty when he takes aim 
and fires a round. In both cases, it seems false to say that Alfred killed 
Charlene intentionally, but presumably, most of us will have no hesitation in 
saying that Alfred acted wrongly in killing Charlene (or, for that matter, that 
he is blameworthy for doing so). If he acts wrongly in killing Charlene, then (3) 
is false: unintentional actions can be wrong.  

In reply, it could be claimed either (a) that while Alfred acted wrongly 
in pulling the trigger, firing a round, and killing someone, he did not act 
wrongly in killi ng Charlene, or (b) that Alfred did kill Charlene intentionally, 
even though he was completely unaware of the fact that he was about to do so, 
and had no intention of killing Charlene. Reply (a) seems convoluted at best: 
the only reason I can fathom why one would maintain that Alfred acted 
wrongly in pulling the trigger (etc.) but not in killing Charlene is that one is 
already so deeply wedded to the view that only intentional actions can be 
�™�”�‘�•�‰�� �–�Š�ƒ�–�� �‘�•�‡�� �‹�•�� �™�‹�Ž�Ž�‹�•�‰�� �–�‘�� �’�—�–�� �—�’�� �™�‹�–�Š�� �–�Š�‡�� �˜�‹�‡�™�� �–�Š�ƒ�–�� �‹�–�� �™�ƒ�•�•�ï�–�� �™rong for 
Alfred to kill Charlene, although it was wrong to pull the trigger (etc.). Pre-
theoretically, this is a rather crazy conjunction of claims, and, it is hard to see 
what further independent motivation could be offered for thinking this is the 
correct account of the situation. As to reply (b), while perhaps it is not 
necessary to intend to do A in order to do A intentionally (as Michael Bratman 
[1987: chapter 8] has famously argued, for instance), at the very least it seems 
that one must foresee that one will do A �‹�ˆ�� �‘�•�‡�ï�•�� �†�‘�‹�•�‰�� �‘�ˆ��A is to count as 
intentional. But Alfred does not foresee that he will kill Charlene by pulling the 
trigger��if he had, he would not have fired his rifle, or so we can suppose, 
without this affecting the judgment that he acted wrongly in any way. So there 
is little, if anything, to be said in support of this reply as well. If neither of 
these replies succeeds, then we must either reject (3)��and (2) as well��or hold 
that Alfred has not acted wrongly when he killed Charlene, and is not 
blameworthy for doing so either. To my mind, it is clear that these 
implications are unpalatable, and so it is (3) that must go.  

���—�•�•�‹�•�‰�� �—�’�á�� �™�‡�� �…�ƒ�•�� �…�‘�•�…�Ž�—�†�‡�� �–�Š�ƒ�–�� ���ƒ�Ž�Ž�ƒ�…�‡�ï�•�� �ƒ�…�…�‘�—�•�–�� �‘�ˆ�� �–�Š�‡�� �‡�š�…�—�•�‡�•��
fails for more than one reason: first, the commonly recognized excuses apply 
to intentional actions, as illustrated by the case of Jimmy, and therefore, claim 
(2) is false. Second, unintentional actions can be blameworthy, as illustrated 
by the case of Sammy, and therefore, claim (3) is false, provided that claim (4) 
is true. Third, unintentional actions can be morally wrong, and constitute a 
failure to do what one ought to do, so therefore (3) is false even if (4) is not 
true. This last point was illustrated both by the case of Sammy and the case of 
Alfred. ���‡�…�ƒ�—�•�‡�� ���ƒ�Ž�Ž�ƒ�…�‡�ï�•�� �ƒ�…�…�‘�—�•�–�� �‘�ˆ�� �–�Š�‡�� �‡�š�…�—�•�‡�•�� �‹�•�� �‹�•�†�‡�ˆ�‡�•�•�‹�„�Ž�‡�á�� �‹�–�•�� �…�‡�•�–�”�ƒ�Ž��
claims cannot be appealed to in argument for WEB.  
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3.2.4. Excuses and demandingness 
 
���•�� �î���ƒ�•�� �–�Š�‡�”�‡�� �„�‡�� �ˆ�—�Ž�Ž�� �‡�š�…�—�•�‡�•�� �ˆ�‘�”�� �•�‘�”�ƒ�Ž�Ž�›�� �™�”�‘�•�‰�� �ƒ�…�–�‹�‘�•�•�ë�ï�� ���t�r�r�x���á�� ���†�—�ƒ�”�†�‘��
Rivera-López tried to defend a negative answer to the title question of his 
paper. Cutting right to the chase, we can represent his account of the excuses 
in a similar way: 
 

1. There is a set of facts E the elements of which are such that when they 
obtain, they defeat a presumption of blameworthiness in particular cases; 
�…�ƒ�Ž�Ž���–�Š�‡�•�‡���ˆ�ƒ�…�–�•���î�–�Š�‡���‡�š�…�—�•�‡�•�ï 
2. For any fact E �Ð��E, if E obtains (with respect to S�ï�•�� �†�‘�‹�•�‰��A), then 
refraining from doing A was unachievable for S (2006: 130) 
3. For any agent S, action A, necessarily, if refraining from doing A was 
unachievable for S, it was too demanding for S to refrain from doing A (ibid., 
131) 
4. For any agent S, action A, necessarily, if refraining from doing A was too 
demanding for S, it was not the case that refraining from doing A was 
obligatory for S (ibid., 128) 

 
From (1)-(4) we can infer that whenever an agent is excused (because one or 
more of the excusing facts obtains) for having done A, it was not the case that 
refraining from doing A was obligatory for that agent, and thus that the agent 
did not act wrongly in doing A. The set of putative excusing facts, E, is 
�•�—�’�’�‘�•�‡�†���–�‘���…�‘�•�–�ƒ�‹�•���‘�•�Ž�›���–�Š�‡���î�…�‘�•�•�‘�•�Ž�›���”�‡�…�‘�‰�•�‹�œ�‡�†���‡�š�…�—�•�‹�•�‰���ˆ�ƒ�…�–�•�ï�á���•�‘�����‹�˜�‡�”�ƒ-
���×�’�‡�œ�ï�•�� �ƒ�…�…�‘�—�•�–�� �ƒ�•�� �™�‡�Ž�Ž�� �Ž�‡�ƒ�˜�‡�•�� �‘�’�‡�•�� �™�Š�‡�–�Š�‡�”�� �–�Š�‡�”�‡�� �ƒ�”�‡��other facts which can 
defeat the presumption that an agent is blameworthy, facts that are not 
elements of E and which do not function as an excuse in the way that Rivera-
���×�’�‡�œ�ï�•���…�Ž�ƒ�‹�•�•���–�Š�‡���…�‘�•�•�‘�•�Ž�›���”�‡�…�‘�‰�•�‹�œ�‡�†���‡�š�…�—�•�‡�•���ˆ�—�•�…�–�‹�‘�•�����„�—�–���™�Š�‹�…�Š���‹�•�•�–�‡�ƒ�†��
function in the way that the standard view claims excuses function).39 Once 
again, I will set this limitation of the argument aside, and focus on whether 
this account offers a satisfactory take on the excuses of ignorance and mistake. 
 Let us start with (2). If an agent S is excused for having done A in 
virtue of being ignorant or mistaken about certain facts that are pertinent to 
the situation, does that suffice for the conclusion that refraining from doing A 
�™�ƒ�•�� �î�—�•�ƒ�…�Š�‹�‡�˜�ƒ�„�Ž�‡�ï�� �ˆ�‘�”��S? Rivera-���×�’�‡�œ�� �—�•�‡�•�� �–�Š�‡�� �–�‡�”�•�� �î�—�•�ƒ�…�Š�‹�‡�˜�ƒ�„�Ž�‡�ï�� �ƒ�•��
�‡�“�—�‹�˜�ƒ�Ž�‡�•�–�� �–�‘�� �î�•�‘�–�� �„�‡�‹�•�‰�� �ƒ�„�Ž�‡�ï�ã�� �ƒ�‰�‡�•�–�•�� �ƒ�”�‡�� �…�Ž�ƒ�‹�•�‡�†�� �–�‘�� �‡�‹�–�Š�‡�”�� �Ž�ƒ�…�•�� �î�–�Š�‡�� �•�‹�•�†�� �‘�ˆ��
�…�ƒ�—�•�ƒ�Ž���…�‘�•�–�”�‘�Ž�ï���‘�˜�‡�”���–�Š�‡�‹�”���ƒ�…�–�‹�‘�•�•���–�Š�ƒ�–���î�™�‡���•�‘�”�•�ƒ�Ž�Ž�›���å���Š�ƒ�˜�‡�ï�����‹�•���…�ƒ�•�‡���•�‘�•�‡���ˆ�‘�”�•��

                                                             
39 Rivera-López intends for the argument to be completely general (i.e., it is presented 
as covering any fact capable of defeating a presumption of blameworthiness, see for 
instance p. 126), and thus as providing a full justification of WEB. However, defending 
���t���� �‹�•�˜�‘�Ž�˜�‡�•�� �™�‘�”�•�‹�•�‰�� �–�Š�”�‘�—�‰�Š�� �–�Š�‡�� �”�‡�…�‘�‰�•�‹�œ�‡�†�� �‡�š�…�—�•�‡�•�á�� �ƒ�•�†�� �†�‘�‡�•�•�ï�–�� �Ž�‡�•�†�� �‹�–�•�‡�Ž�ˆ�� �–�‘��
obvious generalization, so it is hard to see how the argument could be fully general.  
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�‘�ˆ���Ž�‹�„�‡�”�–�ƒ�”�‹�ƒ�•�‹�•�•���‹�•���–�”�—�‡�����‘�”���î�Ž�ƒ�…�•���–�Š�‡���…�ƒ�’�ƒ�…�‹�–�›���‘�”���‘�’�’�‘�”�–�—�•�‹�–�›�����ˆ�‘�”���ƒ�…�–�‹�‘�•�����–�Š�ƒ�–��
�™�‡���•�‘�”�•�ƒ�Ž�Ž�›���å���Š�ƒ�˜�‡�ï����ibid., 130). The suggestion appears to be that if an agent 
is excused in virtue of her ignorance or mistake, the agent was unable, in an 
obligation-undermining sense, to act otherwise than she in fact did. But 
whether agents who are ignorant of or mistaken about relevant facts are 
unable, in an obligation-undermining sense, to do certain things is precisely 
what is at issue here of course: this defense of WEB seems to presuppose a 
reading of OIC that needs to be established, and we are examining whether it 
can be established by appeal to WEB. At least for present purposes (but 
perhaps also more generally), this way of arguing for WEB can be set aside as 
question-begging. Rivera-López, recognizing the problematic nature of his 
argument in the case of agents excused by ignorance or mistake, also suggests 
an alternative line of argument that does not presuppose controversial 
judgments about whether agents had the ability to refrain from doing what 
they did.40 The alternative argument involves a variation on (2): 
 

�t�ï�ä�� �	�‘�”�� �ƒ�•�›�� �ˆ�ƒ�…t E �Ð��E, if E obtains (with respect to S�ï�•�� �†�‘�‹�•�‰��A), then 
refraining from doing A was too demanding for S 

 
���ˆ�� ���s���á�� ���t�ï���� �ƒ�•�†�� ���v���� �ƒ�”�‡�� �–�”�—�‡�á�� �ƒ�‰�‡�•�–�•�� �™�Š�‘�� �ƒ�”�‡�� �‡�š�…�—�•�‡�†�� ���ƒ�•�†�� �–�Š�—�•�� �•�‘�–��
blameworthy) for what they did by virtue of either ignorance or mistake have 
not acted wrongly: it would have been too demanding for them to refrain from 
doing what they did, and if it is too demanding for S to refrain from doing A, 
then it is not the case that S ought to have refrained from doing A. Why should 
we think that this applies to cases where agents are excused by ignorance or 
mistake? Rivera-López starts by noting that if an agent is excused in virtue of 
being ignorant of some relevant fact, then the ignorance itself must be 
blameless: if you are culpably ignorant, your ignorance cannot excuse what 
you do. This is plausible enough.41 Second, he suggests that if S is non-culpably 
ignorant of some fact F (where it is true that if S had been aware of F, S would 
have been blameworthy for doing A), then it is not the case that S ought to 
have been aware of F. Now, if this second claim is justified by appeal to WEB, 
the argument would be question-begging. Rivera-López notes the problem, 
�„�—�–���…�Ž�ƒ�‹�•�•���–�Š�ƒ�–���î�‹�•���–�Š�‹�•���…�ƒ�•�‡�á�����ƒ���•�Š�‹�ˆ�–���ˆ�”�‘�•���–�Š�‡���”�‡�ƒ�Ž�•���‘�ˆ���•�‘�”�ƒ�Ž���”�‡�•�’�‘�•�•�‹�„�‹�Ž�‹�–�›���–�‘��
�–�Š�‡���”�‡�ƒ�Ž�•�� �‘�ˆ�� �•�‘�”�ƒ�Ž�� �‘�„�Ž�‹�‰�ƒ�–�‹�‘�•���� �‹�•�� �’�ƒ�”�–�‹�…�—�Ž�ƒ�”�Ž�›�� �’�Ž�ƒ�—�•�‹�„�Ž�‡�ï�� ��ibid., 136). We could 

                                                             
40 Curiously, Rivera-López characterizes the worry that I voice here as one about 
whether considerations of demandingness are in order instead of a worry about 
�î�ƒ�…�Š�‹�‡�˜�ƒ�„�‹�Ž�‹�–�›�ï�����t�r�r�x�ã���s�u�w���á���„�—�–���–�Š�‡�•���‰�‘�‡�•���‘�•���–�‘���‘�ˆ�ˆ�‡�”���ƒ�•���ƒ�Ž�–�‡�”�•�ƒ�–�‹�˜�‡���ƒ�”�‰�—�•�‡�•�–���–�Š�ƒ�–���†�‘�‡�•��
rest on claims about demandingness but not on claims about achievability. I assume 
the charitable way of making his reasoning consistent involves taking the alternative 
argument he offers as the best indication of what he has in mind, instead of the worry 
that motivates its formulation.  
41 See Smith (1983) for discussion of why only non-culpable ignorance can excuse.  
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fuss over this claim, but let us grant, for the sake of argument, this limited (or 
�î�Ž�‘�…�ƒ�Ž�ï���� �ƒ�’�’�Ž�‹�…�ƒ�–�‹�‘�•�� �‘�ˆ�� �������á�� �ƒ�•�†�� �ƒ�…�…�‡�’�–�� �–�Š�ƒ�–�� �ƒ�‰�‡�•�–�•�� �™�Š�‘�� �ƒ�”�‡�� �„�Ž�ƒ�•�‡�Ž�‡�•�•�Ž�›��
ignorant did not violate an obligation to become informed. If S is excused for 
doing A in virtue of being ignorant of F, it is not the case that S ought to have 
been aware of F. This can be granted while remaining agnostic about whether 
it is generally true that blamelessness entails absence of wrongdoing. With 
these two claims in place, we are invited to consider an example:  
 

Anna is about to enter her home. Unfortunately, the door is connected to a 
bomb that will explode and kill many people when she opens it. She is non-
culpably ignorant of that strange connection and has no obligation to know 
it ( ibid., 138). 

 
If Anna opens the door to her home, she would, we can agree, be blameless for 
setting off the bomb; her (non-culpable) ignorance of the fact that it is hooked 
up to her door excuses her action. She was, we can agree further, under no 
�‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�� �–�‘�� �„�‡�� �ƒ�™�ƒ�”�‡�� �‘�ˆ�� �–�Š�‹�•�� �î�•�–�”�ƒ�•�‰�‡�� �…�‘�•�•�‡�…�–�‹�‘�•�ï. Could it be the case that, 
given all this, Anna nonetheless ought not to open the door, and that she acts 
wrongly if she does open it? Rivera-López holds that such an obligation would 
�„�‡���î�‘�˜�‡�”�Ž�›���†�‡�•�ƒ�•�†�‹�•�‰�ï�ã�� 
 

[It] seems clear that Anna cannot intentionally refrain from opening the 
door on the basis of the belief that opening the door will activate the bomb. 
But she can let the door stay closed on the basis of other beliefs. The 
relevant question is: is it plausible that morality demands that people act 
on the basis of beliefs that they do not have and are under no obligation to 
�Š�ƒ�˜�‡�ë�����ˆ���–�Š�‡���ƒ�•�•�™�‡�”���‹�•�á���ƒ�•���•�‡�‡�•�•���•�‘�•�–���’�Ž�ƒ�—�•�‹�„�Ž�‡�á���î�•�‘�ï�á���–�Š�‡�•�����•�•�ƒ�ï�•���”�‡�ˆ�”�ƒ�‹�•�‹�•�‰��
from opening the door is overly demanding, because she cannot do so on 
the basis of the belief that the door is connected to the bomb. Therefore her 
opening the door is not wrong (ibid., 139, footnote omitted).  

 
Would morality be too demanding if we are (sometimes) obligated to act on 
the basis of beliefs that we do not have, and were under no obligation to have? 
To start, note it would not be too demanding in the sense that act-
consequentialism is often said to be too demanding, viz., as requiring that we 
act in ways that are costly to us��ways that would lead to significant reductions 
in our levels of well-being, because we could not seriously engage in personal 
projects or have meaningful relationships if we would always act in 
accordance with the moral requirements act-consequentialism claims we are 
under, and so on.42 To put it mildly, it is hard to see why Anna would incur any 

                                                             
42 �	�‘�”�� �–�Š�‹�•���™�ƒ�›�� �‘�ˆ�� �—�•�†�‡�”�•�–�ƒ�•�†�‹�•�‰���–�Š�‡�� �î�†�‡�•�ƒ�•�†�‹�•�‰�•�‡�•�•�ï-objection to consequentialism, 
see e.g. Sobel (2007), who also offers an interesting, highly critical assessment of the 
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significant loss or cost (measured in terms of her well-being) were she to act 
in the way that I would claim she is morally required to do in the scenario 
sketched, and the same can be said about many other cases where agents are 
non-culpably ignorant of relevant facts, and thus of (what I would maintain) 
�–�Š�‡�›�� �‘�—�‰�Š�–���–�‘�� �†�‘�ä�� ���ˆ�� �•�‘�”�ƒ�Ž�‹�–�›�� �™�‘�—�Ž�†���„�‡�� �î�–�‘�‘�� �†�‡�•�ƒ�•�†�‹�•�‰�ï�� �‹�ˆ�� �‹�–�� �†�‡�•�ƒ�•�†�•�� �–�Š�ƒ�–���™�‡��
sometimes act on the basis of beliefs we do not have and are under no 
obligation to have, it must be demanding in some other sense. 

What is this sense? Rivera-López does not really say; the only 
suggestion that I can come up with myself is this: if we are sometimes morally 
required to act on the basis of beliefs that we do not have and were not under 
an obligation to have, then we are sometimes required to act in ways that 
make no sense to us��ways that strike us as irrational , given what we know 
and believe. Given her ignorance of the bomb, Anna is not aware of any reason 
to refrain from opening the door, and thus the demand that she does not do so 
does not make much sense from her perspective. If she were to refrain from 
opening the door in her current epistemic state, this would likely strike us as 
irrational, for rationality is, it seems plausible, a matter of how things look 
from the perspective of the agent. Could it be the case that sometimes we are 
under a moral obligation to do what would be irrational, given our limited 
�ƒ�™�ƒ�”�‡�•�‡�•�•�ë�����Š�‡���ƒ�•�•�™�‡�”�á�������„�‡�Ž�‹�‡�˜�‡�á���‹�•���î�›�‡�•�ï�ã���™�Š�ƒ�–���‹�•���ƒ�•�†���‹�•���•�‘�–���•�‘�”�ƒ�Ž�Ž�›���”�‡�“�—�‹�”�‡�†��
is a matter of where the balance of reasons lies, and what there is most reason 
to do is not subject to epistemic constraints, and thus not always identical to 
what it is rational to do. I defend these claims in the next chapter (see in 
particular section 4.2.4); for the moment, we can note that insofar as there is 
any sense to be made of the idea that morality is too demanding if it requires 
that we act irrationally on occasion, developing this idea requires showing 
that what we are morally required to do cannot be irrational. But, I submit, it 
can be, and so morality is not overly demanding if it requires us to act in ways 
that are irrational given our limited awareness of the facts, but which are 
nonetheless supported by the balance of reasons. 

Perhaps some other way of understanding the sense in which morality 
�‹�•���î�–�‘�‘���†�‡�•�ƒ�•�†�‹�•�‰�ï���‹�ˆ���‹�–���”�‡�“�—�‹�”�‡�•���—�•���–�‘���ƒ�…�–���‹�•���™�ƒ�›�•���–�Š�ƒ�–���•�ƒ�•�‡���•�‘���•�‡�•�•�‡���ˆ�”�‘�•���‘�—�”��
(limited) perspective can be formulated, but that is not a task that I need to 
complete here; that burden lies on the shoulders of those who want to push 
this line of argument. Lacking viable alternative ways of spelling out what is 
meant, Rivera-���×�’�‡�œ�ï�•�� �†�‡�ˆ�‡�•�•�‡�� �‘�ˆ�� �������� �–�Š�ƒ�–�� �ƒ�’�’�‡�ƒ�Ž�•�� �–�‘�� �–�Š�‡�� �•�‘�–�‹�‘�•�� �‘�ˆ��
�î�†�‡�•�ƒ�•�†�‹�•�‰�•�‡�•�•�ï���ˆ�ƒ�‹�Ž�•�ã�� ���ƒ�����–�Š�‡�”�‡�� �ƒ�”�‡�� �•�‘�� �•�‹�‰�•�‹�ˆ�‹�…�ƒ�•�–�� �’�‡�”�•�‘�•�ƒ�Ž�����™�‡�Ž�Ž-being) costs 
attached to acting on the basis of beliefs that one does not have and is under 
no obligation to have, and (b) it is not true that it cannot be the case that 
morality requires us to act in ways that are irrational, for what we morally 

                                                                                                                                                           
objection. For a further critical assessment, and a good discussion of alternative ways 
of spelling out what �–�Š�‡���”�‡�Ž�‡�˜�ƒ�•�–���î�…�‘�•�–�•�ï���–�‘���–�Š�‡���ƒ�‰�‡�•�– are, see Kagan (1989: chapter 7). 
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ought to do depends on where the balance of reasons lies, and the balance of 
reasons can point in a different direction than rationality. 
 
 
3.2.5. General remarks  
 
I have argued that neither Wallace nor Rivera-López succeeds at making their 
case for WEB. In light of their failures, and in the absence of any other obvious 
ways of defending the claim, it strikes me as reasonable to conclude that WEB 
can be rejected, and hold instead that (a) there is such a thing as blameless 
wrongdoing, and that (b) agents who are (blamelessly) ignorant of relevant 
facts or mistaken about the facts of their situation are clear examples of this 
phenomenon��their ignorance excuses them in case they fail to comply with an 
obligation that they were not, and could not have been, aware of, and they are 
excused in the way that the standard view claims that excuses work.  

That wrongdoing and blameworthiness can come apart in a way not 
allowed by WEB should not come as a surprise, I think. For one, deontic 
evaluation is evaluation of acts: while we say s�—�…�Š�� �–�Š�‹�•�‰�•�� �ƒ�•�� �î��‹�•�•�›�� �ƒ�…�–�‡�†��
�™�”�‘�•�‰�Ž�›�ï�á�� �™�Š�ƒ�–�� �™�‡�� �ƒ�”�‡�� �’�”�‹�•�ƒ�”�‹�Ž�›�� �‡�˜�ƒ�Ž�—�ƒ�–�‹�•�‰�� �‹�•�� ��‹�•�•�›�ï�•�� �ƒ�…�–�‹�‘�•�ä�� ���›�� �…�‘�•�–�”�ƒ�•�–�á�� �‹�ˆ��
we say that Jimmy is blameworthy for what he has done, we are evaluating an 
agent in light of an action, but not the action itself, even though we can also 
�•�ƒ�›�� �–�Š�‹�•�‰�•�� �•�—�…�Š�� �ƒ�•�� �î��‹�•�•�›�ï�•�� �„�”�‡�ƒ�•�‹�•�‰�� �–�Š�‡�� �˜�ƒ�•�‡�� �‹�•�� �„�Ž�ƒ�•�‡�™�‘�”�–�Š�›�ï�ä��
���Ž�ƒ�•�‡�™�‘�”�–�Š�‹�•�‡�•�•�á�� �™�‡�� �•�‹�‰�Š�–�� �•�ƒ�›�á�� �î�ƒ�–�–�ƒ�…�Š�‡�•�ï�� �–�‘�� �ƒ�‰�‡�•�–�•�á�� �™�Š�‡�”�‡�ƒ�•�� �‘�„�Ž�‹�‰�ƒ�–�‘�”�‹�•�‡�•�•��
���ƒ�•�†�� �–�Š�‡���‘�–�Š�‡�”�� �†�‡�‘�•�–�‹�…���•�–�ƒ�–�—�•�‡�•���� �î�ƒ�–�–�ƒ�…�Š�‡�•�ï�� �–�‘�� �ƒ�…�–�‹�‘�•�•�ä43 Since their respective 
objects differ, there is reason to expect that deontic evaluations will not line 
up with evaluations of blameworthiness and blamelessness in a 
straightforward way, even though it may turn out to be the case that they do 
in the final analysis, of course. A successful attempt to show that they do line 
up would need, it seems, to take the fact that these types of evaluation have 
different objects into account, and thus it must shoulder the burden of 
explaining why an assessment of an action (as morally wrong) can suffice for a 
judgment of the agent who performed the action (as being blameworthy). 
Neither Wallace nor Rivera-López has provided anything close to such an 
explanation, and so it should be unsurprising that their arguments fail. 

While judgments of wrongness and judgments of blameworthiness are 
distinct in virtue of having different objects, there is some relation: after all, 
judgments of blameworthiness assess an agent on grounds of an action she 
performed��we are not simply blameworthy, but blameworthy for having acted 
in a certain way. Judgments of blameworthiness differ in this respect from 
judgments about virtue and vice, and character more generally, which are not 

                                                             
43 For similar observations, see Sinnott-Armstrong (1984: 250) and Zimmerman 
(2008: 171-172). 
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linked to specific actions in this way. However, a closer look reveals that there 
is still ground for expecting that the link between wrongdoing and blame is 
less intimate than WEB allows for. The point is this. Whether an action is 
wrong is a matter of whether the balance of (moral) reasons tells against its 
perform�ƒ�•�…�‡�á���‹�•�� �ƒ�–�� �Ž�‡�ƒ�•�–�� �–�Š�‡���•�‡�•�•�‡�� �–�Š�ƒ�–�� �îA �‹�•�� �™�”�‘�•�‰�ï�� �‡�•�–�ƒ�‹�Ž�•�� �î�–�Š�‡�”�‡�� �‹�•�� �•�—�ˆ�ˆ�‹�…�‹�‡�•�–��
(moral) reason not to perform A�ï�ä�� ���›�� �…�‘�•�–�”�ƒ�•�–�á�� �™�Š�‡�–�Š�‡�”�� �ƒ�•�� �ƒ�‰�‡�•�–�� �‹�•��
blameworthy for performing a certain action is a matter of how that agent has 
responded to the reasons there are for acting.44 But on the face of it, failing to 
act in the way that the balance of reasons supports is not sufficient for 
incurring blameworthiness. If an agent is ignorant of or mistaken about where 
the balance of reasons lies on a particular occasion, and �‹�ˆ�� �–�Š�‡�� �ƒ�‰�‡�•�–�ï�•��
ignorance is not the product of some prior failure on her part, then failing to 
respond appropriately to the reasons to act that there are just does not reflect 
badly on the agent. In order to respond to a set of reasons at all, an agent must 
be aware of all of those reasons, but we can be (non-culpably) ignorant of the 
reasons there are to act in one way rather than another. If a failure to do what 
there is most reason to do is to reflect badly on an agent, then the agent must 
either have been aware of what the balance of reasons supported, or have 
been culpably ignorant of (some of) the reasons. Yet these conditions are not 
always met when agents fail to do what the balance of reasons supports, and 
so there can be wrongdoing without blameworthiness. 

This diagnosis of the failure of the argument from blame hinges on the 
thesis that we can be ignorant, and non-culpably so, of our reasons. I defend 
this claim about reasons and awareness in Chapter 4, and so I cannot claim 
that it is adequate at this point. Note, though, that on this picture there is a 
connection between wrongdoing and blameworthiness, since both types of 
assessments depend on where the balance of reasons lies. However, this 
connection is straightforward only in the case of act-evaluation, and much 
more complicated in case of agent-evaluations. It is because of this, perhaps, 
that some have mistakenly thought that wrongdoing and blameworthiness are 
more closely connected than they in fact are, and it also explains why we 
should be wary of a thesis like WEB, which denies the complexity of the issue. 
 
 

                                                             
44 And perhaps also a matter of how an agent responds to the reasons she believed 
there to be (irrespective of whether these believed reasons existed). The question of 
whether we should include how agents respond to reasons that they merely believe 
exist is, �‹�•���‡�ˆ�ˆ�‡�…�–�á���–�Š�‡���“�—�‡�•�–�‹�‘�•���‘�ˆ���™�Š�‡�–�Š�‡�”���™�‡���•�Š�‘�—�Ž�†���ƒ�…�…�‡�’�–�����ƒ�Ž�Ž�ƒ�…�‡�ï�•���…�Ž�ƒ�‹�•�����v���á���‹�ä�‡�ä�á���–�Š�‡��
claim that blameworthiness entails wrongdoing. If we find this claim plausible, 
blameworthiness is exclusively a matter of failing to respond properly to the reasons 
that there really are (and which the agent is aware of); if we do not, then failing to 
respond in an appropriate way to the reasons one believes there to be can also be a 
way of incurring blameworthiness. For the former sort of view, see Arpaly (2006). 
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3.3. Indirect arguments II: fairness  
 
The previous section argued that the argument from blame for OIC both fails 
to provide materials for a successful indirect argument against inaccessible 
obligations, and fails to support OIC. In this section, I consider a second way of 
�•�—�’�’�‘�”�–�‹�•�‰�� �–�Š�‡�� �’�”�‹�•�…�‹�’�Ž�‡�á�� �„�›�� �™�Š�ƒ�–�� ���� �™�‹�Ž�Ž�� �…�ƒ�Ž�Ž�� �î�–�Š�‡�� �ƒ�”�‰�—�•�‡�•�–�� �ˆ�”�‘�•�� �ˆ�ƒ�‹�”�•�‡�•�•�ï�� �ˆ�‘�”��
OIC. David Copp summarizes the argument from fairness as follows: 
 

First, an adequate �•�‘�”�ƒ�Ž���–�Š�‡�‘�”�›���™�‘�—�Ž�†���‹�•�’�Ž�›���å���–�Š�‡���’�”�‘�’�‘�•�‹�–�‹�‘�•���–�Š�ƒ�–���ƒ�‰�‡�•�–-
requirements are morally unfair if the person required to act in a certain 
way is unable to act in that way. Second, a moral theory would be 
incoherent if it both implied this proposition and failed to rule out the 
proposition that a person can be morally required to act in a certain way 
even if she is unable to act in that way. Hence an adequate moral theory 
must reject the latter proposition, which means, in effect, that an adequate 
theory must imply [OIC] (2003: 272). 

 
���‘�•�‡�� �…�Ž�ƒ�”�‹�ˆ�‹�…�ƒ�–�‹�‘�•�•�� �ƒ�”�‡�� �‹�•�� �‘�”�†�‡�”�ä�� �	�‹�”�•�–�á�� �„�›�� �î�ƒ�‰�‡�•�–-�”�‡�“�—�‹�”�‡�•�‡�•�–�•�ï�á�� ���‘�’�’�� �•�‡�ƒ�•�•��
expectations that one agent has regarding the conduct of another; as an 
�‡�š�ƒ�•�’�Ž�‡�� �™�‡�� �ƒ�”�‡�� �‹�•�˜�‹�–�‡�†�� �–�‘�� �–�Š�‹�•�•�� �‘�ˆ�� �î�ƒ�� �•�‹�–�—�ƒ�–�‹�‘�•�� �‹�•�� �™�Š�‹�…�Š�� �ƒ�� �„�‘�•�•�� �”�‡�“�—�‹�”�‡�•�� �ƒ�•��
employee to �†�‘�� �•�‘�•�‡�–�Š�‹�•�‰�� �–�Š�ƒ�–�� �–�Š�‡�� �‡�•�’�Ž�‘�›�‡�‡�� �Ž�ƒ�…�•�•�� �–�Š�‡�� �ƒ�„�‹�Ž�‹�–�›�� �–�‘�� �†�‘�ï�á�� �ˆ�‘�”��
�‹�•�•�–�ƒ�•�…�‡���‹�ˆ���î���ƒ�����•�—�’�‡�”�˜�‹�•�‘�”���ƒ�–���–�Š�‡���’�‘�•�–���‘�ˆ�ˆ�‹�…�‡�ï���†�‡�•�ƒ�•�†�•���î�–�Š�ƒ�–���ƒ���•�ƒ�‹�Ž���…�ƒ�”�”�‹�‡�”���…�‘�‘�•��
a soufflé for everyone in the post office in the next five minutes when the 
employee does not even know what a so�—�ˆ�ˆ�Ž�±���‹�•�ï����ibid., 271). It would be unfair 
of the boss to demand that the employee do this, and expect that the demand 
is met; the suggestion is that the correct moral theory must imply that this 
would be an unfair demand, and that it must have this implication because it 
must contain or imply a general principle which states that it is unfair for one 
agent to demand that another agent do something that the second agent 
�…�ƒ�•�•�‘�–���†�‘�á���‹�•���™�Š�ƒ�–�‡�˜�‡�”���•�‡�•�•�‡���‘�ˆ���î�…�ƒ�•�ï���™�‡���–�Š�‹�•�•���‹�•���”�‡�Ž�‡�˜�ƒ�•�–���Š�‡�”�‡�ä�� 

Second, the notion of fairness that figures in this claim is not a 
distributive notion: even if the boss of the post office indiscriminately requires 
of all of his employees that they do things they cannot do, the particular 
employee who is expected to make a soufflé in the next five minutes can still 
object to this particular demand on grounds of unfairness (cf. Graham 2011: 
365). Let us grant, for the sake of argument, that there is a non-distributive 
notion of unfairness,45 and that this notion can be appealed to in explaining 
                                                             
45 This assumption is not uncontroversial. To illustrate why it is not, consider the 
following famous anecdote:  
 

During a trial about alleged police brutality, a lawyer asked Sydney 
[Morgenbesser] under oath whether the police had beat him up unfairly and 
unjustly. He replied that the police had assaulted him unjustly, but not unfairly. 
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�™�Š�›�� �–�Š�‡�”�‡�� �‹�•�� �•�‘�•�‡�–�Š�‹�•�‰�� �‹�•�ƒ�’�’�”�‘�’�”�‹�ƒ�–�‡�� �ƒ�„�‘�—�–�� �‘�”�� �ƒ�•�‹�•�•�� �™�‹�–�Š�� �î�ƒ�‰�‡�•�–-
�”�‡�“�—�‹�”�‡�•�‡�•�–�•�ï�� �’�‡�”�–�ƒ�‹�•�‹�•�‰�� �–�‘�� �ƒ�…�–�‹�‘�•�•�� �–�Š�ƒ�–�� �–�Š�‘�•�‡�� �—�’�‘�•�� �™�Š�‘�•�� �ƒ�•�� �ƒ�‰�‡�•�–-
�”�‡�“�—�‹�”�‡�•�‡�•�–���‹�•���‹�•�’�‘�•�‡�†���…�ƒ�•�•�‘�–���’�‡�”�ˆ�‘�”�•�á���‹�•���™�Š�ƒ�–�‡�˜�‡�”���•�‡�•�•�‡���‘�ˆ���î�…�ƒ�•�ï���™�‡���–�Š�‹�•�•���‹�•��
relevant here.  

How does this bear on whether O������ �‹�•�� �–�”�—�‡�ë�� ���‘�’�’�ï�•�� �‹�†�‡�ƒ�� �•�‡�‡�•�•�� �–�‘�� �„�‡��
this. The correct moral theory, he suggests, must imply the general principle 
�Œ�—�•�–�� �•�‘�–�‡�†�á�� �™�Š�‹�…�Š�� �™�‡�� �…�ƒ�•�� �…�ƒ�Ž�Ž�� �î�ˆ�ƒ�‹�”�� �†�‡�•�ƒ�•�†�•�� �s�ï�� �ˆ�‘�”�� �‡�ƒ�•�‡�� �‘�ˆ�� �”�‡�ˆ�‡�”�‡�•�…�‡�á�� �ƒ�•�†��
summarily state as follows: 
 

Fair demands 1 (FD1): For any agents S1, S2, and action A, it is unfair for S1 
to demand, require, or expect that S2 do A if S2 cannot do A 

 
If the true moral theory implies FD1, then the true moral theory must, on the 
pain of incoherence, also imply the contrapositive of OIC: 
 

�î���ƒ�•�•�‘�–�ï���‹�•�’�Ž�‹�‡�• �î�•�‘�–���‘�—�‰�Š�–�ï: For any agent S, and action A, if S cannot do A, 
then it is not the case that S is morally obligated to do A 

 
And from this claim, OIC follows. Why, though, is it incoherent to accept FD1 
and reject OIC? Neither claim obviously entails the other; they appear to be 
logically independent. If there is a problem of incoherence lurking somewhere, 
we must do a little work to uncover it. Here is one way to spell the argument 
out. Assume, for reductio, the following: 

 
1. Morality demands, of some agent S, that S do A, and S cannot do A. 
 

���s���á�� ���� �ƒ�•�•�—�•�‡�á�� �‹�•�� �‡�“�—�‹�˜�ƒ�Ž�‡�•�–�� �–�‘�� �î�–�Š�‡�”�‡�� �‹�•�� �ƒ�•�� �ƒ�‰�‡�•�–��S and action A such that S is 
under an obligation to do A and S cannot do A�ï�á���ƒ�•�†���–�Š�—�•���‹�–���‹�•���‡�“�—�‹�˜�ƒ�Ž�‡�•�–���–�‘���–�Š�‡��
�†�‡�•�‹�ƒ�Ž�� �‘�ˆ�� �������ä�� ���‘�™�á�� �‹�ˆ�� �î�•�‘�”�ƒ�Ž�‹�–�›�ï�� �…�ƒ�•�� �‘�…�…�—�’�›�� �–�Š�‡�� �’�Ž�ƒ�…�‡�� �‘�ˆ�� �ƒ�•�� �ƒ�‰�‡�•�–-variable in 
FD1, we can infer that, therefore, 
 

2. There is an agent S such that morality makes unfair demands of S. 
 
Finally, we can add the following, reasonable-sounding premise: 

                                                                                                                                                           
���Š�‡�� �Ž�ƒ�™�›�‡�”�� �™�ƒ�•�� �’�—�œ�œ�Ž�‡�†�ä�� �ò���‘�™�� �‹�•�� �–�Š�ƒ�–�� �’�‘�•�•�‹�„�Ž�‡�ë�ó�� �Š�‡�� �“�—�‡�”�‹�‡�†�ä�� �ò���‡�Ž�Ž�á�ó�� ���›�†�•�‡�›��
�”�‡�’�‘�”�–�‡�†�Ž�›�� �•�ƒ�‹�†�á�� �ò���Š�‡�›�� �„�‡�ƒ�–�� �•�‡�� �—�’�� �—�•�Œ�—�•�–�Ž�›�á�� �„�—�–�� �•�‹�•�…�‡�� �–�Š�‡�›�� �†�‹�†�� �–�Š�‡�� �•�ƒ�•�‡�� �–�Š�‹�•�‰�� �–�‘��
everyone else, it was not �—�•�ˆ�ƒ�‹�”�ä�ó�� 

 
(This report is taken from Fletcher, G. P. [2005: 548].) What Morgenbesser seems to 
suggests is that fairness is essentially distributive, i.e., that it makes no sense to say of 
some agent S that S has been treated unfairly if all of the other relevant agents 
received a similar treatment as S received, although S can be treated unjustly under 
such circumstances. The opportunity to cite this anecdote was too good to pass up on. 
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3. It is impossible that morality makes unfair demands of any agents. 

 
As Copp sees things�á�� �î�‹�–�� �‹�•�� �•�‘�–�� �‹�•�–�‡�Ž�Ž�‹�‰�‹�„�Ž�‡�� �–�‘ suppose that morality itself is 
�•�‘�”�ƒ�Ž�Ž�›���—�•�ˆ�ƒ�‹�”�ï�����t�r�r�u�ã���t�y�v���ä�����Š�‡���…�‘njunction of (1)-(3) and FD1 appears to be 
inconsistent: if the demand that S do A is unfair if S cannot do A, and if 
morality cannot make unfair demands, then morality cannot demand that S do 
A, contrary to what (1) asserts. If on the other hand morality does demand 
that S do A, then either the demand is not unfair (and so FD1 is false), or 
morality can make unfair demands (and so (3) is false). Since both FD1 and (3) 
are intuitively plausible, it seems that (1) must be rejected. 
  If the argument from fairness, thus construed, is a successful way of 
supporting OIC, can we defend ACCESS as a corollary to OIC?46 A successful 
indirect argument drawing on this defense of OIC against inaccessible 
�‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�•���–�Š�ƒ�–���‹�•���•�‘�†�‡�Ž�‡�†���‘�•�����‘�’�’�ï�•���•�—�‰�‰�‡�•�–�‹�‘�•���”�‡�“�—�‹�”�‡�•���ƒ���†�‹�ˆferent principle 
governing the fairness of agent-requirements; something like this:  
 

Fair Demands 2 (FD2): for any agents S1, S2, and action A, it is unfair for S1 
to demand, require, or expect that S2 do A if S1 does not inform S2 about this 
demand, and S2 has no other way to find out about the demand that S1 
issued 

 
To illustrate: if, say, the supervisor of the post office demands that his 
employees to perform some specific combination of dance moves whenever 
they come across a piece of mail for the governor, but he does not inform his 
employees of this demand, and also they have no other way of finding out that 
he expects them to do so, the demand that they perform the specific dance 
moves when they come across mail for the governor is also unfair (according 
to FD2); perhaps this demand is as unfair as a demand for something that the 
employees cannot do. Does FD2 enjoy the same intuitive plausibility as FD1? 
Speaking only for myself, I find FD2 less immediately attractive than FD1, but 

                                                             
46 Again, as an aside, we can note that as Copp formulates it, the argument from 
�ˆ�ƒ�‹�”�•�‡�•�•�� �…�ƒ�•�•�‘�–�� �•�—�’�’�‘�”�–�� �ƒ�•�›�� �’�ƒ�”�–�‹�…�—�Ž�ƒ�”�� �”�‡�ƒ�†�‹�•�‰�� �‘�ˆ�� �î�…�ƒ�•�ï�� �‹�•�� �–�Š�‡�� ������-principle, and it 
cannot do so for the same reason the argument from blame failed on this front: for any 
�ƒ�‰�‡�•�–�� �ƒ�•�†�� �ƒ�…�–�‹�‘�•�� �™�Š�‡�”�‡�� �™�‡�� �–�Š�‹�•�•�� �î�‘�—�‰�Š�–�ï�� �†�‘�‡�•�� �•�‘�–�� �ƒ�’�’�Ž�›�� �™�‡�� �•�—�•�–��already have 
determined that an agent cannot perform a certain action, before FD1 applies to the 
�•�‹�–�—�ƒ�–�‹�‘�•�ä�����ˆ���™�‡���™�‡�”�‡���–�‘���•�‘�˜�‡���ˆ�”�‘�•���î�‹�ˆ���•�‘�”�ƒ�Ž�‹�–�›���™�‘�—�Ž�†���†�‡�•�ƒ�•�†�á���‘�ˆ���•�‘�•�‡���ƒ�‰�‡�•�–��S, that S 
perform some action, A�á���–�Š�‡�•���–�Š�‹�•���†�‡�•�ƒ�•�†���™�‘�—�Ž�†���„�‡���—�•�ˆ�ƒ�‹�”�ï���–�‘���îS cannot do A�ï�á���™�‡���ƒ�‰�ƒin 
would be affirming the consequent, for FD1 is a mere conditional, not a bi-conditional, 
just like the first premise of the argument from blame. So once again, therefore, if 
section (3.1) did not succeed in showing there is no sound direct argument, there 
�ƒ�’�’�‡�ƒ�”�•�� �–�‘�� �„�‡�� �•�‘�� �Š�‘�’�‡�� �‘�ˆ�� �†�‡�ˆ�‡�•�†�‹�•�‰�� �•�‘�•�‡�� �Ž�‘�‰�‹�…�ƒ�Ž�Ž�›�� �•�–�”�‘�•�‰�� �•�‡�•�•�‡�� �‘�ˆ�� �î�…�ƒ�•�ï�� �ƒ�•�� �–�Š�‡�� �‘�•�‡��
relevant to moral obligation if this is how OIC is justified. 
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if we grant this second principle for the sake of argument, then the defense of 
ACCESS as a corollary to OIC is straightforward: morality makes no unfair 
demands, as (3) states, and so if inaccessible obligations are unfair, then there 
are no inaccessible obligations.  
 In its present form, however, neither the argument from fairness for 
OIC nor the indirect argument for ACCESS is acceptable. Recall that, in getting 
�ˆ�”�‘�•�� ���s���� �–�‘�� ���t���á�� �™�‡�� �Š�ƒ�†�� �–�‘�� �ƒ�•�•�—�•�‡�� �–�Š�ƒ�–�� �î�•�‘�”�ƒ�Ž�‹�–�›�ï�� �…�ƒ�•�� �‘�…�…�—�’�›�� �–�Š�‡�� �’�Ž�ƒ�…�‡�� �‘�ˆ�� �ƒ�•��
agent-variable in FD1, and that assumption surely looks like a category 
mistake. (The same holds for the indirect argument, which obviously also 
relies on a claim about agent-requirements.) As Nomy Arpaly puts the point in 
�…�‘�•�•�‡�•�–�‹�•�‰�� �‘�•�� ���‘�’�’�ï�•�� �ƒ�”�‰�—�•�‡�•�–�á�� �–�Š�‹�•�� �î�‹�•�� �™�Š�‡�”�‡�� ���•�•�…�‘�•�„�‡�� �™�‘�—�Ž�†�� �’�”�‘�„�ƒ�„ly 
suspect us of being under the spell of regarding morality as a set of commands 
�ˆ�”�‘�•���ƒ���…�‡�Ž�‡�•�–�‹�ƒ�Ž���„�‘�•�•�á���™�Š�‘���…�ƒ�•���„�‡���ˆ�ƒ�‹�”���‘�”���—�•�ˆ�ƒ�‹�”���–�‘���—�•�ï�����t�r�r�x�ã���s�r�y���ä�����–���•�‡�‡�•�•���•�ƒ�ˆ�‡��
�–�‘�� �ƒ�•�•�—�•�‡�� �–�Š�ƒ�–�� �–�Š�‡�”�‡�� �‹�•�� �•�‘�� �î�…�‡�Ž�‡�•�–�‹�ƒ�Ž�� �„�‘�•�•�ï�� �™�Š�‘�•�‡�� �‘�”�†�‡�”�•�� �…�‘�•�•�–�‹�–�—�–�‡�� �‘�”�� �‹�•�’�Ž�›��
what we, earthly mortals are morally required to do; given this assumption, 
�™�‡���…�ƒ�•�•�‘�–�� �’�‡�”�•�‘�•�‹�ˆ�›�� �î�•�‘�”�ƒ�Ž�‹�–�›�ï�� �ƒ�•�†�� �”�‡�Ž�›�� �‘�•�� �ƒ�� �’�”�‹�•�…�‹�’�Ž�‡�� �‰�‘�˜�‡�”�•�‹�•�‰���–�Š�‡���ˆ�ƒ�‹�”�•�‡�•�•��
of demands made by agents. And that means that we cannot infer (2) from (1) 
and FD1; nor, for that matter, can we rely on FD2 in an argument from fairness 
against inaccessible obligations. 

Copp is not unaware of this problem with the argument, and writes 
�–�Š�ƒ�–�� �î���™���Š�‡�•�� �ƒ�� �’�‡�”�•�‘�•�� �‹�•��morally required to do something there is not 
normally some agent who is requiring her to do �‹�–�ï�� ���t�r�r�u�ã�� �t�y�s�á�� �‡�•�’�Š�ƒ�•�‡�•�� �‹�•��
original). He proposes that we instead look at his suggestion as follows:  
 

[I]f there would be no unfairness in the fact that a person is morally 
required to do something she is unable to do, then it is unclear why it 
would be �—�•�ˆ�ƒ�‹�”�á���‘�”���™�Š�‡�”�‡���–�Š�‡���—�•�ˆ�ƒ�‹�”�•�‡�•�•���™�‘�—�Ž�†���„�‡�á���‹�•���ƒ�•���ƒ�‰�‡�•�–�ï�•���”�‡�“�—�‹�”�‹�•�‰��
a person to do something who is unable to do it (ibid., 272). 

 
The idea here seems to be that we should reverse the order of explanation: 
what is primary is the idea that a demand or requirement (etc.) is as such 
unfair whenever the action that is required is something that an agent cannot 
do, and that it is this principle which explains why it is unfair if an agent 
requires or expects another agent to do something that the latter agent cannot 
do.47 We can construct the revised argument from fairness for OIC as an 
inference to the best explanation: FD1 is true, and the best explanation of why 
FD1 is true is that FD3 is true: 
 

                                                             
47 I am not sure whether Copp would agree to this way of interpreting the quoted 
passage, for he does not distinguish as clearly as I do the different ways of 
understanding the argument, but it seems charitable to read him in this way, as it 
appears to provide a reply to the objection to the first version of the argument. 
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Fair Demands 3 (FD3): For any agent S, and action A, if S is required to do A, 
and S cannot do A, then the requirement that S do A is unfair 

 
The revised argument from fairness now goes as follows: since FD3 figures in 
the best explanation of a true claim (FD1), FD3 is true, and since morality 
cannot be unfair (as (3) states), there cannot be obligations to do something 
that one cannot do, and so therefore, OIC is true. This version of the argument 
avoids personifying �î�•�‘�”�ƒ�Ž�‹�–�›�ï�á�� �ˆ�‘�”�� �	���u�� �‹�•�� �•�‘�–�� �ƒ�� �’�”�‹�•�…�‹�’�Ž�‡�� �ƒ�„�‘�—�–�� �ƒ�‰�‡�•�–-
requirements, but instead one that covers requirements in general; in this 
respect, it is a clear improvement over the original. The revised indirect 
argument from fairness, which seeks to establish ACCESS as a corollary to OIC, 
appeals to a yet further principle about fair demands: 
 

Fair Demands 4 (FD4): For any agent S, and action A, if S is required to do A, 
and S is unaware of this requirement and unable to find out about it, the 
requirement that S do A is unfair 

 
FD4 is justified because it figures in the best explanation of why FD2 is true, 
and once again, since morality makes no unfair demands, there are no 
inaccessible obligations, and so ACCESS is true.48 

While more promising than the original version, the revised argument 
from fairness for OIC (and the revised indirect argument) is hardly problem-
free. �	�‘�”���‘�•�‡�á���™�‡���…�ƒ�•���‘�„�Œ�‡�…�–���–�Š�ƒ�–���‘�—�”���‹�•�–�—�‹�–�‹�˜�‡���‰�”�ƒ�•�’���‘�ˆ���–�Š�‡���•�‘�–�‹�‘�•���‘�ˆ���ƒ�•���î�—�•�ˆ�ƒ�‹�”��
�†�‡�•�ƒ�•�†�ï�� �•�–�‡�•�•�� �ˆ�”�‘�•�� �…�‘�•�•�‹�†�‡�”�‹�•�‰�� �î�ƒ�‰�‡�•�–-�”�‡�“�—�‹�”�‡�•�‡�•�–�•�ï�ä�� ���†�•�‹�–�–�‡�†�Ž�›�á�� �™�‡�� �…�ƒ�•��
make sense of this notion in the context of one agent requiring another to do 
something (for instance, when the action required is one that the agent cannot 
perform), and while perhaps we can abstract from our grasp of such cases to 
�–�Š�‡���•�‘�”�‡���‰�‡�•�‡�”�ƒ�Ž���‹�†�‡�ƒ���‘�ˆ���ƒ�•���î�—�•�ˆ�ƒ�‹�”���”�‡�“�—�‹�”�‡�•�‡�•�–�ï���ˆ�‹�‰�—�”�‹�•�‰���‹�•���	���u�á���‹�ä�‡�ä�á���‘�•�‡���–�Š�ƒ�–��
is not issued by an agent, if we were to reverse the order of explanation, we 
would get things backwards conceptually. It is no accident that Copp himself 
starts out with an example of an unfair demand made by an agent on another 
agent in introducing the argument from fairness, as thoughts about the 
unfairness of requirements have their home in the context of thinking about 
�î�ƒ�‰�‡�•�–-�”�‡�“�—�‹�”�‡�•�‡�•�–�•�ï�ä�����•�†���–�Š�‹�•���•�ƒ�›���Ž�‡�ƒ�†���—�•���–�‘���“�—�‡�•�–�‹�‘�•���™�Š�‡�–�Š�‡�”���	���u���”�‡�ƒ�Ž�Ž�›���‹�•���ƒ��

                                                             
48 Peter Graham (2011: 365-67) considers this extension of the argument from 
fairness, and he takes the fact that considerations of fairness appear to support an 
accessibility constraint on deontic status to be sufficient ground for rejecting what he 
�…�ƒ�Ž�Ž�•�� �î�–�Š�‡�� �ˆ�ƒ�‹�”�•�‡�•�•�� �•�‘�–�‹�˜�ƒ�–�‹�‘�•�ï�� �ˆ�‘�”�� �������á�� �„�‡�…�ƒ�—�•�‡ �Š�‡�� �ˆ�‹�•�†�•�� �–�Š�‡�� �‹�•�’�Ž�‹�…�ƒ�–�‹�‘�•�� �î�Š�‹�‰�Š�Ž�›��
�‹�•�’�Ž�ƒ�—�•�‹�„�Ž�‡�ï�ä�� ���� �ƒ�‰�”�‡�‡�� �™�‹�–�Š�� �–�Š�‹�•�� �ƒ�•�•�‡�•�•�•�‡�•�–�á�� �„�—�–�� �‰�‹�˜�‡�•�� �–�Š�ƒ�–�� �–�Š�‡�� �–�”�—�–�Š�� �‘�ˆ�� �������������� �‹�•�á�� �‘�ˆ��
course, precisely what is at stake here, I cannot follow Graham in motivating a 
rejection of the argument from fairness on the grounds of the fact that it supports the 
thesis that I am trying to argue against.  
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good explanation of FD1 (and the same goes for whether FD4 is a good 
explanation of FD2). 
 Admittedly, by itself this first point is merely suggestive��generally, the 
�î�‘�”�†�‡�”�� �‘�ˆ�� �†�‹�•�…�‘�˜�‡�”�›�ï�� �‹�•�� �•�‘�–�� �•�‡�…�‡�•�•�ƒ�”�‹�Ž�›�� �‹�†�‡�•�–�‹�…�ƒ�Ž�� �–�‘�� �–�Š�‡�� �î�‘�”�†�‡�”�� �‘�ˆ�� �Œ�—�•�–�‹�ˆ�‹�…�ƒ�–�‹�‘�•�ï�á��
and so it can still be true that what accounts for unfairness in the case of 
agent-requirements is the fact that any requirement is as such unfair if it 
concerns an action that the agent who is under the requirement cannot 
perform. We can make the point more robust if we can defend the claim that it 
does not really make sense to assess moral requirements as fair or unfair. 
Here is why I find this attractive. We can and do use the same term, 
�î�”�‡�“�—�‹�”�‡�•�‡�•�–�ï�á���„�‘�–�Š���ˆ�‘�”���†�‡�•�…�”�‹�„�‹�•�‰���ƒ�•���‡�š�’�‡�…�–�ƒ�–�‹�‘�•���–�Š�ƒ�–���‘�•�‡���ƒ�‰�‡�•�–���Š�ƒ�•���ƒ�„�‘�—�–���–�Š�‡��
behavior of another, and for the deontic status of an action (recall that we 
�ƒ�•�•�—�•�‡�†���–�Š�ƒ�–���î�†�‘�‹�•�‰��A is obligatory for S�ï���‹�•���‡�“�—�‹�˜�ƒ�Ž�‡�•�–���–�‘���îS is morally required 
to do A�ï���ä�� ���‘�™�‡�˜�‡�”�á�� �–�Š�‡�� �’�”�‘�’�‡�”�–�‹�‡�•�� �‘�ˆ�� �ƒ�…�–�‹�‘�•�•�� �–�Š�ƒ�–�� �™�‡�� �”�‡�ˆ�‡�”�� �–�‘�� �‹�•�� �–�Š�‡�•�‡�� �–�™�‘��
different uses of the term do not fall into the same ontological category. Used 
in the first way, the feature referred to is a relation between facts about the 
mental state that some particular agent is in, viz., the fact that the agent who 
�î�‹�•�•�—�‡�•�ï���–�Š�‡���”�‡�“�—�‹�”�‡�•�‡�•�–���‡�š�’�‡�…�–�•���ƒ�•�‘�–�Š�‡�”���ƒ�‰�‡�•�–���–�‘���ƒ�…�–���‹�•���ƒ���’�ƒ�”�–�‹�…�—�Ž�ƒ�”���™�ƒ�›�á���ƒ�•�†���ƒ��
particular action; the other is a moral feature of an action. These are distinct 
sorts of properties, because instantiating the latter property entails that there 
are good reasons to act in accordance with the requirement, whereas 
instantiating the former does not��although there are of course situations in 
which the fact that one agent expects another to act in a certain way, when 
this is combined with certain other facts, entails that there are good reasons to 
act in the way expected. We might put this by saying that while the property 
referred to by a moral requirement is normative, the property referred to by 
an agent-requirement is not;49 this marks an important ontological divide. 

���‹�•�…�‡���–�Š�‡���–�‡�”�•���î�”�‡�“�—�‹�”�‡�•�‡�•�–�ï���”�‡�ˆ�‡�”�•���–�‘���”�ƒ�†�‹�…�ƒ�Ž�Ž�›���†�‹�ˆ�ˆ�‡�”�‡�•�–���ˆ�‡�ƒ�–�—�”�‡�•���–�Š�ƒ�–��
an action may have in these different uses of it, and if I am right that our 
�—�•�†�‡�”�•�–�ƒ�•�†�‹�•�‰�� �‘�ˆ�� �–�Š�‡�� �…�Š�ƒ�”�‰�‡�� �‘�ˆ�� �—�•�ˆ�ƒ�‹�”�•�‡�•�•�� �Š�ƒ�•�� �‹�–�•�� �î�Š�‘�•�‡�ï�� �‹�•�� �–�Š�‡�� �…�‘�•�–�‡�š�–�� �‘�ˆ��
thinking about what Copp refers �–�‘�� �ƒ�•�� �î�ƒ�‰�‡�•�–-�”�‡�“�—�‹�”�‡�•�‡�•�–�•�ï�á�� �–�Š�‡�•�� �™�Š�›�� �‹�•�� �–�Š�‡��
charge, which we are familiar with when it pertains to certain mental states of 
agents, also one that can apply to properties that actions may have which fall 
into a fundamentally different ontological category? If there is an answer to 
this question, I do not know what it is supposed to be. If there is no answer, 
then FD3 is not a good explanation of FD1, nor is FD4 a good explanation of 
�	���t�ã�� �	���s�� �ƒ�•�†�� �	���t�� �„�‘�–�Š�� �ƒ�–�–�”�‹�„�—�–�‡�� �ƒ�� �•�‘�”�ƒ�Ž�� �’�”�‘�’�‡�”�–�›�� ���î�—�•�ˆ�ƒ�‹�”�•�‡�•�•�ï���� �–�‘�� �ƒ�� �•�‘�•-
moral property (viz., the relation between an action and the mental state of an 
agent), whereas FD3 and FD4, provided that they are assumed to bear on the 
question of whether OIC and ACCESS are true, respectively, attribute a moral 

                                                             
49 ���‡�‡�����Š�ƒ�’�–�‡�”���v���ˆ�‘�”���ˆ�—�”�–�Š�‡�”���†�‹�•�…�—�•�•�‹�‘�•���‘�ˆ���–�Š�‹�•���—�•�‡���‘�ˆ���î�•�‘�”�•�ƒ�–�‹�˜�‡�ï�á���‹�•���’�ƒ�”�–�‹�…�—�Ž�ƒ�”���•�‡�…�–�‹�‘�•�•��
(4.1.1) and (4.2.4). 
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�’�”�‘�’�‡�”�–�›�� ���î�—�•�ˆ�ƒ�‹�”�•�‡�•�•�ï���� �–�‘ �ƒ�� �•�‘�”�ƒ�Ž�� �’�”�‘�’�‡�”�–�›�� ���î�‘�„�Ž�‹�‰�ƒ�–�‘�”�‹�•�‡�•�•�ï���ä�� ���‡�� �•�‹�‰�Š�–�� �’�—�–��
this by saying that these sets of principles have different subject-matters, and 
the members of the latter set thus cannot help explaining why the members of 
the former set are true, if they are true. 

If this is right, then the main source of support for FD3 and FD4 (that 
is, their figuring in the best explanation of FD1 and FD2) drops out. These 
remarks also bring out two other problems with arguments building on FD3 
and FD4. First of all, the revised arguments arguably involve a category 
mistake as well, as did the original ones: what can be fair or unfair is what we 
expect of others, how we treat them, how we distribute goods among them, 
and so on, but ascribing fairness or unfairness to deontic facts (i.�‡�ä�á���ƒ�•���ƒ�…�–�‹�‘�•�ï�•��
being obligatory, or wrong) looks simply incoherent��deontic facts or 
properties are just not the sort of thing that can be fair or unfair. While, then, 
Copp is right when h�‡�� �™�”�‹�–�‡�•�� �–�Š�ƒ�–�� �î�‹�–�� �‹�•�� �•�‘�–�� �‹�•�–�‡�Ž�Ž�‹�‰�‹�„�Ž�‡�� �–�‘�� �–�Š�‹�•�•�� �–�Š�ƒ�–�� �•�‘�”�ƒ�Ž�‹�–�›��
itself �•�‹�‰�Š�–�� �„�‡�� �•�‘�”�ƒ�Ž�Ž�›�� �—�•�ˆ�ƒ�‹�”�ï�á�� �–�Š�‡�� �’�”�‘�’�‡�”�� �…�‘�•�…�Ž�—�•�‹�‘�•�� �–�‘�� �†�”�ƒ�™�� �ˆ�”�‘�•�� �–�Š�‹�•��
�‘�„�•�‡�”�˜�ƒ�–�‹�‘�•���‹�•���•�‘�–���–�Š�ƒ�–���î�•�‘�”�ƒ�Ž�‹�–�›���‹�–�•�‡�Ž�ˆ�ï���–�Š�‡�”�‡�ˆ�‘�”�‡���Š�ƒ�•���–�‘���„�‡���ˆ�ƒ�‹�”�á���„�—�–���”�ƒ�–�Š�‡�”���–�Š�ƒ�–��
assessments of fairness and unfairness make no sense when these concern the 
moral status of acts. If this is correct, then both FD3 and FD4 must be rejected 
as meaningless, and thus incapable of supporting any conclusion 
whatsoever.50 

Second, even if I am wrong, and the moral status of acts can be 
assessed as fair or unfair, the above remarks also highlight the rather peculiar 
nature of the arguments building on FD3 and FD4: these arguments have the 
�ˆ�‘�”�•�� �‘�ˆ�� �î�‹�–�� �™�‘�—�Ž�†�� �„�‡�� �—�•�ˆ�ƒ�‹�”�� �‹�ˆ��X, therefore, not-X�ï�á�� �™�Š�‡�”�‡�� �îX�ï�� �‹�•�� �‹�–�•�‡�Ž�ˆ�� �ƒ�� �•�‘�”�ƒ�Ž��
claim. To be sure, these arguments are not identical in form to arguments of 
the for�•�� �î�‹�–���™�‘�—�Ž�†���„�‡�� �‰�‘�‘�†�� �‹�ˆ��X, therefore, X�ï�� �™�Š�‡�”�‡�� �îX�ï�� �‹�•�� �‡�‹�–�Š�‡�”�� �ƒ�� �•�‘�”�ƒ�Ž���‘�”�� �ƒ�•��
evaluative claim, which were discussed in the previous chapter (section 2.4), 
but they do resemble those. I rejected the latter argument-form on grounds of 
the fact that it supports wildly implausible conclusions, such as that the actual 
world is the best of all possible worlds. A comparable problem exists for 
�ƒ�”�‰�—�•�‡�•�–�•���‘�ˆ���–�Š�‡���ˆ�‘�”�•���î�‹�–���™�‘�—�Ž�†���„�‡���—�•�ˆ�ƒ�‹�”���‹�ˆ��X, therefore, not-X�ï�ä�����Š�‡���’�”�‘�„�Ž�‡�•���‹�•��
this: if it is unfair that S is required to do A whenever S cannot do A, then 
presumably, the assessment extends temporally. If S did not do A (even though 
S could, at the time, have done A), S now no longer can do A��the time for doing 
so has passed. If being required to do A is unfair when one cannot do A, then it 
seems plausible that a requirement to have done A becomes unfair as soon as 
the time at which A could have been done has passed��at the very least, I do 
not see a reason why this would not be the case. If the charge of unfairness is 

                                                             
50 ���Š�‡�Ž�Ž�›�� ���ƒ�‰�ƒ�•�� �‘�ˆ�ˆ�‡�”�•�� �ƒ�� �…�‘�•�’�ƒ�”�ƒ�„�Ž�‡�� �†�‹�ƒ�‰�•�‘�•�‹�•�� �‘�ˆ�� �–�Š�‡�� �•�—�‰�‰�‡�•�–�‹�‘�•�� �–�Š�ƒ�–�� �î�•�‘�”�ƒ�Ž�‹�–�›�ï�� �•�‹�‰�Š�–��
�˜�‹�‘�Ž�ƒ�–�‡�� �ƒ�� �…�‘�•�•�–�”�ƒ�‹�•�–�� �ƒ�‰�ƒ�‹�•�•�–�� �Š�ƒ�”�•�‹�•�‰�� �‹�ˆ�� �–�Š�‡�”�‡�� �ƒ�”�‡�� �•�‘�� �‘�’�–�‹�‘�•�•�� �–�‘�� �’�—�”�•�—�‡�� �‘�•�‡�ï�•�� �‘�™�•��
�‹�•�–�‡�”�‡�•�–�â���ƒ�•���Š�‡���’�—�–�•���‹�–�á���î�Š�‡�”�‡���™�‡���Š�ƒ�˜�‡���ƒ���…�ƒ�•�‡���‹�•���™�Š�‹�…�Š���–�Š�‡���’�‡�”�•�‘�•�‹�ˆ�‹�…�ƒ�–�‹�‘�•���‘�ˆ���•�‘�”�ƒ�Ž�‹�–�›���…�ƒ�•��
�Ž�‡�ƒ�†���—�•���‹�•�–�‘���‡�”�”�‘�”�ï�����s�{�z�{�ã���t�r�z���ä 
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appropriate when applied to requirements to do things that one can no longer 
do, and if there is no such thing as an unfair moral requirement, then it seems 
that there is no past action such that its performance is still fairly required 
now, and this implies that no actually performed action is morally wrong (for 
�îS acted wrongly in doing A�ï���‡�•�–�ƒ�‹�Ž�•���îS was required to not have done A�ï���ä�����Š�ƒ�–��
is, as soon as one does A, one can no longer be required to have done anything 
other than A, for that requirement would be unfair if FD3 is true. We might say 
that moral requirements disappear when the time for action has passed, if the 
revised argument from fairness for OIC is sound. This conclusion is sufficiently 
absurd to reject the ban on unfair moral requirements that premise (3) 
asserts. So, even if FD3 and FD4 are meaningful statements, there is no way to 
get from them to either OIC or to ACCESS. 

Summing  up, I have argued that (a) the original arguments from 
fairness rest on a category mistake (because it involves in personifying 
�î�•�‘�”�ƒ�Ž�‹�–�›�ï���á�� �ƒ�•�†�� �–�Š�ƒ�–�� ���„�����–�Š�‡���”�‡�˜�‹�•�‡�†�� �ƒ�”�‰�—�•�‡�•�–�� �ˆ�”�‘�•�� �ˆ�ƒ�‹�”�•�‡�•�•�� �„�‘�–�Š���ˆ�‘�”�� �������� �ƒ�•�†��
for ACCESS not only do so as well if FD3 and FD4 are meaningless, as I 
suggested they are, but furthermore, that (c) their key premises, FD3 and FD4, 
lack support even if they are meaningful, because they do not help explain FD1 
and FD2. And finally, these arguments also (d) depend on a premise, (3), that 
generates the absurd implication that moral requirements disappear when the 
time for action has passed. The upshot is that, first, the argument from fairness 
for OIC should be rejected in both of its formulations, and second, that the 
same goes for the two indirect arguments for ACCESS which build on the 
arguments from fairness for OIC. 
 
 
3.4. Indirect arguments III: what is deontic evaluation for?  
 
The third and last justification for the OIC-principle that I want to discuss 
appeals to a claim about the function, purpose, aim, or point��I will treat these 
terms as interchangeable in what follows��of morality. More specifically, the 
appeal is to a claim about the aim of deontic evaluation, i.e., a claim about the 
point or purpose of evaluating objects as morally right, wrong, or obligatory. 
Numerous philosophers hold that the view the distinctive point of deontic 
evaluation is to provide guidance for our practical decision-making (in short, 
�î�–�‘�� �’�”�‘�˜�‹�†�‡�� �’�”�ƒ�…�–�‹�…�ƒ�Ž�� �‰�—�‹�†�ƒ�•�…�‡�ï���ä�� ���•�� ���Š�”�‹�•�–�‹�•�‡�� ���‘�”�•�‰�ƒ�ƒ�”�†�� �’�—�–�•�� �‹�–�á�� �î���–���Š�‡�� �”�‘�Ž�‡�� �‘�ˆ��
�–�Š�‡���…�‘�•�…�‡�’�–���‘�ˆ���–�Š�‡���”�‹�‰�Š�–���å���‹�•���–�‘���‰�—�‹�†�‡���ƒ�…�–�‹�‘�•�ï�����t�r�r�u�ã���s�s�x���ä���	�‘�”���‡�ƒ�•�‡���‘�ˆ���”�‡�ˆ�‡�”�‡�•�…�‡�á��
we can call this clai�•���î���������������ï�ã 
 

PURPOSE: The purpose of deontic evaluation is to provide practical 
guidance 

 



99 
 

Put differently, providing practical guidance is what deontic evaluation is for. 
It is important to note that PURPOSE is not �ƒ�� �…�Ž�ƒ�‹�•�� �ƒ�„�‘�—�–�� �–�Š�‡�� �î�ƒ�‹�•�ï�� ���‡�–�…�ä���� �‘�ˆ��
giving an account of deontic status, and thus it is not vulnerable to the 
objections raised to such claims in the previous chapter; rather, I take it to be 
a claim about why we think and talk in deontic terms, or, better perhaps, why 
we have and use deontic concepts, i.e., the concepts RIGHT, WRONG, and 
OBLIGATORY.51 These concepts, the suggestion is, play a specific role in our 
practical deliberation and decision-making, and their playing this specific role 
is one of their essential features, if not defining of what they are. (The wording 
is deliberatively somewhat vague; the claim will be clarified below.) Those 
who accept this claim, or something very much like it, typically take PURPOSE 
to have substantive implications for what a proper account of deontic status 
will look like ��that the correct account of deontic status must imply, or at least 
be compatible with, the OIC-principle is merely one of the conditions that can 
be justified in this way, albeit perhaps the most obvious and least 
controversial one.52 

Regarding OIC, the argument that draws on PURPOSE is supposed to 
go something like this: the concept OBLIGATORY serves to single out, in a 
�†�‡�Ž�‹�„�‡�”�ƒ�–�‹�˜�‡�� �…�‘�•�–�‡�š�–�á�� �’�ƒ�”�–�‹�…�—�Ž�ƒ�”�� �ƒ�…�–�‹�‘�•�•�� �ƒ�•�� �–�Š�‘�•�‡�� �–�Š�ƒ�–�� �ƒ�”�‡�� �î�–�‘�� �„�‡�� �†�‘�•�‡�ï�â�� �–�Š�ƒ�–�� �‹�•��
what this concept is for. If the concept OBLIGATORY could properly apply to 
actions that one cannot perform, it would not be able to do what it is for, for 
�–�Š�‡�•�� �™�Š�ƒ�–�� �‹�•�� �î�–�‘�� �„�‡�� �†�‘�•�‡�ï�� �…�‘�—�Ž�†�� �„�‡�� �•�‘�•�‡�–�Š�‹�•�‰�� �–�Š�ƒ�–�� �‘�•�‡�� �…�ƒ�•�•�‘�–�� �†�‘�ä�� ���Š�‡�� �•�ƒ�•�‡��
goes for the concept WRONG: this concept is for ruling out actions, �ƒ�•���î�•�‘�–���–�‘���„�‡��
�†�‘�•�‡�ï�ä�� ���ˆ�� �–�Š�‡�� �…�‘�•�…�‡�’�–��WRONG could properly apply to actions that one cannot 
avoid performing, then it would not be able to do what it is for, for then it rules 
out what cannot be avoided. Given that playing this role in our practical 
deliberation and decision-making is (roughly) what deontic concepts are for, 
the OIC-principle has to be true, and therefore, any account of deontic status 
that conflicts with it is false.53, 54 

                                                             
51 Concepts will be denoted by small caps in what follows. 
52 Others have appealed to PURPOSE in (a) arguing that there cannot be single actions 
which are both wrong and obligatory at the same time (Smith 1986; I discuss this 
�’�ƒ�’�‡�”�� �ˆ�—�”�–�Š�‡�”�� �‹�•�� �–�Š�‡�� �–�‡�š�–�� �„�‡�Ž�‘�™���á�� ���„���� �ˆ�‘�”�•�—�Ž�ƒ�–�‹�•�‰�� �ƒ�•�� �‘�„�Œ�‡�…�–�‹�‘�•�� �–�‘�� �î�ƒ�…�–�—�ƒ�Ž�‹�•�•�ï�� �ƒ�„�‘�—�–��
obligation��roughly, the view that what one will do can be relevant to what one ought 
to do (Carlson 2002), (c) as part of a potential justification of the so-called principle of 
�î�•�‘�”�•�ƒ�–�‹�˜�‡�� �‹�•�˜�ƒ�”�‹�ƒ�•�…�‡�á�ï�� �™�Š�‹�…�Š�� �”�—�Ž�‡�•�� �‘�—�–�� �–�Š�‡�� �’�‘�•�•�‹�„�‹�Ž�‹�–�›�� �‘�ˆ�� �ƒ�•�� �ƒ�…�–�‹�‘�•�ï�•�� �†�‡�‘�•�–�‹�…�� �•�–�ƒ�–�—�•��
being dependent on whether that very action is performed (Bykvist 2007), and (d) in 
a critique of indirect forms of utilitarianism (Wiland 2007). 
53 For a defense of OIC along these lines, see Copp (2003: 272-75). 
54 On the face of it, if this is how the OIC-principle is justified, then its justification once 
again does not seem to provide any leverage at all in trying to determine what sense of 
�î�…�ƒ�•�ï���™�‹�Ž�Ž���ˆ�‹�‰�—�”�‡���‹�•���–he best formulation of the principle: it is precisely because an agent 
�…�ƒ�•�•�‘�–�� �’�‡�”�ˆ�‘�”�•�� �ƒ�� �…�‡�”�–�ƒ�‹�•�� �ƒ�…�–�‹�‘�•�� �–�Š�ƒ�–�� �–�Š�ƒ�–�� �ƒ�…�–�‹�‘�•�ï�•�� �„�‡�‹�•�‰�� �‘�„�Ž�‹�‰�ƒ�–�‘�”�›�� �™�‘�—�Ž�†�� �‹�•�’�Ž�›�� �–�Š�ƒ�–��
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If there is a successful argument for OIC from PURPOSE along these 
lines, then an indirect argument for ACCESS building on the materials 
provided can easily be formulated. This argument will go roughly as follows: if 
an account of deontic status does not imply ACCESS (or stronger even, implies 
the negation of ACCESS), this means that deontic evaluation cannot do what it 
is supposed to do if that account is correct, for agents cannot guide their 
practical decision-making by deontic evaluations of the alternatives open to 
them if they are unable to determine what the deontic status of these 
alternatives is��the successful practical guidance by deontic evaluation 
requires the ability to apply deontic concepts, and whenever we lack that 
ability, we cannot decide what to do on grounds of deontically evaluating the 
alternatives we face. Therefore, the correct account of deontic status must 
imply, or at least be compatible with, an accessibility condition on moral 
obligation, and on deontic status more generally. 
 There are several options for replying to this line of argument; I note 
some of these below. What I want to argue, in (3.4.1), is that appeals to 
PURPOSE are ineffective, irrespective of which claim is taken to be justified by 
way of this appeal. In (3.4.2), I consider a variety of objections to the view that 
there is no effective appeal to PURPOSE. 
 
 
3.4.1. Why appeals to PURPOSE are ineffective 
 
What I want to argue in this section is that appeals to claims about the aim or 
function (etc.) of deontic evaluation are ineffective, no matter whether the 
appeal is made in the context of an argument for OIC, for ACCESS, or some 
other claim altogether. To get clear on the general problem with this sort of 
argumentative strategy, it will be useful to have a concrete case of it before us. 
���� �™�‹�Ž�Ž�� �–�ƒ�•�‡�� ���‘�Ž�Ž�›�� ���•�‹�–�Š�ï�•�� �”�‡�Œ�‡�…�–�‹�‘�•�� �‘�ˆ�� �ƒ�� �’�”�‘�’�‘�•�‡�†�� �ƒ�…�…�‘�—�•t of deontic status 
which does not rule out the possibility that a single action can be both right 
and wrong at the same time as an example, as it is the most explicit in spelling 
out how an appeal to PURPOSE is supposed to work.  

Smith starts with a defense of PURPOSE that turns on an observation 
about the sort of thing that can properly be evaluated in deontic terms: 
 

Can natural events, such as rainstorms or late frosts, be right? No: we say 
that such events and states can be good, but not that they can be right . The 

                                                                                                                                                           
deontic evaluation cannot do what it is for, and so (again) we must already have 
determined that an agent cannot perform the relevant action, for every case in which a 
�•�‘�”�ƒ�Ž�� �‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�� �‹�•�� �…�Ž�ƒ�‹�•�‡�†�� �•�‘�–�� �–�‘�� �‡�š�‹�•�–�� �„�‡�…�ƒ�—�•�‡�� �‹�–�ï�•�� �‡�š�‹�•�–�‡�•�…�‡�� �™�‘�—�Ž�†�� �…�‘�•�ˆ�Ž�‹�…�–�� �™�‹�–�Š��
deontic evaluation doing what it is for, on grounds of the fact that the agent cannot 
perform the action. 
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reason for this is that such entities are not voluntary��they are not the 
objects of effective choice �å���”�‹�‰�Š�–�•�‡�•�•���‹�•���”�‡�•�‡�”�˜�‡�†���ˆ�‘�”���‡�•�–�‹�–�‹�‡�•�á���•�ƒ�•�‡�Ž�›���ƒ�…�–�•�á��
that are controllable by choosing agents (Smith 1986: 342, emphases in 
original).  

 
The suggestion is not just that there are restrictions on what can be the object 
of deontic evaluation, but that the proper objects of deontic evaluation exhibit 
a certain unity�á�� �‹�•�� �–�Š�ƒ�–�� �‘�•�Ž�›�� �î�‡�•�–�‹�–�‹�‡�•�� �å�� �–�Š�ƒ�–�� �ƒ�”�‡�� �…�‘�•�–�”�‘�Ž�Ž�ƒ�„�Ž�‡�� �„�›�� �…�Š�‘�‘�•�‹�•�‰��
�ƒ�‰�‡�•�–�•�ï��that is, actions��can be properly evaluated as morally right, wrong, or 
obligatory. The next step is to ask why the objects of deontic evaluation 
�‡�š�Š�‹�„�‹�–�� �–�Š�‹�•�� �•�‹�•�†�� �‘�ˆ�� �—�•�‹�–�›�ã�� �î���™���Š�›�� �‹�•�� �–�Š�‡�”�‡�� �ƒ�� �•�’�‡�…�‹�ƒ�Ž�� �•�‘�”�•�ƒ�–�‹�˜�‡�� ���…�‘�•�…�‡�’�–���á55 
rightness, reserved for just those entities w�Š�‹�…�Š���…�ƒ�•���„�‡���…�Š�‘�•�‡�•�ë�ï����ibid.). Smith 
suggests the following explanation: 
 

The obvious answer is that the criterion for rightness provides the kind of 
evaluation of choosable events which can form the basis for guiding choices 
with respect to those events. It is precisely because we need some standard 
of evaluation to serve this function that we have criteria of rightness in 
addition to criteria of goodness (ibid., 342-43, emphasis in original). 

 
Erik Wiland, who reasons along the same lines as Smith in explaining why he 
�ƒ�…�…�‡�’�–�•�� ���������������á�� �’�—�–�•�� �–�Š�‡���•�ƒ�•�‡�� �’�‘�‹�•�–�� �•�‘�”�‡�� �•�—�…�…�‹�•�…�–�Ž�›�ã�� �î�›�‘�—�”�� �ƒ�…�–�‹�‘�•�•�� �ƒ�”�‡�á�� �ˆ�‘�”��
the most part, under your control, and it is because of this that the concepts of 
right and wrong have �ƒ�’�’�Ž�‹�…�ƒ�–�‹�‘�•�ï�� �–�‘�� �›�‘�—�”�� �ƒ�…�–�‹�‘�•�•�á�� �ƒ�•�†�� �–�‘�� �•�‘�–�Š�‹�•�‰�� �„�—�–�� �›�‘�—�”��
actions (2007: 292, emphasis in original). This suggestion is not offered as 
merely a possible explanation, but rather as the best explanation of why 
�ƒ�…�–�‹�‘�•�•�����‘�”�� �î�…�Š�‘�‘�•�ƒ�„�Ž�‡�� �‡�˜�‡�•�–�•�ï���� �ƒ�”�‡���–�Š�‡���‘�•�Ž�›�� �•�‘�”�–�� �‘�ˆ thing that can properly be 
evaluated as morally right, wrong, or obligatory. And if this is indeed the best 
explanation of the unity that is exhibited by the proper objects of deontic 
�‡�˜�ƒ�Ž�—�ƒ�–�‹�‘�•�á�� �™�‡�� �…�ƒ�•�� �‰�‘�� �‘�•�� �–�‘�� �‹�•�ˆ�‡�”�� �–�Š�ƒ�–�� �î�’�”�‘�˜�‹�†�‹�•�‰�� �‰�—�‹�†�ƒ�•�…�‡�� �™�‹�–�Š�� �”�‡�•�’�‡�…�– to 
�…�Š�‘�‹�…�‡�•���ˆ�‘�”���…�Š�‘�‘�•�ƒ�„�Ž�‡���‡�˜�‡�•�–�•�ï��is the point or purpose of deontic evaluation, or, 
�ƒ�•�� ���‹�Ž�ƒ�•�†�� �’�—�–�•�� �‹�–�á�� �î�–�Š�‡�� �’�‘�‹�•�–�� �‘�ˆ�� �•�‘�”�ƒ�Ž�‹�–�›�ï�� ��ibid.). In brief, PURPOSE is true 

                                                             
55 ���� �Š�ƒ�˜�‡�� �”�‡�’�Ž�ƒ�…�‡�†�� �î�’�”�‘�’�‡�”�–�›�ï�� �™�‹�–�Š�� �î�…�‘�•�…�‡�’�–�ï�� �‹�•�� �–�Š�‹�•�� �“�—�‘�–�‡�ä�� ���Š�‡�� �ƒ�”�‰�—�•�‡�•�–�� �ƒ�•�� ���•�‹�–�Š��
presents it, couched in terms of properties instead of concepts, makes sense only if 
deontic properties are assumed to be metaphysically dependent on deontic 
judgments, roughly in the sense that there is nothing more to being right than being 
judged to be right�ä�����•���•�—�…�Š���ƒ���˜�‹�‡�™�á���–�Š�‡���†�‡�‘�•�–�‹�…���’�”�‘�’�‡�”�–�‹�‡�•���™�‘�—�Ž�†���î�…�‘�•�‡���ˆ�‘�”���ˆ�”�‡�‡�ï���•�‘���–�‘��
speak, and the deontic concepts are still what is fundamental, so there should be no 
harm in this m�‘�†�‹�ˆ�‹�…�ƒ�–�‹�‘�•�� �‘�ˆ�����•�‹�–�Š�ï�•�� �ƒ�”�‰�—�•�‡�•�–�ä�� ���� �†�‹�•�…�—�•�•�� �–�Š�‡�� �•�‹�‰�•�‹�ˆ�‹�…�ƒ�•�…�‡�� �‘�ˆ�� �ƒ�•�•�—�•�‹�•�‰��
that there are deontic properties in the text below (see 3.4.2 especially). 
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�„�‡�…�ƒ�—�•�‡���‹�–���ˆ�‹�‰�—�”�‡�•���‹�•���–�Š�‡���„�‡�•�–���‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•���‘�ˆ���™�Š�›���‘�•�Ž�›���î�…�Š�‘�‘�•�ƒ�„�Ž�‡���‡�˜�‡�•�–�•�ï�����–�Š�ƒ�–��
is, actions) can be morally right, wrong, or obligatory.56 

The final and most important step is to put PURPOSE to work. As 
noted already, Smith uses the claim as part of an argument against deontic 
principles that can generate conflicting verdicts on particular actions. Her 
target is a particular version of act-utilitarianism which allows for evaluating a 
single action as both wrong (because it does not itself maximize utility), while 
it at the same time allows that this action is a part of a compound action that is 
obligatory (because it does maximize utility), and therefore, by the 
distribution of obligation over conjunction,57 also as obligatory at the same 
time.58 The details of the view that Smith objects to do not matter for present 
purposes; what is mainly of interes�–���Š�‡�”�‡���‹�•�����•�‹�–�Š�ï�•���ƒ�…�…�‘�—�•�–���‘�ˆ���™�Š�ƒ�–���‹�•���™�”�‘�•�‰��
with deontic principles that allow for conflicting verdicts on particular actions. 
As she puts it, by allowing for conflicting verdicts, a set of deontic principles 
�î�”�‘�„�•���‹�–�•�‡�Ž�ˆ���‘�ˆ���–�Š�‡���…�ƒ�’�ƒ�…�‹�–�›���–�‘���‰�—�‹�†�‡���ƒ�…�–�‹�‘�•�ï������mith 1986: 343); it is this feature 
that explains what is wrong with deontic principles that have this feature. As 
Smith sees the matter, deontic principles that allow for conflicting verdicts on 
particular actions cannot be the correct principles, for whi�Ž�‡�� �î�…�”�‹�–�‡�”�‹�ƒ�� �‘�ˆ��
goodness may have structural features that disable them for this job [i.e., that 
of guiding choices with respect to choosable events], criteria of rightness must 
�„�‡�� �ˆ�”�‡�‡�� �‘�ˆ�� �•�—�…�Š���†�‹�•�ƒ�„�‹�Ž�‹�–�‹�‡�•�á�ï�� �‰�‹�˜�‡�•���–�Š�ƒ�–�� �’�”�‘�˜�‹�†�‹�•�‰���–�Š�‹�•�� �•�‘�”�–�� �‘�ˆ�� �‰�—�‹�†�ƒ�•�…�‡���‹�•���–heir 
distinctive point ( ibid�ä�á���‡�•�’�Š�ƒ�•�‹�•���ƒ�†�†�‡�†���ä�����‡���…�ƒ�•���•�—�•�•�ƒ�”�‹�œ�‡�����•�‹�–�Š�ï�•���ƒ�”�‰�—�•�‡�•�–��
as follows:  
  

1. Deontic concepts (i.e., RIGHT, WRONG, and OBLIGATORY) only apply to 
choosable events. 
2. The best explanation of why deontic concepts only apply to choosable 
events is that the point of deontic evaluation is to provide guidance for 
choices with respect to choosable events. 

 
Therefore,  

                                                             
56 Note, as an aside, that if this is how AIM is supposed to be justified, then an 
argument from PURPOSE to OIC looks question-�„�‡�‰�‰�‹�•�‰�ã�� �–�Š�‡�� �‡�š�’�Ž�ƒ�•�ƒ�•�†�—�•�� ���î�‘�•�Ž�›��
�…�Š�‘�‘�•�ƒ�„�Ž�‡���‡�˜�‡�•�–�•���…�ƒ�•���„�‡���”�‹�‰�Š�–���‘�”���™�”�‘�•�‰�ï�����ƒ�”�‰�—�ƒ�„�Ž�›���‡�•�–�ƒ�‹�Ž�•���������á���ƒ�•�†�������������������–�Š�‡�”�‡�ˆ�‘�”�‡��
turns out to be an idle wheel in such an argument. (In this light, is perhaps not 
surprising that Copp for example, who argues for OIC, offers no justification at all for 
PURPOSE). This problem obviously does not arise for arguments from PURPOSE to 
other claims, so I will not dwell on the point here. 
57 The principle of distribution of obligation over conjunction holds that O(A & B) 
entails O(A) & O(B). 
58 ���•�‹�–�Š�ï�•�� �ƒ�”�‰�—�•�‡�•�–�� �‹�•�� �‡�š�’�Ž�‹�…�‹�–�Ž�›�� �†�‹�”�‡�…�–�‡�†�� �ƒ�–�� �–�Š�‡�� �ƒ�…�–-utilitarian principle proposed by 
Torbjörn Tännsjö (1985). The problem for act utilitarianism that occupies Tännsjö 
and Smith was first noted by Castañeda (1968). 
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3. The point of deontic evaluation is to provide guidance for choices with 
respect to choosable events. 

 
The intermediary conclusion, (3), is equivalent to PURPOSE, since actions are 
�–�Š�‡�� �‘�•�Ž�›�� �î�…�Š�‘�‘�•�ƒ�„�Ž�‡�� �‡�˜�‡�•�–�•�ï�� �–�Š�ƒ�–�� ���•�‹�–�Š�� �Š�ƒ�•�� �‹�•�� �•�‹�•�†�ä�� ���—�–�–�‹�•�‰�� ���u���á�� �‘�•�� ���•�‹�–�Š�ï�•��
view, to work requires one further premise: 
 

4. If some choosable events fall both under the concept WRONG and under 
the concept OBLIGATORY, then deontic evaluation would not be able to 
achieve its point. 

 
From (3) and (4) Smith infers that, therefore, 
 

5. It is not the case that some choosable events fall both under the concept 
WRONG and under the concept OBLIGATORY. 

 
This last step represents the move that Smith makes when she rejects the 
�’�‘�•�•�‹�„�‹�Ž�‹�–�›���‘�ˆ���î�…�”�‹�–�‡�”�‹�ƒ���‘�ˆ���”�‹�‰�Š�–�•�‡�•�•�ï���–�Š�ƒ�–���•�—�ˆ�ˆ�‡�”���ˆ�”�‘�•���†�‡�ˆ�‡�…�–�•���™�Š�‹�…�Š���î�”�‘�„���–�Š�‡�•�ï���‘�ˆ��
the capacity to guide choice; the ground for rejecting them is, as she puts it, 
that criteria of rightness must be free from these kinds of defect. If this 
amounts to a successful argument against the view that some actions are both 
morally wrong and obligatory, we can quite easily model an argument against 
inaccessible obligations on it. We simply can retain (1)-(3); all we need to do is 
replace (4) with the following:  
 

�v�ï�ä�����ˆ���–�Š�‡�”�‡���ƒ�”�‡���•�‹�–�—�ƒ�–�‹�‘�•�•���‹�•���™�Š�‹�…�Š���ƒ�‰�‡�•�–�•���ƒ�”�‡���—�•�ƒ�„�Ž�‡���–�‘���†�‡�–�‡�”�•�‹�•�‡���™�Š�‡�–�Š�‡�”��
the deontic concepts apply to one or more of the actions open to them, then 
deontic evaluation would not be able to achieve its point. 

 
���Š�‹�•���’�”�‡�•�‹�•�‡���‹�•�á�������–�ƒ�•�‡���‹�–�á���ƒ�–���Ž�‡�ƒ�•�–���ƒ�•���’�Ž�ƒ�—�•�‹�„�Ž�‡���ƒ�•�����v�����‹�•�����•�‹�–�Š�ï�•���ƒ�”�‰�—�•�‡�•�–�á���ƒ�•�†���‹�–��
should be clear that if the deontic status of an action is inaccessible, then the 
agent for whom this action is right, wrong or obligatory will be unable to 
determine whether the deontic concepts apply to this action. If we can move 
from (3) and (4) to (5), as Smith suggests, then we can also move from (3) and 
���v�ï�����–�‘�����w�ï���ã 
 

�w�ï�ä�����–���‹�•���•�‘�–���–�Š�‡���…�ƒ�•�‡���–�Š�ƒ�–���–�Š�‡�”�‡���ƒ�”�‡���•�‹�–�—�ƒ�–�‹�‘�•�•���‹�•���™�Š�‹�…�Š���ƒ�‰�‡�•�–�•���ƒ�”�‡���—�•�ƒ�„�Ž�‡���–�‘ 
determine whether the deontic concepts apply to one or more of the 
actions open to them. 

 
���•�†�����w�ï�����‹�•���‡�“�—�‹�˜�ƒ�Ž�‡�•�–���–�‘���������������ä�����•���ƒ���•�‹�•�‹�Ž�ƒ�”���ˆ�ƒ�•�Š�‹�‘�•�á���‘�•�‡���…�ƒ�•���”�‡�’�Ž�ƒ�…�‡�����v�����™�‹�–�Š��
premises pertaining to whatever other features may prohibit deontic 
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evaluation from doing what it is for, and conclude that deontic evaluation does 
not have those features���’�”�‘�˜�‹�†�‡�†�����•�‹�–�Š�ï�•���ƒ�”�‰�—�•�‡�•�–���‹�•���ƒ�…�…�‡�’�–�ƒ�„�Ž�‡�ä59 
 ���Ž�Ž�� �‘�ˆ�� ���s���á�� ���t���á�� ���u���á�� ���v���� �ƒ�•�†�� ���v�ï���� �…�ƒ�•�� �„�‡�� �…�Š�ƒ�Ž�Ž�‡�•�‰�‡�†�ä�� ���—�–�ƒ�–�‹�˜�‡��
counterexamples to (1), the thesis that deontic concepts apply exclusively to 
choosable events, are not too hard to come by. Beliefs, for example, are things 
that we appear to evaluate using deontic concepts, yet beliefs are arguably not 
�…�Š�‘�‘�•�ƒ�„�Ž�‡���‡�˜�‡�•�–�•�ã���‡�˜�‡�•���‹�ˆ���™�‡���ˆ�‘�…�—�•���‘�•���–�Š�‡���î�‡�˜�‡�•�–�ï���‘�ˆ���ƒ�…�“�—�‹�”�‹�•�‰���ƒ���„�‡�Ž�‹�‡�ˆ�����‘�”���–�Š�ƒ�– 
of losing a belief) instead of the state of believing, it seems that we do not 
choose to come to believe anything, and perhaps we even cannot do so.60 Even 
if (1) is true, there could be some other explanation of its truth; (2) need not 
be the only candidate. Furthermore, in direct opposition to (3), there are other 
views about the point of purpose of deontic evaluation, for instance, that its 
distinctive point is to avoid the sub-optimal outcomes that prisoner-dilemma 
situations direct us towards (see, e.g., Gauthier 1986, 1991). And finally, we 
�…�‘�—�Ž�†���‘�„�Œ�‡�…�–���–�‘�����v�ï�����–�Š�ƒ�–���‹�–���‹�•���ˆ�ƒ�Ž�•�‡���–�Š�ƒ�–���†�‡�‘�•�–�‹�…���‡�˜�ƒ�Ž�—�ƒ�–�‹�‘�•���™�‘�—�Ž�†���•�‘�–���„�‡���ƒ�„�Ž�‡���–�‘��
do what it is for if there are inaccessible obligations, for it is only if we are 
never (or perhaps are hardly ever) able to apply deontic concepts in making 
practical decisions that they will fail to be able to do what they are for, but the 
negation of ACCESS need not lead us to embrace complete inaccessibility. And 
the same point can be made with respect to (4): denying OIC is compatible 
with allowing only for some actions that are required yet which cannot be 
performed; we certainly need not conclude that all or most actions that are 
morally required cannot be performed.61 We can put this by saying that 
perhaps these concepts do their job poorly, but doing a job poorly is not the 
same as not doing it at all, and only if the latter were the case should we accept 
�‡�‹�–�Š�‡�”�����v�����‘�”�����v�ï���ä 

There is something to be said in favor of all of these responses, but the 
response that I want to develop �Š�‡�”�‡���–�—�”�•�•���‘�•���–�Š�‡���‹�•�ˆ�‡�”�‡�•�…�‡���ˆ�”�‘�•�����u�����ƒ�•�†�����v�ï����
�–�‘�� ���w�ï���á�� �ƒ�•�†�� �‡�š�–�‡�•�†�•�� �–�‘�� �–�Š�ƒ�–�� �ˆ�”�‘�•�� ���u���� �ƒ�•�†�� ���v���� �–�‘�� ���w���á�� �ƒ�•�†�á�� ���� �„�‡�Ž�‹�‡�˜�‡�á�� �ƒ�•�›�� �‘�–�Š�‡�”��
argument that appeals to PURPOSE. Here is the quick version of the 
fundamental problem with this inference: identifying some X as the purpose, 
point or function of some activity Y does not license an inference to the 
absence of obstacles to Y�ï�•���†�‘�‹�•�‰���‘�”���ƒ�…�Š�‹�‡�˜�‹�•�‰���‘�ˆ��X. No one, I take it, endorses 
the following inference for example:  
 

6. The purpose of astrology is to predict character traits and life histories. 
                                                             
59 And this exactly what Carlson, Bykvist, and Wiland do (see note 52 for references). 
60 See Williams (1973 b) for a classic discussion of the problem. 
61 ���‡�–�‡�”�� �
�”�ƒ�Š�ƒ�•�� ���t�r�s�s���� �”�‡�•�’�‘�•�†�•�� �‹�•�� �”�‘�—�‰�Š�Ž�›�� �–�Š�‹�•�� �™�ƒ�›�� �–�‘�� ���‘�’�’�ï�•�� ��������������-based 
defense of OIC, arguing that deontic evaluation can perfectly well provide guidance 
even if actions that we cannot perform are sometimes morally required. Erik Carlson 
(2002) develops a similar line of response to the PURPOSE-based objection to 
actualism that he discusses. 
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Therefore, 
 

�y�ä�� ���Š�‡�”�‡�� �ƒ�”�‡�� �•�‘�� �‘�„�•�–�ƒ�…�Ž�‡�•�� �–�‘�� �ƒ�•�–�”�‘�Ž�‘�‰�›�ï�•���’�”�‡�†�‹�…�–�‹�•�‰���…�Š�ƒ�”�ƒ�…�–�‡�”�� �–�”�ƒ�‹�–�•�� �ƒ�•�†�� �Ž�‹�ˆ�‡��
histories. 

 
While (6) is true, (7) surely is not��the sort of astronomical data astrology 
relies on does not support predictions of character traits and life histories in 
�ƒ�•�›�� �™�ƒ�›�á�� �ƒ�•�†�� �•�‘�� �ƒ�•�–�”�‘�Ž�‘�‰�›�� �ˆ�ƒ�‹�Ž�•�� �•�‹�•�‡�”�ƒ�„�Ž�›�� �ƒ�–�� �†�‘�‹�•�‰���™�Š�ƒ�–�� �‹�–�� �‹�•�� �ˆ�‘�”�ä�� ���–�ï�•��having a 
�…�‡�”�–�ƒ�‹�•�� �’�‘�‹�•�–�� �‘�”�� �’�—�”�’�‘�•�‡�� �‹�•�� �•�—�”�‡�Ž�›�� �•�‘�–�� �ƒ�� �‰�—�ƒ�”�ƒ�•�–�‡�‡�� �ˆ�‘�”�� �‹�–�ï�•�� �„�‡�‹�•�‰��capable of 
doing what it is for, and this holds not just with respect to astrology, but 
generally, and therefore, it holds for the arguments pertaining to what deontic 
evaluation is for as well. We cannot infer that deontic evaluation does not have 
a certain feature Z merely from the conjunction of (a) its point or purpose is 
providing practical guidance, and the observation that (b) its having Z would 
prevent it from providing practical guidance; both of these claims can be true 
for any value of Z�á���™�‹�–�Š�‘�—�–�����w���á�����w�ï���á���‘�”���ƒ�•�›���‘�–�Š�‡�”���•�‹�•�‹�Ž�ƒ�”���…�Ž�ƒ�‹�•�����ˆ�‘�”���‘�–�Š�‡�”���˜�ƒ�Ž�—�‡�•��
of Z) being true. 
 Some may find the quick version to be too quick; for those, here is the 
longer version. What the deontic concepts provide us with is a way of thinking 
and talking about specific properties of actions: their deontic properties.62 The 
concept OBLIGATORY provides a way of thinking and talking about the property 
�î�‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ï�á�� �–�Š�‡�� �…�‘�•�…�‡�’�–��RIGHT provides a way of thinking and talking about 
�–�Š�‡�� �’�”�‘�’�‡�”�–�›�� �î�”�‹�‰�Š�–�ï�á�� �ƒ�•�†�� �–�Š�‡�� �…�‘�•�…�‡�’�–��WRONG provides a way of thinking and 
�–�ƒ�Ž�•�‹�•�‰���ƒ�„�‘�—�–���–�Š�‡���’�”�‘�’�‡�”�–�›���î�™�”�‘�•�‰�ï�ä���	�—�”�–�Š�‡�”�•�‘�”�‡�á��these concepts are correctly 
applied to an action only if the corresponding property is instantiated by that 
action: that is, an action A falls under the concept OBLIGATORY only if A 
�‹�•�•�–�ƒ�•�–�‹�ƒ�–�‡�•���–�Š�‡���’�”�‘�’�‡�”�–�›���î�‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ï�á���ƒ�•�†���•�‘���‘�•�ä�����‡���Š�ƒ�˜�‡���ƒ�•�†���—�•�‡���–�Š�‡���†�‡ontic 
concepts because we have a need, desire or reason (these are not mutually 
exclusive) for thinking and talking about the deontic properties of actions, and 
�–�Š�‡���ˆ�—�Ž�Ž���•�–�‘�”�›�� �‘�ˆ�� �™�Š�ƒ�–�� �–�Š�‡�•�‡�� �…�‘�•�…�‡�’�–�•�� �î�ƒ�”�‡�� �ˆ�‘�”�ï��must include the fact that these 
concepts refer to the deontic properties, and thus provide us with the means 
for thoughts and talk about these properties. This story must perhaps also 
include the fact that we are primarily, or even exclusively, interested in 
whether a particular action A instantiates �–�Š�‡�� �’�”�‘�’�‡�”�–�›�� �î�‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ï�� �‹�•�� �–�Š�‡��
context of deliberating about whether to do A��that the full story must include 
this is the truth in PURPOSE, if indeed there is truth in this claim (and I will 
assume this is the case).  

                                                             
62 A note to the impatient reader: while what follows presupposes that there are 
deontic properties, I show below (in 3.4.2) that the argument can also be formulated 
without this presupposition. 
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Accepting the truth in PURPOSE, thus construed, is not merely 
compatible with the claim that we have the deontic concepts because they 
provide us with a way of thinking and talking about the deontic properties of 
actions; in fact, it presupposes it. Assume, for the sake of argument, that we 
care most deeply, and perhaps even exclusively, about whether the concept 
OBLIGATORY �ƒ�’�’�Ž�‹�‡�•���–�‘���ƒ���‰�‹�˜�‡�•���ƒ�…�–�‹�‘�•���™�Š�‡�•���–�Š�‹�•���ƒ�…�–�‹�‘�•���‹�•���ƒ���î�Ž�‹�˜�‡���ƒ�Ž�–�‡�”�•�ƒ�–�‹�˜�‡�ï���ˆ�‘�”��
us, that is, something we can choose to do. We care about whether the concept 
applies to a particular action in this context because we care about doing what 
we morally ought to do, and what is right to do, and we care about not doing 
what we morally ought not to do. If we spell these claims out a little further, it 
seems that what they must be taken to mean is that we care about performing 
�ƒ�…�–�‹�‘�•�•�� �–�Š�ƒ�–�� �Š�ƒ�˜�‡�� �–�Š�‡�� �’�”�‘�’�‡�”�–�›�� �î�‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ï�á�� �‘�”�� �–�Š�‡�� �’�”�‘�’�‡�”�–�›�� �î�”�‹�‰�Š�–�ï�á�� �ƒ�•�†�� �ƒ�„�‘�—�–��
�ƒ�˜�‘�‹�†�‹�•�‰���–�Š�‡���’�‡�”�ˆ�‘�”�•�ƒ�•�…�‡���‘�ˆ���ƒ�…�–�‹�‘�•�•���–�Š�ƒ�–���Š�ƒ�˜�‡���–�Š�‡���’�”�‘�’�‡�”�–�›���î�™�”�‘�•�‰�ï�ä�����•�������’�—�–���‹�–��
above, we use the concept OBLIGATION to single out actions �ƒ�•���–�Š�‘�•�‡���–�Š�ƒ�–���ƒ�”�‡���î�–�‘��
�„�‡���†�‘�•�‡�ï�á���ƒ�•�†���™�‡���—�•�‡���–�Š�‡���…�‘�•�…�‡�’�–��WRONG for ruling out actions as those that are 
�î�•�‘�–�� �–�‘�� �„�‡�� �†�‘�•�‡�ï�ä�� ���—�–�� �–�Š�‹�•�� �™�ƒ�›�� �‘�ˆ�� �—�•�‹�•�‰�� �–�Š�‡�� �†�‡�‘�•�–�‹�…�� �…�‘�•�…�‡�’�–�•�� �‹�•�� �’�”�ƒ�…�–�‹�…�ƒ�Ž��
deliberation is justified only if the actions to which we apply these concepts 
instantiate properties that we care about, or, better, properties that are worth 
caring about. If there would be no property worth caring about that the 
concept OBLIGATORY refers to, i.e., a property that an action must instantiate 
when this concept is correctly applied to it, the judgments that involve the 
application of this concept should not play this sort of role in practical 
deliberation, and the same goes for judgments involving the concepts RIGHT 
and WRONG.63 
 The reason for explicating these points about reference is that if, as I 
have been suggesting, the concept OBLIGATORY refers to the property 
�î�‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ï�á���ƒ�•�†���ƒ���…�‘�”�”�‡�…�–���ƒ�’�’�Ž�‹�…�ƒ�–�‹�‘�•���‘�ˆ���–�Š�‡���…�‘�•�…�‡�’�–���–�‘���ƒ�•���ƒ�…�–�‹�‘�•���”�‡�“�—�‹�”�‡�•���–�Š�ƒ�–��
the corresponding property is instantiated, then it should be clear that no 
claim about the point or purpose of having and using this concept is sufficient 
for grounding claims about its application. A claim like PURPOSE, that is, 
cannot tell us anything about the truth-value of a claim such as (5):  
 

5. It is not the case that some choosable events fall both under the concept 
WRONG and under the concept OBLIGATORY. 

 
PURPOSE tells us nothing about the truth-value of (5) because whether or not 
there is a choosable event that falls under both of these concepts depends on 
whether there is a choosable event that instantiates both the property 

                                                             
63 I take it to be analytic that the deontic properties are properties worth caring about, 
�™�Š�‡�”�‡�� �î�’�”�‘�’�‡�”�–�›��P �‹�•�� �™�‘�”�–�Š�� �…�ƒ�”�‹�•�‰�� �ƒ�„�‘�—�–�ï�� �…�ƒ�•�á�� �ƒ�–�� �Ž�‡�ƒ�•�–�� �‹�•�� �–�Š�‹�•�� �…�‘�•�–�‡�š�–�á�� �„�‡�� �–�ƒ�•�‡�•�� �ƒ�•��
�‡�“�—�‹�˜�ƒ�Ž�‡�•�–�� �–�‘�� �îP �‡�•�–�ƒ�‹�Ž�•�� �–�Š�‡�� �’�”�‡�•�‡�•�…�‡�� �‘�ˆ�� �”�‡�ƒ�•�‘�•�•�ï�ä�� ���‡�‡�� �–�Š�‡�� �•�‡�š�–�� �…�Š�ƒ�’�–�‡�”�� �ˆ�‘�”�� �ˆ�—�”�–�Š�‡�”��
discussion of the relation between deontic status and reasons to act. 
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�î�‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ï���ƒ�•�†���–�Š�‡���’�”�‘�’�‡�”�–�›���î�™�”�‘�•�‰�ï�á���ƒ�•�†���™�Š�‡�–�Š�‡�”���–�Š�ƒ�–���‹�•���–�Š�‡���…�ƒ�•�‡���‹�•���Ž�‘�‰�‹�…�ƒ�Ž�Ž�›��
independent of facts about the particular context in which we care about these 
properties, and facts about what significance instantiations of these properties 
have for us more generally. In brief, no conclusion about the possibility of co-
instantiation of the relevant deontic properties, or any other metaphysical 
feature of them, can be inferred from claims about why we have concepts for 
thinking and talking about these properties. And the same can be said with 
�”�‡�•�’�‡�…�–���–�‘�����w�ï���ã 
 

�w�ï�ä�����–���‹�•���•�‘�–���–�Š�‡���…�ƒ�•�‡���–�Š�ƒ�–���–�Š�‡�”�‡���ƒ�”�‡���•�‹�–�—�ƒ�–�‹�‘�•�•���‹�•���™�Š�‹�…�Š���ƒ�‰�‡�•�–�•���ƒ�”�‡���—�•�ƒ�„�Ž�‡���–�‘��
determine whether the deontic concepts apply to one or more of the 
actions open to them. 

 
PURPOSE tells us nothing about the truth-�˜�ƒ�Ž�—�‡�� �‘�ˆ�� ���w�ï���� �„�‡�…�ƒ�—�•�‡�� �™�Š�‡�–�Š�‡�”�� �™�‡��
are able to determine that a deontic concept applies to an action open to us 
depends on whether we are able to determine that this alternative instantiates 
the corresponding deontic property, and whether that is so is, once again, 
logically independent of facts about the context in which we care about these 
properties, and independent of facts about what significance instantiations of 
these properties have for us more generally. No conclusion about the 
epistemology of deontic properties can be inferred from claims about why we 
have concepts for thinking and talking about these properties. And, finally, the 
same can also be said about the following, which would be the intended 
conclusion of an argument from PURPOSE to the OIC-principle:  
 

�w�ï�ï�ä�����–���‹�•���•�‘�–���–�Š�‡���…�ƒ�•�‡���–�Š�ƒ�–���–�Š�‡���…�‘�•�…�‡�’�–��OBLIGATORY applies to any action that 
we cannot perform. 

 
Whether the concept OBLIGATORY applies to any action that we cannot perform 
depends �‘�•���™�Š�‡�–�Š�‡�”���ƒ�•�›���•�—�…�Š���ƒ�…�–�‹�‘�•���‹�•�•�–�ƒ�•�–�‹�ƒ�–�‡�•���–�Š�‡���’�”�‘�’�‡�”�–�›���î�‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ï�á���„�—�–��
once again, no conclusion about the set of objects that instantiates this 
property can be inferred from a claim about the point of having a concept for 
thinking and talking about the property. So there is also no sound argument 
from PURPOSE to OIC. 

All of this is just a more elaborate way of saying that the fact that X is 
the point of engaging in some activity or practice Y is, strictly speaking, 
irrelevant to whether we can do, or achieve X by way of engaging in Y. What 
the longer version shows us is that there is nothing special about claims 
regarding why we have and use certain concepts, or about claims regarding 
the deontic concepts for that matter, that can make acceptable the inferences 
that the arguments we have considered in this section involved. What it also 
made explicit is that it is only because the deontic concepts refer to properties 
of actions that we care about, and more specifically to properties worth caring 
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about, that it can be justified to accord judgments that involve applying the 
deontic concepts to actions the type of significance in practical deliberation 
that they are claimed to have. If PURPOSE is true, and if it is justified to accord 
the deontic evaluation of actions the significance that this claim suggests that 
we do, the concepts figuring in the relevant judgments better refer to 
properties we care about, and that are worth caring about. Once we accept 
that these concepts have to refer to some property, we see that no claim about 
the point or purpose of having a concept for thinking and talking about the 
property in question can ground conclusions about either the metaphysics or 
the epistemology of that property; such conclusion must appeal to something 
different altogether. Whether the concepts can do what they are for depends 
on these conclusions about the metaphysics and epistemology of the 
properties that they refer to, and that means that what the deontic concepts 
�î�ƒ�”�‡���ˆ�‘�”�ï���‹�•���‹�”�”�‡�Ž�‡�˜�ƒ�•�–���–�‘���™�Š�‡�–�Š�‡�”���������������á���������á���‘�”���ƒ�•�›���‘�–�Š�‡�”���•�—�…�Š���…�Ž�ƒ�‹�•���‹�•���–�”�—�‡�ä 
 
 
3.4.2. Objections and replies  
 
One could object to the foregoing in various ways. A first objection to the 
argument just given goes as follows. There would not be a practice of deontic 
�‡�˜�ƒ�Ž�—�ƒ�–�‹�‘�•�á�� �‹�ˆ�� �‹�–�� �™�‡�”�‡�� �–�Š�‡�� �…�ƒ�•�‡�� �–�Š�ƒ�–�� �†�‡�‘�•�–�‹�…�� �‡�˜�ƒ�Ž�—�ƒ�–�‹�‘�•�� �‹�•�•�ï�–�� �…�ƒ�’�ƒ�„�Ž�‡�� �‘�ˆ�� �†�‘�‹�•�‰��
�™�Š�ƒ�–�� �‹�–�� �‹�•�� �ˆ�‘�”�ä�� ���Š�ƒ�–�� �‹�•�� �–�‘�� �•�ƒ�›�á�� �™�‡�� �™�‘�—�Ž�†�•�ï�–�� �Š�ƒ�˜�‡�� �ƒ�•�†�� �—�•�‡�� �–�Š�‡�� �…�‘�•�…�‡�’�–�•��RIGHT, 
WRONG, and OBLIGATORY if the sort of evaluations that these concepts allow us 
to make were incapable of providing practical guidance. Our having and using 
these concepts would be a mystery, if deontic evaluation was not capable of 
doing what it is for. Because denying it saddles one with an explanatory 
burden that cannot be met, we have sufficient reason to accept that deontic 
evaluation is capable of doing what deontic evaluation is for. And given that its 
purpose is to provide practical guidance, we can infer that deontic evaluation 
is capable of providing guidance, and thus that (5), (5�ï���á�����w�ï�ï�����ƒ�•�†���•�‹�•�‹�Ž�ƒ�”���…�Ž�ƒ�‹�•�•��
are true. 

This objection fails. The problem with it is that the mere fact that we 
evaluate actions using deontic concepts is perfectly compatible with deontic 
evaluation being incapable of achieving its purpose or point; there is nothing 
mysterious about why we engage in this practice simply because we do not 
achieve by it what we aim for when doing so. Many people rely on astrology in 
forming attitudes towards their future, and predictions about character traits 
and so on; they probably rely on astrology even in making practical decisions, 
but astrology is not capable of predicting future events, or character traits. 
These people rely on astrology because they believe astrology is capable of 
doing what it is for; the fact that many people have this belief is sufficient for 
explaining why people make use of astrological judgments. Perhaps we are in 
a parallel situation when it comes to deontic evaluation. Many people believe 
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that deontic evaluation can provide practical guidance, but these people could 
all be radically mistaken. All that is needed for a successful explanation of why 
there is a practice of deontic evaluation is a sufficiently widespread belief that 
deontic evaluation is capable of doing what it is for; whether or not it does so 
in fact is neither here nor there. Accepting that deontic evaluation fails to do 
what it is for therefore does not saddle one with an explanatory burden. 
 A second objection concerns the assumption that there are deontic 
properties, and that the deontic concepts refer to these properties. This 
�ƒ�•�•�—�•�’�–�‹�‘�•�� �‹�•�� �™�‹�†�‡�Ž�›�� �…�‘�•�–�‡�•�–�‡�†�â�� �’�”�‘�’�‡�”�–�‹�‡�•�� �•�—�…�Š�� �ƒ�•�� �î�‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ï�� �ƒ�”�‡�� �‘�ˆ�–�‡�•��
�˜�‹�‡�™�‡�†���ƒ�•�� �î�“�—�‡�‡�”�ï�á�� �ƒ�•�†�� �ƒ�� �„�‡�Ž�‹�‡�ˆ�� �‹�•�� �–�Š�‡�‹�”�� �‡�š�‹�•�–�‡�•�…�‡���‹�•�� �–�ƒ�•�‡�•�� �–�‘�� �„�‡�� �‹�”�”�‡�…�‘�•�…�‹�Ž�ƒ�„�Ž�‡��
with a naturalistic view of the world.64 Perhaps there are no deontic 
properties. Even so, dropping the assumption that there are such properties 
���‘�”�á�� �ˆ�‘�”�� �–�Š�ƒ�–�� �•�ƒ�–�–�‡�”�á�� �ƒ�•�•�—�•�‹�•�‰�� �–�Š�ƒ�–�� �–�Š�‡�•�‡�� �’�”�‘�’�‡�”�–�‹�‡�•�� �ƒ�”�‡�� �•�‘�–�� �î�”�‘�„�—�•�–�ï�á�� �„�‡�…�ƒ�—�•�‡��
they reduce to other properties, etc.) poses no problem. Assume, for the sake 
of argument, that the concept OBLIGATORY does not refer to the property 
�î�‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ï�� ���„�‡�…�ƒ�—�•�‡�� �–�Š�‡�”�‡�� �‹�•�� �•�‘�� �•�—�…�Š�� �’�”�‘�’�‡�”�–�›���á�� �„�—�–�� �‹�•�•�–�‡�ƒ�†�� �–�‘�� �•�‘�•�‡�� �‘�–�Š�‡�”��
property of actions, or set of properties��what its reference is, is a matter of 
substantive moral theorizing, but say, for purposes of illustration, that some 
�ˆ�‘�”�•�� �‘�ˆ�� �…�‘�•�•�‡�“�—�‡�•�–�‹�ƒ�Ž�‹�•�•�� �‹�•�� �…�‘�”�”�‡�…�–�á�� �•�‘�� �–�Š�ƒ�–�� �‹�–�•�� �”�‡�ˆ�‡�”�‡�•�…�‡�� �‹�•�� �î�Š�ƒ�•�� �–�Š�‡�� �„�‡�•�–��
�‘�—�–�…�‘�•�‡�ï�ä�� ���� �Œ�—�†�‰�•�‡�•�–�� �™�Š�‹�…�Š�� �‹�•�˜�‘�Ž�˜�‡�•�� �–�Š�‡�� �ƒ�’�’�Ž�‹�…�ƒ�–�‹�‘�•�� �‘�ˆ�� �–�Š�‡�� �…�‘�•�…�‡�’�–��
OBLIGATORY is correct only if the action to which the concept is applied 
�‹�•�•�–�ƒ�•�–�‹�ƒ�–�‡�•�� �–�Š�‡�� �’�”�‘�’�‡�”�–�›�� �î�Š�ƒ�•�� �–�Š�‡�� �„�‡�•�–�� �‘�—�–�…�‘�•�‡�ï�ä�� ���Š�‹�•�� �’�”�‘�’�‡�”�–�›�á�� �–�Š�‡�� �–�Š�‘�—�‰�Š�–��
must be, is the property that we want the actions that we perform to have��it is 
the property that we care most about (or at least, the one we care about most 
�î�ˆ�”�‘�•���–�Š�‡���•�‘�”�ƒ�Ž���’�‘�‹�•�–���‘�ˆ���˜�‹�‡�™�ï�á���‹�ˆ���›�‘�—���™�‹�Ž�Ž�����™�Š�‡�•���™�‡���ƒ�”�‡���–�Š�‹�•�•�‹�•�‰���ƒ�„�‘�—�–���™�Š�ƒ�–���–�‘��
do, and a property we take to be worth caring about, provided some form of 
consequentialism is correct. Whether only actions that we can perform can 
instantiate this property, whether instantiating this property entails that an 
action does not also have the property, whatever it is, to which the concept 
WRONG refers, whether we can always determine that an action has this 
property, and so on��these are all matters to be settled by reflection about this 
property, not by reflection on why we have and use a concept for thinking and 

                                                             
64 Mackie (1977: chapter 1) is a classic statement of skepticism about deontic 
properties; see Joyce (2001) for a recent articulation. Mackie holds that while there 
are no deontic properties, deontic judgments do purport to refer to these properties. 
Yet we can deny that there are deontic properties without incurring this further 
commitment. We can hold instead that deontic concepts refer to natural (non-moral) 
properties, and that our deontic concepts can be analyzed in non-moral terms, or that 
they refer to natural properties, but cannot be so analyzed. For the first view, see 
Jackson (1998); for the second, see Boyd (1988) and Brink (1989). 
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talking about this property.65 And so once again, we can conclude that 
PURPOSE is irrelevant to settling such matters. 
 A third possible objection is this: how co�—�Ž�†���ƒ���’�”�‘�’�‡�”�–�›���•�—�…�Š���ƒ�•���î�Š�ƒ�•���–�Š�‡��
�„�‡�•�–���‘�—�–�…�‘�•�‡�ï���„�‡���–�Š�‡���’�”�‘�’�‡�”�–�›���‘�ˆ���ƒ�…�–�‹�‘�•�•���–�Š�ƒ�–���™�‡���…�ƒ�”�‡���•�‘�•�–���ƒ�„�‘�—�–�á���‹�•���–�Š�‡���•�‡�•�•�‡��
that we desire (and take ourselves to have reason to desire) to perform 
actions that have it, and avoid performing actions that lack it, when we cannot 
identify whether an action has it in the context of deliberating about its 
performance? It is true that we could mistakenly have believed that we are 
able to identify this, and thus mistakenly have believed that deontic evaluation 
is capable of doing what it is for, but once we realize that we cannot always (or 
perhaps even hardly ever) identify instantiations of this property, would we 
not instead take some other property, one that we are able to identify in 
�†�‡�Ž�‹�„�‡�”�ƒ�–�‹�˜�‡�� �…�‘�•�–�‡�š�–�•�� ���•�—�…�Š�� �ƒ�•�á�� �•�ƒ�›�á�� �î�Š�ƒ�• �–�Š�‡�� �Š�‹�‰�Š�‡�•�–�� �‡�š�’�‡�…�–�‡�†�� �˜�ƒ�Ž�—�‡�ï���á�� �ƒ�•�� �–�Š�‡��
property of actions that we care most about? There are several points to be 
�•�ƒ�†�‡���‹�•���”�‡�’�Ž�›�ä���	�‹�”�•�–�á���‹�–���‹�•���•�‘�–���î�—�’���–�‘���—�•�ï���™�Š�ƒ�–���–�Š�‡���”�‡�Ž�‡�˜�ƒ�•�–���’�”�‘�’�‡�”�–�›���‹�•��while we 
can come to care about one property instead of another, which properties are 
worth caring about is independent of our caring about them, and of whether 
we can identify it in a deliberative context, and so on. Yet it is only if the 
properties that we refer to are worth caring about that deontic evaluation 
should play a central role in practical deliberation. Second, even if it were up 
to us to fix the referent of the concept OBLIGATORY, it is not clear why we 
should think that the fact that we cannot identify a property in a deliberative 
context is a good reason to no longer take it to be one that we should care 
about. Consider an example. Although I cannot always come to know whether 
someone will suffer if I perform a given action, this fact seems a rather poor 
reason for concluding that, therefore, it does not always matter whether 
someone will suffer as a result of my actions. This is such a poor reason 
because suffering does not stop being bad if its occurrence is beyond our 
epistemic reach, and since it is its badness that explains why suffering is worth 
caring about, the possibilities for its avoidance matter regardless of what we 
can and cannot know about its occurrence. It is perfectly consistent to take 
some property P to be the one that matters most (or to be among those that 
matter most) with respect to whether an action is to be done, while at the 

                                                             
65 ���ˆ���•�‘�•�‡���ˆ�‘�”�•���‘�ˆ���…�‘�•�•�‡�“�—�‡�•�–�‹�ƒ�Ž�‹�•�•���‹�•���…�‘�”�”�‡�…�–�á���–�Š�‡�•���’�”�‘�˜�‹�†�‡�†���™�Š�‹�…�Š���‘�—�–�…�‘�•�‡���‹�•���î�„�‡�•�–�ï��
is defined relative to a set of actions that can we can perform (viz., if all relevant 
alternatives must be options for us), it is obviously the case that only the actions we 
�…�ƒ�•���’�‡�”�ˆ�‘�”�•���ƒ�”�‡���…�ƒ�’�ƒ�„�Ž�‡���‘�ˆ���‹�•�•�–�ƒ�•�–�‹�ƒ�–�‹�•�‰���–�Š�‡���’�”�‘�’�‡�”�–�›���î�‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ï�ä�����•�†���‰�‹�˜�‡�•���–�Š�ƒ�–���–�Š�‡��
property WRONG refers to is �•�‘�•�‡�–�Š�‹�•�‰���Ž�‹�•�‡���î�Š�ƒ�˜�‹�•�‰���ƒ���Ž�‡�•�•���–�Š�ƒ�•���‘�’�–�‹�•�ƒ�Ž���‘�—�–�…�‘�•�‡�ï�á���‹�–���‹�•��
also obviously the case that an action cannot instantiate both this property and the 
property that OBLIGATORY refers to. But note that these conclusions follow from facts 
about the nature of the properties that the deontic concepts refer to, and not from facts 
about why we have concepts for thinking and talking about these properties. 
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same time accepting that we cannot always come to know, in deliberation, 
whether an action instantiates P. 
 Fourth, and finally, it could be objected that the argument of (3.4.1) 
and the responses given to the previous objections miss the real import of 
PURPOSE. Properly understood, what this claim asserts is that what deontic 
concepts are for is constitutive of what they are: as Simon Blackburn puts the 
�–�Š�‘�—�‰�Š�–�á�� �î�–�Š�‡�� �’�”�ƒ�…�–�‹�…�ƒ�Ž�� �”�‘�Ž�‡�� �‘�ˆ�� �‡�–�Š�‹�…�•�� �‹�•�� �™�Š�ƒ�–�� �†�‡�ˆ�‹�•�‡�•�� �‹�–�ï�� ���s�{�{�z�ã 1). All of the 
foregoing, a critic could insist, rests on a failure to appreciate what this 
thought really amounts to. The problem with the discussion so far is that it has 
assumed descriptivism about moral thought and talk, roughly, the idea that 
this th�‘�—�‰�Š�–�� �ƒ�•�†�� �–�ƒ�Ž�•�� �‹�•�� �î�ƒ�„�‘�—�–�ï�� �•�‘�•�‡�–�Š�‹�•�‰��either it is assumed to be about 
moral reality, in case we hold that there are (robust) deontic properties, or 
about non-moral reality, in case we hold that there are no such properties��but 
that is a mistake.66 We are not in the business of thinking and talking about 
properties of actions when we apply the deontic concepts; rather, when we 
judge that an action is obligatory, what we are doing is something like favoring 
its performance; and when we judge that an action is wrong, what we are 
doing is, say, favoring its non-performance, etc. Taking up the relevant sort of 
�î�ˆ�ƒ�˜�‘�”�‹�•�‰�� �ƒ�–�–�‹�–�—�†�‡�ï�� �–�‘�™�ƒ�”�†�•�� �ƒ�•�� �ƒ�…�–�‹�‘�•�� �‹�•�� �•�‘�–�� �–�Š�‡�� �•�ƒ�•�‡�� �ƒ�•�� �–�Š�‹�•�•�‹�•�‰�� �–�Š�ƒ�–�� �‹�–�� �Š�ƒ�•��
some property, be it a deontic (moral) property or some non-moral property, 
and expressing such an attitude towards an action in speech does not (or need 
not) involve asserting that the action has any particular property. Once we 
drop the descriptivist assumption, we can understand the deontic concepts 
purely in terms of their (non-referential) function: the deontic concepts, it can 
be urged, are whatever concepts fulfill the function of providing practical 
guidance. In effect, thinking that an action is obligatory��to apply the concept 
OBLIGATORY to it ��just is thinking that it is to be done. 
 There is more than one way of spelling out what sort of non-
representational mental state we are suggested to be in when we think that an 
�ƒ�…�–�‹�‘�•�� �‹�•�� �î�–�‘�� �„�‡�� �†�‘�•�‡�ï�� �‘�”�� �î�•�‘�–�� �–�‘�� �„�‡�� �†�‘�•�‡�ï�ä67 Perhaps the most developed 
proposal is that of Alan Gibbard (2003), who argues that the relevant mental 

                                                             
66 I take this way of characterizing the matter from Schroeder (2010); I find it 
considerably more helpful than many of the traditional ways of drawing the 
distinction (i.e., in terms of whether moral judgments can be true or false, or whether 
�–�Š�‡�•�‡���Œ�—�†�‰�•�‡�•�–�•���ƒ�”�‡���…�‘�‰�•�‹�–�‹�˜�‡���‘�”���…�‘�•�ƒ�–�‹�˜�‡�����î�†�‡�•�‹�”�‡-�Ž�‹�•�‡�ï�����•�‡�•�–�ƒ�Ž���•�–�ƒ�–�‡�•�á���ƒ�•�†���•�‘���‘�•���ä 
67 Not all of the suggestions that have been made in the literature lend support to an 
�‹�•�ˆ�‡�”�‡�•�…�‡���ˆ�”�‘�•�������������������–�‘�����w���á�����w�ï���á�����w�ï�ï�����ƒ�•�†���‘�–�Š�‡�”���•�—�…�Š���…�Ž�ƒ�‹�•�•�á���–�Š�‘�—�‰�Š�ã���’�”�‡�•�—�•�ƒ�„�Ž�›�á������
could take up a desire-like pro-attitude towards the performance of actions that have 
features which are not deliberatively accessible, and I can perhaps issue universal 
prescriptions that cannot be knowingly complied with (although I must confess that I 
�†�‘�•�ï�–���•�•�‘�™�����ä�����ä�����ƒ�”�‡�ï�•���’�”�‡�•�…�”�‹�’�–�‹�˜�‹�•�–���–�Š�‡�‘�”�›�����s�{�w�t�����™�‡�Ž�Ž���‡�•�‘�—�‰�Š���–�‘���„�‡���…�‡�”�–�ƒ�‹�•���ƒ�„�‘�—�–��
the latter point).  I focus specifically �‘�•�� �
�‹�„�„�ƒ�”�†�ï�•�� �’�”�‘�’�‘�•�ƒ�Ž�� �‹�•�� �–�Š�‡�� �–�‡�š�–�� �„�‡�…�ƒ�—�•�‡�� �‹�–�� �‹�•��
most clearly capable of doing the job that a critic will want it to do. 
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state is that of planning to do something: roughly, when I conclude that some 
action A is obligatory, what I am doing is including A in a plan or intention, so 
that if the opportunity to do A arises, I will perform A (or at least, I will try to 
do so), and that is basically all there is to it��what I am not doing is thinking 
that A has some particular property. Now, if some view along these lines is 
correct, then it seems that we can infer that deontic evaluation is capable of 
doing what it is for, and thus that there are no obstacles to its doing so��
whether it can provide practical guidance is not held hostage, so to speak, to 
what the properties that the deontic concepts refer to are like, because these 
concepts do not refer to any properties whatsoever on this view, and so it 
�•�‡�‡�•�•�� �–�Š�ƒ�–�� �‹�ˆ�� �•�‘�•�‡�� �˜�‹�‡�™�� �ƒ�Ž�‘�•�‰�� �–�Š�‡�•�‡�� �Ž�‹�•�‡�•�� �‹�•�� �…�‘�”�”�‡�…�–�á�� �–�Š�‡�•�� ���w���á�� ���w�ï���á�� ���w�ï�ï���á�� �ƒ�•�†��
similar claims can be supported by appeal to PURPOSE. We can do this 
because, given this sort of view, whatever concepts are the deontic concepts 
presumably will just be whatever concepts in fact play the relevant functional 
role. 
 I think that this point has to be conceded: if deontic evaluation is, at 
bottom, nothing more than planning to act in one way rather than another, 
and does not involve thinking that an action has a certain property (or set of 
properties), then deontic evaluation will be capable of doing what it is for. In 
response, there is first of all an ad hominem point worth noting: the authors 
who appeal to PURPOSE typically do not endorse this sort of view of the 
nature of deontic thought and speech. David Copp for example, who argues 
from PURPOSE to OIC, in fact explicitly tries not to tie in the fate of his 
argumentative strategy with a non-descriptivist (or non-cognitivist) view of 
moral talk and thought (2003). And the other authors discussed in this section 
(such as Smith, and Wiland) make no observations about meta-ethical 
commitments at all. Second, and more importantly, if the fate of arguments 
from the point of deontic evaluation is tied to that of a non-descriptivist 
account of moral thought and talk, then these arguments face a series of 
obstacles that many consider to be insurmountable. Perhaps the most crucial 
among these obstacles is that all non-descriptivist meta-ethical views, 
including the sophisticated expressivism defended by Gibbard or Blackburn 
(1998), face serious difficulties in accounting for complex constructions 
containing deontic concepts,68 and arguably, there is no fully satisfactory 
existing treatment of the matter. This, and other problems facing such views, 
should make us wary of them. 
 I have nothing particularly new to say about why we should think that 
if we judge an action to be obligatory, we are ascribing a property to it; all I 

                                                             
68 ���Š�‡�� �•�‘�•�–�� �ˆ�ƒ�•�‘�—�•�� �‘�ˆ�� �–�Š�‡�•�‡�� �‹�•�� �’�”�‘�„�ƒ�„�Ž�›�� �–�Š�‡�� �î�	�”�‡�‰�‡-�
�‡�ƒ�…�Š�� �’�”�‘�„�Ž�‡�•�ï�á�� �™�Š�‹�…�Š�� �…�‘�•�…�‡�”�•�•��
�‡�•�„�‡�†�†�‹�•�‰�� �ƒ�–�‘�•�‹�…�� �•�‘�”�ƒ�Ž�� �‡�˜�ƒ�Ž�—�ƒ�–�‹�‘�•�•�� ���îX �‹�•�� �”�‹�‰�Š�–�ï�á�� �îX i�•�� �‰�‘�‘�†�ï���� �‹�•�� �…�‘�•�†�‹�–�‹�‘�•�ƒ�Ž��
constructions (cf. Geach 1965). But there are many related issues. See Schroeder 
(2010: chapters 3, 6, and 7) for a comprehensive overview of the relevant issues. 



113 
 

can do is reiterate a point made already: on the face of it, it better be the case 
that we are thinking that an action has a property worth caring about when 
we judge it to be obligatory, for otherwise, it is unclear why the judgment that 
an action is obligatory should carry any force in our practical deliberations. If 
a view such as the one Gibbard defends is correct, what we are doing when we 
judge an action to be obligatory is merely planning to do it if the opportunity 
arises. We may, of course, plan to perform only actions that have certain 
properties; perhaps, if we plan in this way, we must also take these properties 
�–�‘�� �„�‡�� �’�”�‘�’�‡�”�–�‹�‡�•�� �–�Š�ƒ�–�� �ƒ�”�‡�� �™�‘�”�–�Š�� �…�ƒ�”�‹�•�‰�� �ƒ�„�‘�—�–�ä�� ���‘�™�‡�˜�‡�”�á�� �
�‹�„�„�ƒ�”�†�ï�•�� �˜�‹�‡�™��
appears to allow for the possibility that we form deontic judgments about 
actions without thinking that the actions which we judge to be the ones that 
ought to be performed have any property at all that we consider worth caring 
about. I find this a deeply implausible feature of the view: why should deontic 
judg�•�‡�•�–�� �„�‡�� �–�ƒ�•�‡�•�� �–�‘�� �Š�ƒ�˜�‡�� �î�’�”�ƒ�…�–�‹�…�ƒ�Ž���ƒ�—�–�Š�‘�”�‹�–�›�ï�á�� �‹�ˆ�� �–�Š�‹�•�� �‹�•���™�Š�ƒ�–�� �•�—�…�Š���Œ�—�†�‰�•�‡�•�–��
amounts to? This is, admittedly, far from a knock-down objection; perhaps the 
view has resources available for avoiding it. I will not try to show it has not. 
Even if it does, however, there is a second point that we can note here, namely, 
that PURPOSE cannot be established by the argument considered in (3.4.1). To 
see why this is the case, recall how that argument went:  

 
1. Deontic concepts (i.e., RIGHT, WRONG, and OBLIGATORY) only apply to 
choosable events. 
2. The best explanation of why deontic concepts only apply to choosable 
events is that the point of deontic evaluation is to provide guidance for 
choices with respect to choosable events. 

 
The suggestion was that we can move from (1) and (2) to (3): 

 
 3. The point of deontic evaluation is to provide guidance for choices with 
respect to choosable events. 

 
If we understand (3) in the way non-cognitivism proposes, then we must 
interpret (2) in the same way, that is, as claiming that deontic concepts are 
defined by their practical role. But if this is how we read (2), it becomes 
mysterious why we should think that (1) is best explained by the fact that the 
point of deontic evaluation is to provide practical guidance. After all, we can 
perfectly well explain why (1) is true without thinking that the practical role 
of these concepts is what defines them, as the discussion in (3.4.1) has made 
clear. On this interpretation, that is, the argument from (1) and (2) does not go 
through. In addition, (3) was presented as an uncontroversial intermediate 
conclusion, one reached on the way to some substantive results such as (5), 
���w�ï���á�� �ƒ�•�†�� ���w�ï�ï���á�� �›�‡�–�� �‘�•�� �–�Š�‡�� �…�—�”�”�‡�•�–�� �‹�•�–�‡�”�’�”�‡�–�ƒ�–�‹�‘�•�á�� �‹�–�� �‹�•�� �ƒ�� �Š�‹�‰�Š�Ž�›�� �…�‘�•�–�”�‘�˜�‡�”�•�‹�ƒ�Ž��
view about the nature of deontic thought and talk. Again, perhaps some view 
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along these lines can be defended, but if it can, then its justification will have 
little, if anything, to do with explaining why deontic concepts apply only to 
choosable events.  
 Given these two observations, I will simply proceed on the assumption 
that, when judging an action to be obligatory (right, wrong), we are in the 
business of thinking or saying that an action has certain properties, properties 
that are worth caring about. If this assumption can be sustained, arguments 
from PURPOSE fail, for the reasons given above. The upshot of this is that we 
can accept that providing practical guidance is what deontic evaluation is for 
(i.e., that providing guidance is its distinctive point or purpose), without 
thereby having to accept that it can succeed at doing so. If all of this is right, it 
should also put to rest some possible lingering worries from the discussion in 
the previous chapter. As I noted there (in 2.2.2), although it is not particularly 
plausible that offering an account of the deontic status of actions should itself 
be thought of as an exercise in moral thought, and that providing such an 
account is better conceived of as spelling out when moral thought goes well 
(instead of as itself an instance of it), we can maintain that even if the 
impression is mistaken, it still needs to be shown both that (a) moral thought 
goes well only if it provides practical guidance, and (b) that what deontic 
judgment is for has any bearing at all on whether it is able to do so. I have 
argued here that the latter is not the case.  

This completes my discussion of whether or not ACCESS can be 
defended as a corollary to OIC. I have argued that this is not the case: the 
survey of three main justifications for OIC revealed that the considerations 
adduced not only fail to support ACCESS, but fail to support OIC as well. The 
last section of this chapter summarizes the main points of the discussion in 
more detail, and offers some concluding remarks. 
 
 
3.5. Summary and conclusion  
 
In this chapter, I examined whether an accessibility condition on obligation 
(and on deontic status more generally) can be defended as either (a) a claim 
that is entailed �„�›���–�Š�‡���’�‘�’�—�Ž�ƒ�”���’�”�‹�•�…�‹�’�Ž�‡���–�Š�ƒ�–���î�‘�—�‰�Š�–�ï���‹�•�’�Ž�‹�‡�•���î�…�ƒ�•�ï��������������that is, 
whether it can be �†�‡�ˆ�‡�•�†�‡�†�� �„�›�� �™�Š�ƒ�–�� ���� �…�ƒ�Ž�Ž�‡�†�� �ƒ�� �î�†�‹�”�‡�…�–�ï�� �ƒ�”�‰�—�•�‡�•�–�� �ˆ�”�‘�•�� ��������or 
(b) as a corollary to the OIC-principle ���–�Š�ƒ�–�� �‹�•�á�� �„�›�� �™�Š�ƒ�–�� ���� �…�ƒ�Ž�Ž�‡�†�� �ƒ�•�� �î�‹�•�†�‹�”�‡�…�–�ï��
argument from OIC, which would be the case if the reasons for thinking that 
�î�‘�—�‰�Š�–�ï�� �‹�•�’�Ž�‹�‡�•�� �î�…�ƒ�•�ï�� �ƒ�”�‡�á�� �ƒ�–�� �–�Š�‡�� �•�ƒ�•�‡�� �–�‹�•e, also reasons for thinking that 
�î�‘�—�‰�Š�–�ï���‹�•�’�Ž�‹�‡�•���î�…�ƒ�•���…�‘�•�‡���–�‘���•�•�‘�™���–�Š�ƒ�–���‘�•�‡���‘�—�‰�Š�–�ï�ä 

In section (3.1), I argued that there is no successful direct argument 
from OIC: what one is morally required to do is perform a specific action, and 
as long as we take the conditions for being morally required to include the 
ability to perform an action, it is simply irrelevant how we specify the sense of 
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�î�…�ƒ�•�ï���–�Š�ƒ�–���‹�•���”�‡�Ž�‡�˜�ƒ�•�–���–�‘���•�‘�”�ƒ�Ž���‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�ä�����Š�‡���ƒ�”�‰�—�•�‡�•�–���Š�ƒ�•���–�Š�‡���—�’�•�Š�‘�–���–�Š�ƒ�–���™�‡��
are not always morally required to perf�‘�”�•�� �–�Š�‡�� �ƒ�…�–�‹�‘�•�� �î�†�‘�‹�•�‰�� �™�Š�ƒ�–�� �‘�•�‡��
�•�‘�”�ƒ�Ž�Ž�›�� �‘�—�‰�Š�–���–�‘�� �†�‘�ï�á�� �ƒ�Ž�–�Š�‘�—�‰�Š���™�‡���ƒ�”�‡�� �ƒ�Ž�™�ƒ�›�•�� �”�‡�“�—�‹�”�‡�†�� �–�‘�� �’�‡�”�ˆ�‘�”�•���–�Š�‡���ƒ�…�–�‹�‘�•�á��
whichever it is, by which we will perform that action. This implication, I 
argued, is no embarrassment, but exactly what we should expect to be the 
case. 

���•�� �•�‡�…�–�‹�‘�•�� ���u�ä�t���á�� ���� �…�‘�•�•�‹�†�‡�”�‡�†�� �™�Š�‡�–�Š�‡�”�� �î�–�Š�‡�� �ƒ�”�‰�—�•�‡�•�–�� �ˆ�”�‘�•�� �„�Ž�ƒ�•�‡�ï�� �ˆ�‘�”��
OIC supports taking an accessibility condition on deontic status as a corollary 
to the OIC-principle. I argued that this is not the case: both the argument for 
OIC and the indirect argument against inaccessible obligations rest on a false 
�’�”�‡�•�‹�•�‡�á�� �™�Š�‹�…�Š�������†�—�„�„�‡�†�� �î�������ï�� ���ˆ�‘�”�� �î�™�”�‘�•�‰�†�‘�‹�•�‰���‡�•�–�ƒ�‹�Ž�•�� �„�Ž�ƒ�•�‡�™�‘�”�–�Š�‹�•�‡�•�•�ï���ä�� ����
discussed two recent attempts at defending WEB, and concluded that they fail, 
both on their own terms, and because they fail to address the underlying issue, 
viz., that there is a basic distinction between what there is reason to do and 
how an agent responds to the reasons there are. Wrongness is determined by 
the former, blameworthiness by the latter, and I suggested that a failure to do 
what there is most reason to do does not by itself warrant a negative 
assessment of an agent, for only certain ways of failing to respond reflect 
badly on an agent.  

���•���•�‡�…�–�‹�‘�•�����u�ä�u���á�������…�‘�•�•�‹�†�‡�”�‡�†���î�–�Š�‡���ƒ�”�‰�—�•�‡�•�–���ˆ�”�‘�•���ˆ�ƒ�‹�”�•�‡�•�•�ï���ˆ�‘�”���������ä�����Š�‡��
basic idea is that it would be unfair if we are morally required to do what we 
cannot do, and since morality cannot be unfair, OIC has to be true. If this is 
how OIC is justified, then ACCESS can be defended as a corollary to OIC 
assuming that the same charge can be brought against inaccessible 
obligations. I suggested that the argument from fairness rests on a category 
mistake on both ways of spelling it out that we considered, and that the 
argument, if it were sound, would support absurd conclusions, such as that no 
past action is morally wrong. Furthermore, the relevant principles of fairness 
governing moral requirements that figure in the argument are not supported 
by the considerations proponents of such principles have adduced. The upshot 
is that not only does the argument from fairness fail to support ACCESS, it also 
fails to support OIC.  

Finally, in section (3.4), I considered whether a claim about what 
deontic evaluation is for��a claim I understood to be about why we have and 
use deontic concepts, whic�Š�� ���� �†�—�„�„�‡�†�� �î���������������ï��is capable of supporting 
either OIC or an accessibility condition on moral obligation. I argued that, if 
our thought and talk that employs deontic concepts is about anything (be it 
about deontic or about non-deontic properties), claims about what deontic 
evaluation is for are toothless, for there is no ground for believing that it is 
capable of doing what it is for. If we drop the descriptivist assumption that our 
deontic thought and talk is about anything, appeals to PURPOSE can be made 
to work, but there is, I suggested, good reason for not opting for such a view, 
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and moreover, such a view is not supported by the argument for PURPOSE 
that I outlined. 
 As I argued that the considered arguments not only fail to support 
ACCESS, but also fail to support OIC, a natural question at this point is whether 
there is any justification for OIC. As I see it, the principle is justified just in case 
�‹�–���‹�•���î�„�—�‹�Ž�–���‹�•�–�‘�ï���‘�—�”���ˆ�‹�”�•�–-order normative principles: insofar as, for example, we 
have good reason to believe that what we morally ought to is the best we can, 
�–�Š�‡�•�� �™�‡�� �Š�ƒ�˜�‡�� �‰�‘�‘�†�� �”�‡�ƒ�•�‘�•�� �–�‘�� �„�‡�Ž�‹�‡�˜�‡�� �–�Š�ƒ�–�� �î�‘�—�‰�Š�–�ï�� �‹�•�’�Ž�‹�‡�•�� �î�…�ƒ�•�ï��namely, the 
very reasons that we have for believing the former. If what we morally ought 
to do cannot be understood in such a way, then it is an open question whether 
�™�‡�� �Š�ƒ�˜�‡�� �”�‡�ƒ�•�‘�•�� �–�‘�� �„�‡�Ž�‹�‡�˜�‡�� �–�Š�ƒ�–�� �î�‘�—�‰�Š�–�ï�� �‹�•�’�Ž�‹�‡�•�� �î�…�ƒ�•�ï�ä�� ���ˆ�á�� �•�ƒ�›�á�� �™�‡�� �ƒ�”�‡�� �—�•�†�‡�”�� �ƒ��
strict moral obligation never to harm the innocent, then OIC needs to be added 
as an independent restriction on what we ought to do, but it is hard to see 
what motivates imposing such a restriction, given the failure of the arguments 
considered here��perhaps we must not harm the innocent even if we cannot 
avoid doing so, as some critics of the principle have argued.69 In brief, the 
suggestion is that OIC is not a principle that can constrain first-order moral 
�–�Š�‡�‘�”�‹�œ�‹�•�‰�á�� �„�—�–�� �”�ƒ�–�Š�‡�”�� �‘�•�‡�� �–�Š�ƒ�–�� �‡�‹�–�Š�‡�”�� �î�ˆ�ƒ�Ž�Ž�•�� �‘�—�–�ï�� �‘�ˆ�� �‹�–�á�� �•�‘�� �–�‘�� �•�’�‡�ƒ�•�á�� �‹�•�� �…�ƒ�•�‡�� �‹�–�� �‹�•��
entailed by the true deontic principles, or it is a principle that is unjustified, 
and even likely to be false, in case it is not entailed by the true deontic 
principles. In this respect, I believe its status is no different from that of 
ACCESS (see Chapter 5).  

Before we can draw any conclusions about the status of ACCESS, 
though, there is a further important line of argument against the possibility of 
inaccessible obligations we need to consider, for I have not yet addressed the 
question of whether inaccessible obligations are normative. That is the task for 
the next chapter. 

                                                             
69 These remarks about the status of OIC draw on the discussion in the closing section 
of Graham (2011).  
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Chapter 4 The normativity of inaccessible 
obligations 
 
 
 
 
 
4.0 Introduction  
 
The �’�”�‡�˜�‹�‘�—�•�� �…�Š�ƒ�’�–�‡�”�� �ƒ�”�‰�—�‡�†�� �–�Š�ƒ�–�� �•�‡�‹�–�Š�‡�”�� �–�Š�‡�� �’�”�‹�•�…�‹�’�Ž�‡�� �–�Š�ƒ�–�� �î�‘�—�‰�Š�–�ï�� �‹�•�’�Ž�‹�‡�•��
�î�…�ƒ�•�ï�á�� �•�‘�”�� �–�Š�‡�� �…�‘�•�•�‘�•�Ž�›�� �‘�ˆ�ˆ�‡�”�‡�†�� �Œ�—�•�–�‹�ˆ�‹�…�ƒ�–�‹�‘�•�•�� �ˆ�‘�”�� �–�Š�‹�•�� �’�”�‹�•�…�‹�’�Ž�‡�á�� �’�”�‘�˜�‹�†�‡��
grounds for rejecting the possibility of inaccessible obligations. In this chapter, 
I examine a different suggestion for what the problem with inaccessible 
obligations (and inaccessible rights and wrongs) might be, namely, that 
inaccessible obligations have no �înormative force�ï. If inaccessible obligations 
have no normative force, then those defending the view that there are such 
things as inaccessible obligations appear to face a serious problem: plausibly, 
normativity is essential to our understanding of moral obligation, and of 
deontic status more generally. We might say that if inaccessible obligations 
indeed lack normative force, they do not de�•�‡�”�˜�‡�� �–�‘�� �„�‡�� �…�ƒ�Ž�Ž�‡�†�� �î�‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�•�ï. 
Somewhat more conspicuously, the objection can be understood as resting on 
�–�Š�‡�� �…�Ž�ƒ�‹�•�� �–�Š�ƒ�–�� �–�Š�‡�”�‡�� �‹�•�� �•�‘�� �•�—�…�Š�� �–�Š�‹�•�‰�� �ƒ�•�� �ƒ�� �î�•�‘�•-�•�‘�”�•�ƒ�–�‹�˜�‡�� �‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�ï�â�� �‹�ˆ��
inaccessible obligations are not normative, that just means that there are no 
inaccessible obligations. We �…�ƒ�•�� �…�ƒ�Ž�Ž�� �–�Š�‹�•�� �î�–�Š�‡�� �‘�„�Œ�‡�…�–�‹�‘�•�� �ˆ�”�‘�•�� �ˆ�ƒ�‹�Ž�‡�†��
�•�‘�”�•�ƒ�–�‹�˜�‹�–�›�ï���ƒ�‰�ƒ�‹�•�•�–��inaccessible obligations.  

As a first step towards assessing the cogency of the objection from 
failed normativity , I start by giving it a more careful formulation in section 
(4.1). Normativity, I suggest, can be understood in terms of reasons; the 
objection, thus understood, turns on the possibility that there is not (or at 
least, not always) sufficient reason to comply with inaccessible obligations. In 
this section, I also outline some ways of supporting this contention, which turn 
on the question of whether there are any epistemic conditions on 
�î�”�‡�ƒ�•�‘�•�Š�‘�‘�†�ï. Section (4.2) discusses the thesis that if a fact is a reason to act 
for an agent, the agent in question must be aware of that fact. Section (4.3) 
discusses the weaker thesis that if a fact is a reason to act for an agent, that 
fact must be accessible to the agent in question. I argue that we can reasonably 
reject both these claims: there are positive considerations that count against 
them, and in addition, the considerations which may look like sources of 
support for these claims��considerations having to do with the explanatory 
role of reasons, the role of reasons in deliberation, and the relation between 
reasons and rationality ��do not in fact provide the needed support. Section 
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(4.4) summarizes the main moves made in this chapter, and offers some 
concluding remarks.  
 
 
4.1. The objection f rom failed normativity  
 
4.1.1. Normativity  
 
There is more than one thing we may try to convey in saying that moral 
�‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�� ���ƒ�•�†�� �†�‡�‘�•�–�‹�…�� �•�–�ƒ�–�—�•�� �•�‘�”�‡�� �‰�‡�•�‡�”�ƒ�Ž�Ž�›���� �‹�•�� �î�‡�•�•�‡�•�–�‹�ƒ�Ž�Ž�›�ï�� �‘�”�� �î�‹�•�Š�‡�”�‡�•�–�Ž�›�ï��
normative. I follow the common and, I believe, quite plausible approach of 
taking claims about normativity to be, or at least to be capable of being 
reformulated as, claims about reasons.1 As Joseph Raz has put it at one point, 
�î���–���Š�‡�� �•�‘�”�•�ƒ�–�‹�˜�‹�–�›�� �‘�ˆ�� �ƒ�Ž�Ž�� �–�Š�ƒ�–�� �‹�•�� �•�‘�”�•�ƒ�–�‹�˜�‡�� �…�‘�•�•�‹�•�–�•�� �‹�•�� �–�Š�‡�� �™�ƒ�›�� �–�Š�ƒ�–�� �‹�–�� �‹�•�á�� �‘�”��
provides, �‘�”�� �‹�•�� �‘�–�Š�‡�”�™�‹�•�‡�� �”�‡�Ž�ƒ�–�‡�†�� �–�‘�� �”�‡�ƒ�•�‘�•�•�ï�� ���s�{�{�{�ã�� �x�y���â�� �…�‘�•�’�ƒ�”�ƒ�„�Ž�‡��
statements can be found in the works of many other contemporary writers on 
the subject of normativity.2 Raz may be overstating the case here: perhaps not 
all normativity can be understood in terms of reasons (more on this below), 
but even if that is so�á���–�Š�‡���“�—�‡�•�–�‹�‘�•���î�ƒ�”�‡��inaccessible �‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�•���•�‘�”�•�ƒ�–�‹�˜�‡�ë�ï���…�ƒ�•��
plausibly be understood as asking �î�†�‘�� �™�‡�� �Š�ƒ�˜�‡�� �”�‡�ƒ�•�‘�•�� �–�‘�� �…�‘�•�’�Ž�›�� �™�‹�–�Š��
inaccessible �‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�•�ë�ï�� �‡�˜�‡�•��if we conclude that answering the latter 
question only answers the former in part, and more can (and perhaps needs to 
be) said for a full answer.3 

                                                             
1 ���Š�‡�� �Ž�‡�ƒ�†�‹�•�‰���ƒ�Ž�–�‡�”�•�ƒ�–�‹�˜�‡�� �‹�•�� �–�‘�� �‡�š�’�Ž�‹�…�ƒ�–�‡�� �–�Š�‡�� �•�‘�–�‹�‘�•�� �‘�ˆ�� �•�‘�”�•�ƒ�–�‹�˜�‹�–�›�� �‹�•�� �–�‡�”�•�•�� �‘�ˆ�� �î�‘�—�‰�Š�–�ï 
(see, e.g., Gibbard 2003, among others). Regarding (moral) obligations to act, the claim 
that such obligations �î�ƒ�”�‡���•�‘�”�•�ƒ�–�‹�˜�‡�ï amounts, on this interpretation, to the claim that 
necessarily, if A is obligatory for S, then S ought to do A. I find this way of interpreting 
attributions of normativity considerably less helpful than the one that is discussed in 
�–�Š�‡���–�‡�š�–�á���„�‡�…�ƒ�—�•�‡�����ƒ�����‹�–���‹�•���Š�‹�‰�Š�Ž�›���’�Ž�ƒ�—�•�‹�„�Ž�‡���–�Š�ƒ�–���î�‘�—�‰�Š�–�ï���Š�ƒ�•���ƒ��non-normative sense (as in 
�î�–�Š�‡�� �–�”�ƒ�‹�•�� �‘�—�‰�Š�–�� �–�‘�� �„�‡�� �Š�‡�”�‡�� �„�›�� �•�‘�™�ï���á�� �•�‘�� �™�‡�� �•�–�‹�Ž�Ž�� �•�‡�‡�†�� �ƒ�� �™�ƒ�›��of identifying the 
�•�‘�”�•�ƒ�–�‹�˜�‡�� �•�‡�•�•�‡�� �‘�ˆ�� �î�‘�—�‰�Š�–�ï�á�� �ƒ�•�†�� ���„���� �ƒ�� �˜�‡�”�›�� �’�Ž�ƒ�—�•�‹�„�Ž�‡�� �™�ƒ�›�� �–�‘�� �†�‘�� �•�‘�� �‹�•�� �–�‘�� �•�ƒ�‹�•�–�ƒ�‹�•�� �–�Š�ƒ�–��
�–�Š�‡���•�‘�”�•�ƒ�–�‹�˜�‡���•�‡�•�•�‡���‘�ˆ���î�‘�—�‰�Š�–�ï���‹�•���–�Š�‡���‘�•�‡���…�‘�•�•�‡�…�–�‡�†�� �–�‘���”�‡�ƒ�•�‘�•�•�ä���	�—�”�–�Š�‡�”�•�‘�”�‡�á�����…�����‹�–���‹�•��
not clear what, if any, prima facie plausible principles regarding the concept OUGHT 
that we can appeal to which do not reduce to those already discussed about the 
concept OBLIGATION, whereas with respect to the concept REASON, there are widely 
accepted ideas about their role in explanation and deliberation which may appear to 
provide grounds for the conclusion that reasons are (and have to be) accessible, and 
therefore, obligations are as well. Thus if anything, my construal of what normativity 
involves helps those who push this objection.  
2 See Schroeder (2007: 81) for further references, and some discussion of the point. 
3 For instance, John ���”�‘�‘�•�‡���™�”�‹�–�‡�•���–�Š�ƒ�–���™�Š�‹�Ž�‡���”�‡�ƒ�•�‘�•�•���î�ƒ�”�‡���—�•�†�‘�—�„�–�‡�†�Ž�›���‹�•�’�‘�”�–�ƒ�•�–�á���å��
normativity has other important features�ï�â�� �„�‡�•�‹�†�‡�•�� �”�‡�ƒ�•�‘�•�•�á�� �î�–�Š�‡�� �•�‘�”�•�ƒ�–�‹�˜�‡�� �™�‘�”�Ž�†��
contains features of a different �•�‘�”�–�á���™�Š�‹�…�Š�������…�ƒ�Ž�Ž���ò�•�‘�”�•�ƒ�–�‹�˜�‡���”�‡�“�—�‹�”�‡�•�‡�•�–�•�ó�ï�����t�r�r�v�â���…�ˆ�ä��
Broome 1999). In later work, however, Broome expresses skepticism about whether 
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We have more than one option for spelling out what it means for 
moral obligations to �îbe normative�ï in terms �‘�ˆ�� �”�‡�ƒ�•�‘�•�•�ä�� ���•�� �ƒ�…�–�‹�‘�•�ï�•�� �„�‡�‹�•�‰��
morally obligatory or required is, it is plausible to think, no light matter; as a 
first pass, we might therefore try the following: 
 

�s�ï�ä Necessarily, if doing A is obligatory for S, then A is the action, of those 
available, there is most reason to perform for S. 

 
Many find ���s�ï���� �ƒ�•�� �ƒ�–�–�”�ƒ�…�–�‹�˜�‡�� �‹�†�‡�ƒ�á�� �„�‡�…�ƒ�—�•�‡�� �–�Š�‡�›�� �„�‡�Ž�‹�‡�˜�‡�� �–�Š�ƒ�–�� �ƒ�•�� �ƒ�…�–�‹�‘�•�ï�•�� �„�‡�‹�•�‰��
obligatory either itself is, or merely entails, the existence of, a decisive 
(overriding, authoritative, etc.) reason to perform that action.4 No matter what 
reasons �ˆ�‘�”���•�‘�–���†�‘�‹�•�‰���–�Š�‡���ƒ�…�–���–�Š�ƒ�–���‹�•���‘�•�‡�ï�•��duty there are in certain situations, 
there is always a stronger reason to do what one morally ought to do��this, the 
suggestion goes, is simply (part of) what it is for an action to be morally 
requir ed.5 At the �•�ƒ�•�‡�� �–�‹�•�‡�á�� �•�ƒ�•�›�� �‘�–�Š�‡�”�•�� �ˆ�‹�•�†�� ���s�ï) utterly implausible, and 
hold instead that at least sometimes, and perhaps quite often, there is 
sufficient reason to refrain from doing what one morally ought to do.6 If there 
are situations in which we are under a moral obligation to, say, give up our 
own life for that of others, abandon a project that is central to our identity, 
save the greater number even if that means letting our own children (spouses, 
parents, etc.) die, and so on, then perhaps we do not always have most reason 
to do what we are morally obligated to do. When there is enough at stake that 
matters from a personal point of view, the reasons to do what one is morally 
obligated to do can be outweighed.7 These are interesting questions, but they 
are not our concern here; perhaps we can sidestep the question of whether 

                                                                                                                                                           
these requirements���™�Š�‹�…�Š�� �Š�‡�� �–�Š�‡�”�‡�� �†�—�„�•�� �î�”�‡�“�—�‹�”�‡�•�‡�•�–�•�� �‘�ˆ�� �”�ƒ�–�‹�‘�•�ƒ�Ž�‹�–�›�ï��really are 
�•�‘�”�•�ƒ�–�‹�˜�‡�á�� �•�‘�–�‹�•�‰�� �–�Š�ƒ�–�� �Š�‡�� �î�…�ƒ�•�� �ˆ�‹�•�†�� �•�‘�� �‰round for thinking that rationality is 
�•�‘�”�•�ƒ�–�‹�˜�‡�ï�����t�r�r�y���„�â���…�ˆ�ä�����”�‘�‘�•�‡���t�r�r�w���ä�����‡�‡���•�‡�…�–�‹�‘�•�����v�ä�t�ä�v�����ˆ�‘�”���ˆ�—�”�–�Š�‡�”���†�‹�•�…�—�•�•�‹�‘�•���‘�ˆ���–�Š�‡��
relation between reasons and rationality. 
4 As this disjunctive formulation indicates, I take no stand on whether there being a 
moral obligation itself is or provides a reason, or only entails that there is a reason (or 
set of reasons), to perform the obligatory action.  
5 Kant is plausibly understood as holding this sort of view; see especially chapters 1 
and 2 of the Groundwork.  
6 ���—�…�Š���‹�•���–�Š�‡���—�’�•�Š�‘�–���‘�ˆ�����‹�†�‰�™�‹�…�•�ï�•���î�†�—�ƒ�Ž�‹�•�–�ï���˜�‹�‡�™���‘�ˆ���’�”�ƒ�…�–�‹�…�ƒ�Ž���”�‡�ƒ�•�‘�•�â���•�‡�‡���–�Š�‡���…�‘�•�…�Ž�—�†�‹�•�‰��
chapter of The Methods of Ethics (Sidgwick 1981 [1907], cf. Parfit [2011: 130-149]).   
7 A different conclusion that one could draw instead is that we were not morally 
required to do these things in the first place, as the �îpersonal point of view�ï is, and 
must be, accommodated �îwithin �ï the moral point of view, so to speak. This idea is 
developed in detail by Samuel Scheffler (1994, especially chapter 3), for example. This 
�•�‘�˜�‡�� �™�‘�—�Ž�†�� �‘�„�˜�‹�ƒ�–�‡�� �–�Š�‡�� �•�‡�‡�†�� �ˆ�‘�”�� �•�‘�†�‹�ˆ�›�‹�•�‰�� ���s�ï���� �‹�•�–�‘�� ���s���á�� �ƒ�–�� �Ž�‡�ƒ�•�–�� �‹�•�� �•�‘�� �ˆ�ƒ�”�� �ƒ�•�� �–�Š�‹�•��
modification is motivated by concerns about clashes between what morality requires 
�ƒ�•�†���î�–�Š�‡���’�‡�”�•�‘�•�ƒ�Ž���’�‘�‹�•�–���‘�ˆ���˜�‹�‡�™�ï�ä�� 
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doing what is morally obligatory is always supported by the total balance of 
�”�‡�ƒ�•�‘�•�•���„�›���•�‘�†�‹�ˆ�›�‹�•�‰�����s�ï) in the following way: 
 

1. Necessarily, if doing A is obligatory for S, then A is the action, of those 
available, there is most moral reason to perform for S. 

 
Thus modified, the resulting view about the relationship between obligation 
and practical reasons leaves open whether there are other, and possibly 
weightier non-moral (personal, prudential, etc.) reasons that bear on what to 
do in the situation; we therefore no longer find ourselves in obvious conflict 
with a great many of the intuitions th�ƒ�–���—�•�†�‡�”�Ž�‹�‡���–�Š�‡���”�‡�Œ�‡�…�–�‹�‘�•���‘�ˆ�����s�ï).  

However, the proposed modification immediately invites the question 
�î�™�Š�ƒ�–�� �•�ƒ�•�‡�•�� �ƒ�� �”�‡�ƒ�•�‘�•�� �ƒ��moral �”�‡�ƒ�•�‘�•�ï�ë�� ���•�†�� �‹�–�� �‹�•�� �•�‘�–�� �…�Ž�‡�ƒ�”�� �™hether there is a 
satisfying answer to this question. Be that as it may, I am inclined to think we 
can make do without an answer here. None of the cases we have considered so 
�ˆ�ƒ�”�� �‹�•�˜�‘�Ž�˜�‡�†�� �ƒ�� ���”�‡�ƒ�Ž�� �‘�”�� �ƒ�’�’�ƒ�”�‡�•�–���� �…�‘�•�ˆ�Ž�‹�…�–�� �„�‡�–�™�‡�‡�•�� �–�Š�‡�� �ƒ�‰�‡�•�–�ï�•�� �„�ƒ�•�‹�…�� �‘�”��
�î�‰�”�‘�—�•�†�‹�•�‰�ï�� �’�”�‘�Œ�‡�…�–�•�á�� �…�‘�•�–�‹�•�—�‡�†�� �‡�š�‹�•�–�‡�•�…�‡�á�� �•�’�‡�…�‹�ƒ�Ž�� �”�‡�Ž�ƒ�–�‹�‘�•�•�á�� �‡�–�…�ä�� �‘�•�� �–�Š�‡�� �‘�•�‡��
hand and the demands of morality on the other; all of the considerations 
relevant to the options agents face in the cases that interest us can safely be 
assumed to be moral considerations�á�� �™�Š�ƒ�–�‡�˜�‡�”�� �„�‡�‹�•�‰�� �ƒ�� �î�•�‘�”�ƒ�Ž�� �…�‘�•�•�‹�†�‡�”�ƒ�–�‹�‘�•�ï��
exactly turns out to involve. Demarcating the moral from the non-moral, 
which may be a pressing task in some contexts, is not, I think, an issue that we 
need to get clear on in order to conduct the present enquiry��the qualifier 
�î�•�‘�”�ƒ�Ž�ï���‹�•�����s�����•�‹�•�’�Ž�›���ˆ�Ž�ƒ�‰�•���–�Š�ƒ�–���–�Š�‡���“�—�‡�•�–�‹�‘�•��of whether or not we always have 
all-things-considered sufficient reason to comply with the moral obligations 
we are under is left open. For this reason, then, we can (also) sidestep the 
�“�—�‡�•�–�‹�‘�•���îwhat makes a reason a moral �”�‡�ƒ�•�‘�•�ë�ï8 
 Assuming this modification deals adequately with the worries about 
(1�ï) just noted, various considerations can nevertheless be adduced for 
rejecting the necessary connection between moral obligations and moral 
reasons that (1) claims to hold. If (1) is true, and understood along the lines 

                                                             
8 While I will make no attempt to provide a clear account of what makes a reason a 
moral reason, one point regarding the qualification introduced by (1) deserves some 
clarification. Some philosophers talk about the reasons we have relative to some 
perspective or system of norms, and leave open whether this perspective or system of 
norms has any normative force (see, e.g., Sarah Stroud 1998, or Foot 1978 for an 
�‡�ƒ�”�Ž�‹�‡�”���•�–�ƒ�–�‡�•�‡�•�–���ã���ˆ�‘�”���‹�•�•�–�ƒ�•�…�‡�á���™�‡���…�‘�—�Ž�†���•�ƒ�›���–�Š�ƒ�–���‘�•�‡���Š�ƒ�•���î�”�‡�ƒ�•�‘�•�•���‘�ˆ���‡�–�‹�“�—�‡�–�–�‡�ï���–�‘���—�•�‡��
�‘�•�‡�ï�•���•�•�‹�ˆ�‡���ƒ�•�†���ˆ�‘�”�•���‹�•���ƒ���…�‡�”�–�ƒ�‹�•���™�ƒ�›�á���„�—�–���–�Š�ƒ�–���†�‘�‡�•�•�ï�–��mean one has a reason to do so 
simpliciter. This is not how I understand the qualification that (1) introduces: moral 
reasons are reasons simpliciter, that count in favor of acting for anyone to whom to 
they apply. All that I mean to allow for is that they are pro tanto, and thus do not 
necessarily always carry the day, in case there are other, non-moral reasons which 
outweigh or undercut them. 
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just sketched, we would like to be able to explain why it is true.9 I will make no 
attempt to do so here, though, and will simply grant (1) at this point; I myself 
find it a plausible assumption, and furthermore, I believe that the real problem 
with the objection from failed normativity is not its reliance on this claim, but 
rather its next step.  
 
 
4.1.2. The objection  
 
With (1) in place, the next step should be obvious: the claim that inaccessible 
�‘�„�Ž�‹�‰�ƒ�–�‹�‘�•�•���î�ˆ�ƒ�‹�Ž���–�‘���„�‡���•�‘�”�•�ƒ�–�‹�˜�‡�ï���…�ƒ�•���•�‘�™��be understood as the claim that the 
entailment that (1) posits fails to hold for such obligations. More precisely: 
 

2. If doing A is obligatory for S, and the fact that A is obligatory for S is not 
deliberatively accessible to S, then possibly, doing A is not what there is 
most moral reason to do for S. 

 
Note that (2) does not claim that whenever the fact that A is obligatory for S is 
inaccessible to S, it is not the case that doing A is what there is most moral 
reason to do for S. If there are, or could be, situations in which the antecedent 
of (2) is satisfied, then in some of these situations, the balance of moral 
reasons may still favor S�ï�•��doing A. This may be quite often, or even nearly 
always the case. The claim (2) makes is merely that this not so in all situations. 

Now, (2) by itself does not need to be in conflict with (1), for it could 
be impossible that the antecedent of (2) is true, even though (2) itself is true. 
(That is, one could maintain that when it is properly formulated, (2) receives a 
�“�—�ƒ�Ž�‹�ˆ�‹�…�ƒ�–�‹�‘�•�á�� �ƒ�•�†�� �”�‡�ƒ�†�•�� �î���ˆ�á��per impossible, doing A �‹�•�� �‘�„�Ž�‹�‰�ƒ�–�‘�”�›�� �å�ï���ä There is, 
                                                             
9 Most obvious probably is that, on the assumption that whether an action is morally 
obligatory is independent of the desires (aims, goals, etc.) of the agent for whom the 
action is an option, then if we also hold, as Neo-Humeans do, that whether an agent 
has a reason to perform an action always depends on her desires (etc.), it seems to 
follow that either (1) is false, in case we infer that the antecedent can be true when the 
consequent is not, or that (1) is only vacuously true, in case we infer that no action is 
obligatory. (However, see Schroeder [2007: chapter 6] for a Neo-Humean theory 
which tries to avoid this ups�Š�‘�–�ä���������†�‘�•�ï�–���–�Š�‹�•�•���–�Š�‡ Neo-Humean view is true, but since 
the proponent of the argument from failed normativity, who affirms (1), is likely to 
agree on this point, we need not pursue it further here. Secondly, note that (1) does 
not claim that the entailment holds in the other direction as well: that is, it does not 
follow that if there is most moral reason to perform an action, the action is obligatory. 
Thus, it is compatible with the view that there are supererogatory actions, which 
presumably are actions there is most moral reason to perform yet which are not 
obligatory. If we hold that there are in fact no such actions (and note that standard, 
maximizing forms of consequentialism entail that this is the case, for example), we can 
strengthen (1) into a bi-conditional.  
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therefore, no fully-fledged objection to the possibility of inaccessible 
obligations on the table, if all we have is (1) and (2) in its current, unqualified 
formulation. Those who believe that there could be inaccessible obligations 
are also going to want to maintain the following claim: 
 

3. Possibly, doing A is obligatory for S, and the fact that A is obligatory for S 
is not deliberatively accessible to S. 

 
Presumably, if one believes that there could be inaccessible obligations, one 
will also be attracted to a logically stronger claim, viz., that there actually are 
situations in which both of the conditions contained in (3) are satisfied. But 
since this stronger claims entails (3), if (3) is false, then so is the stronger 
claim; there is no harm, therefore, if we focus primarily on (3).  

With (3) in place, we do have sufficient materials for an objection, 
because (1), (2), and (3) form an inconsistent triad: from (2) and (3), we can 
infer the negation of (1), from (1) and (3), the negation of (2), and from (1) 
and (2), the negation of (3). It appears, therefore, that something has to give. If 
the objection from failed normativity against inaccessible obligations 
succeeds, then (3) is what must be rejected: there are no, and cannot be, 
inaccessible obligations. Those who hold that there could be inaccessible 
obligations will have to reject either (1) or (2). 

Since (1) is common ground between me and those who think the 
objection from failed normativity against inaccessible obligations is sound, I 
will not consider the merits of rejecting this claim in what follows. The choice 
we face at this juncture is a choice between (2) and (3); my aim in this chapter 
is to motivate a choice for (3) over (2). The next section is devoted to 
formulating some preliminary steps in a possible defense of (2), so as to single 
out the main thesis to be discussed in what follows; after that, in section 
(4.1.4), I introduce what I take to be the most prominent ways of motivating 
this thesis, which will in turn be examined in detail in the sections that follow. 
 
 
4.1.3. Preliminary steps  
 
Why believe (2)? Part of an intuitively compelling line of thought leading up 
to (2) goes, I suppose, something like this. Some or all of the considerations 
that count in favor doing A which would be (or provide�����ï�Ž�Ž���‘�•�‹�–���–�Š�‹�•���‹�•���™�Š�ƒ�–��
follows, and treat these two expressions as equivalent) reasons to do A for S 
if the fact that A is obligatory were accessible to S fail to be reasons 
whenever this fact is deliberatively inaccessible to S. These considerations 
fail to be reasons for S to do A, though, because (a) these considerations are 
not accessible, and (b) a consideration must be accessible to an agent if it is 
to count as a reason for that agent. Being inaccessible, they are not, we might 
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�•�ƒ�›�á�� �î�’�ƒ�”�–�� �‘�ˆ�� �–�Š�‡���•�‘�”�•�ƒ�–�‹�˜�‡�� �Ž�ƒ�•�†�•�…�ƒ�’�‡�ï�� �ˆ�‘�”��S. Let us take a closer look at this 
line of thought. 

What are the moral reasons to do A for S that, given (1), exist 
necessarily, if A is obligatory for S? I can think of two plausible candidates: 
either (a) the fact that A is obligatory is or provides a decisive reason for S to 
do A, or (b) the facts in virtue of which A is obligatory for S are or provide the 
(jointly decisive) reasons for S to do A.10 If neither (a) nor (b) identifies the 
relevant reasons, it is hard not to look at the necessary connection (1) posits 
as being rather mysterious: we know that trivially, an action is obligatory if it 
is obligatory, and (slightly less trivially) that there are facts in virtue of which 
an obligatory action is obligatory���–�Š�‡�� �î�†�‡�‘�•�–�‹�…�ƒ�Ž�Ž�›�� �”�‡�Ž�‡�˜�ƒ�•�–�� �ˆ�ƒ�…�–�•�ï. And this, it 
seems, is all we know about the actions covered by (1). If there is anything 
that can be said at this general level about what the reasons are that 
necessarily exist when an action is obligatory��and I take it to be clear that we 
need to say something, in order to avoid making (1) look like a complete 
mystery��then it seems that (a) and (b) exhaust our options.  

If this impression regarding what the relevant reasons are is correct��
and I will assume that it is��then it is not hard to show that the candidate 
reasons are inaccessible when the corresponding obligation is. Regarding (a), 
the inaccessibility of this fact follows trivially from the assumption that it is 
inaccessible. Regarding (b), note that if all of the deontically relevant facts 
were accessible, then the deontic status of A would be accessible as well, given 
that we have assumed from the outset that (c) agents are acquainted with 
whatever are the relevant deontic principles, and (d) that there are no 
�’�”�‘�„�Ž�‡�•�•���‘�ˆ���î�‡�’�‹�•�–�‡�•�‹�…���–�”�ƒ�•�•�•�‹�•�•�‹�‘�•���ˆ�ƒ�‹�Ž�—�”�‡�ï��that need to concern us here (see 
Chapter 1). That is, if all deontically relevant facts are accessible, then so is 
deontic status; given that the deontic status of A is inaccessible, at least some 
of the deontically relevant facts are inaccessible as well. 

I take it that the second step is eminently plausible, given these two 
assumptions. Now, if there are (and thus, as (3) claims, there could be) 
inaccessible obligations, and if obligations entail reasons, as (1) claims, then 
either the inaccessible fact that an action is obligatory constitutes a decisive 
reason for S to do A, or the (at least partially) inaccessible set of facts in virtue 
of which the action is obligatory together constitute a decisive reason. What 
those who press the objection from failed normativity will need to make 
plausible is that neither of these options is defensible. And a straightforward 
way to do this is by defending the thesis that reasons are deliberatively 
accessible: that is, the thesis that if some fact F is a reason for an agent, then F 

                                                             
10 �����†�‘���•�‘�–���•�‡�ƒ�•���–�‘���•�—�‰�‰�‡�•�–���–�Š�‡�”�‡���‹�•���ƒ���†�‹�•�–�‹�•�…�–���…�Ž�ƒ�•�•���‘�ˆ���î�†�‡�…�‹�•�‹�˜�‡���”�‡�ƒ�•�‘�•�•�ï�á���™�Š�‹�…�Š���‡�š�‹�•�–���‹�•��
addition to the reasons that are jointly decisive; it is only for ease of exposition that I 
formulate the thesis in this way. 
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must be deliberatively accessible to that agent. But why would one believe 
that reasons are deliberatively accessible?  
 
 
4.1.4. Motivating access and awareness conditions  
 
In examining possible motivations for an accessibility constraint on practical 
reasons, we could of course turn to variations on the arguments already 
considered in the previous chapters, but if those would exhaust the 
possibilities for defending an accessibility constraint on practical reasons, 
then the argument from failed normativity would not really be adding 
anything to what we have already seen so far. But it would be a mistake, I 
believe, to conclude straightaway that nothing is added to the case against the 
possibility of inaccessible obligations by turn ing to the connection between 
reasons to act and moral obligation; the concept of a reason to act is plausibly 
taken to have some dimensions that our deontic concepts do not possess 
(except in a derivative sense, because of their intimate relation to the concept 
of a reason). There are several possibilities that we need to explore.  
 
(i) Perhaps the most intuitively attractive way of supporting the thesis that 
reasons are accessible goes something like this. �
�‘�‘�†�� ���‘�”�� �î�‰�‡�•�—�‹�•�‡�ï���� �’�”�ƒ�…�–�‹�…�ƒ�Ž��
reasons on the one hand justify our actions: an action is justified only if it is 
supported by the balance of reasons. Yet there is more to practical reasons 
than justification, for it seems compelling that practical reasons are, as we 
might put it, for being acted on (or for being acted for, if you like). I take this to 
mean, roughly, that if some fact F is a reason for S to do A, then it must at least 
be possible that F is the reason for which S does A (or, alternatively, it must be 
possible that F is S�ï�•���”�‡�ƒ�•�‘�•���ˆ�‘�”���†�‘�‹�•�‰��A). Part of what it means for F to be the 
reason for (or on the basis of) which S does A is, many have held, that F 
explains, or at least figures in an explanation of, why S does A. Michael Woods 
�”�‡�•�ƒ�”�•�‡�†�� �•�‘�•�‡�� �ˆ�‘�”�–�›�� �›�‡�ƒ�”�•�� �ƒ�‰�‘�� �–�Š�ƒ�–�� �î���‹���–�� �Š�ƒ�•�� �„�‡�‡�•�� �‰�‡�•�‡�”�ƒ�Ž�Ž�›�� �”�‡�…�‘�‰�•�‹�•�‡�†�� �–�Š�ƒ�–��
the concept of a reason for an action stands at the point of intersection, so to 
speak, between the theory of the explanation of actions and the theory of their 
justification�ï�����s�{�y�t�ã���s�z�{�á���‡�•�’�Š�ƒ�•�‡�•���ƒ�†�†�‡�†���ä11  

                                                             
11 This dual concern with justification and explanation can be found not just in the 
debate over the nature of reasons, but also in discussions of decision theory; for a 
book-length discussion of whether decision theory can live up to both demands (e.g., 
that of justifying and explaining action), see Bermúdez (2009). It is much less common 
to suppose outright that moral facts (e.g., facts about what is obligatory, and so on) 
have to live up to some explanatory standard, at least insofar as what needs to be 
explained is why people act in certain ways, but see Gauthier (1991: 16) for an 
exception to this rule. Whether moral facts can explain our moral judgments is, though, 
much debated; see Harman (1977: chapter 1) for an influential negative assessment. 
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Good or genuine practical reasons on the one hand tell us what can be 
said in favor of an action��reasons should be capable of justifying an action��
and on the other, they must be capable of figuring in an explanation of why an 
agent performed an action. Not every action is done for a good reason, of 
course, but presumably at least some actions are, and the possibility of acting 
for good reasons imposes constraints on what can and cannot count as a 
reason to act for an agent. The problem with inaccessible practical reasons, it 
could be suggested against this background, is that such reasons cannot be 
acted on, and therefore cannot explain why an agent acted. The fact that, for 
example, Sally has broken her leg clearly seems to �…�‘�—�•�–�� �‹�•�� �ˆ�ƒ�˜�‘�”�� �‘�ˆ�� ��‘�Š�•�ï�•��
calling an ambulance, but if this fact is inaccessible to John, it also seems clear 
that this fact cannot be his reason for calling an ambulance. If John does end up 
calling an ambulance, and we then ask why he did so, the �ƒ�•�•�™�‡�”�� �î�„�‡�…�ƒ�—�•�‡��
���ƒ�Ž�Ž�›�� �Š�ƒ�†�� �„�”�‘�•�‡�•�� �Š�‡�”�� �Ž�‡�‰�ï�� �™�‘�—�Ž�†�� �•�‘�–�� �„�‡�� �•�ƒ�–�‹�•�ˆ�ƒ�…�–�‘�”�›��the fact that Sally broke 
her leg is not (or does not figure in) a satisfactory explanation of his action, 
given that this fact was inaccessible to him at the time of action.12 In brief, 
inaccessible reasons cannot explain action, and thus fail to be reasons. We can 
call this line of argument �î�–�Š�‡���ƒ�”�‰�—�•�‡�•�–���ˆ�”�‘�•���‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•�ï. 
 The requirement that reasons are capable of playing both a justifying 
���î�…�‘�—�•�–�‹�•�‰���‹�•���ˆ�ƒ�˜�‘�”���‘�ˆ�ï����and an explanatory ���î�„�‡�‹�•�‰���ƒ�…�–�‡�†���‘�•�ï����role has driven a 
large part of the philosophical debate over the nature and preconditions of 
practical reasons in the last few decades, leading to diverging views both on 
the appropriateness and on the implications of this requirement.13 Much of the 
debate has focused on the question of whether the capacity to explain actions 
requires that practical reasons entail the presence of (and perhaps consist of) 
desires, or more generally, pro-attitudes. On the face of it, it seems that the 
explanatory requirement on practical reasons also bears on whether there are 
epistemic conditions �ˆ�‘�”���î�”�‡�ƒ�•�‘�•�Š�‘�‘�†�ï�ã��if reasons can explain why agents act in 
the way they do, then perhaps reasons must be capable of being known by the 
agents for whom they are reasons.14 
 

                                                             
12 As I note below (4.2.2), it actually seems that something stronger is the case, 
�•�ƒ�•�‡�Ž�›�á�� �–�Š�ƒ�–���ƒ�� �ˆ�ƒ�…�–���…�ƒ�•�� �‘�•�Ž�›�� �„�‡�� �‘�•�‡�ï�•�� �”�‡�ƒ�•�‘�•�� �‘�•�� �ƒ�•�� �‘�…�…�ƒ�•�‹�‘�•�� �‹�ˆ�� �‘�•�‡�� �‹�•��in fact aware of 
that fact, on the occasion. Inaccessibility entails absence of awareness, of course, so 
the observations made here should be unproblematic (even though the argument 
building on this observation is not at all unproblematic, as I will explain in due 
course). 
13 As the Woods-quote from 1972 given in the text indicates, the history of the idea 
that reasons must both justify and explain goes back further. However, it seems 
�’�Ž�ƒ�—�•�‹�„�Ž�‡�� �–�‘�� �•�ƒ�‹�•�–�ƒ�‹�•�� �–�Š�ƒ�–�� ���‹�Ž�Ž�‹�ƒ�•�•�ï�� ���s�{�z�s���� �’�ƒ�’�‡�”�� �’�—�–�� �–�Š�‡�� �‹�†�‡�ƒ�á�� �ƒ�•�†�� �–�Š�‡�� �™�ƒ�›�� �‹�–�� �‹�•��
�…�‘�•�•�‘�•�Ž�›���—�•�†�‡�”�•�–�‘�‘�†���‹�•���–�Š�‡���…�‘�•�–�‡�•�’�‘�”�ƒ�”�›���Ž�‹�–�‡�”�ƒ�–�—�”�‡�á���‘�•���•�‘�•�–���’�‡�‘�’�Ž�‡�ï�•���”�ƒ�†�ƒ�”�ä�� 
14 Or stronger, perhaps facts must be known by agents if those facts are reasons; this 
is a possibility discussed at length below. 
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(ii) Another prominent way one could motivate an accessibility constraint is 
by way of appeal to the idea that there is an intimate connection between 
practical reasons and practical reasoning, viz., the process of deliberating 
about what to do. Not all deliberation about what to do needs to involve 
thoughts about the reasons to act there actually are for one, but it does not 
�•�‡�‡�•���—�•�”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡���–�‘���–�Š�‹�•�•���–�Š�ƒ�–���™�Š�‡�•���ƒ�•���ƒ�‰�‡�•�–���‹�•���”�‡�ƒ�•�‘�•�‹�•�‰���™�‡�Ž�Ž�á���î�–�Š�‡ kinds of 
�–�Š�‹�•�‰�� �ƒ�„�‘�—�–�� �™�Š�‹�…�Š�� ���•�Š�‡���� �•�Š�‘�—�Ž�†�� �„�‡�� �–�Š�‹�•�•�‹�•�‰�� �ƒ�”�‡�� ���Š�‡�”���� �”�‡�ƒ�•�‘�•�•�ï�� �����…�Š�”�‘eder 
2007: 26). If this is on target, practical reasons ought to be capable of figuring 
in good practical reasoning; �…�ƒ�Ž�Ž���–�Š�‹�•�� �î�–�Š�‡���†�‡�Ž�‹�„�‡�”�ƒ�–�‹�˜�‡�� �…�‘�•�•�–�”�ƒ�‹�•�–�ï�� �‘�•��practical 
reasons. The deliberative constraint, like the explanatory constraint, had been 
wielded in discussions of whether reasons entail the presence of desires, but it 
too seems on the face of it something that can play a role in examining 
whether there are any epistemic conditions for reasonhood. One could argue 
that  inaccessible reasons fail to meet this constraint in roughly the following 
way�ã���‹�ˆ���‘�•�‡���‹�•���—�•�ƒ�™�ƒ�”�‡���‘�ˆ�� �ƒ�•���‹�•�ƒ�…�…�‡�•�•�‹�„�Ž�‡���ˆ�ƒ�…�–�á���–�Š�‹�•���‹�•���•�—�”�‡�Ž�›���•�‘���†�‡�ˆ�‡�…�–���‹�•���‘�•�‡�ï�•��
r�‡�ƒ�•�‘�•�‹�•�‰�â�� �‘�•�‡�ï�•�� �’�”�ƒ�…�–�‹�…�ƒ�Ž�� �”�‡�ƒ�•�‘�•�‹�•�‰�� �‹�•�� �…�ƒ�’�ƒ�„�Ž�‡�� �‘f being good while being 
ignorant of such a fact whatever the standards for good reasoning exactly turn 
out to be. And when one is unaware of some fact, this fact will not figure in 
�‘�•�‡�ï�•�� �†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�•�� �ƒ�„�‘�—�–�� �™�Š�ƒ�–�� �–�‘�� �†�‘ at that point. Putting these points 
together, it can now be argued since one will be unaware of inaccessible facts 
when reasoning as well as one could be asked to do, such facts do not figure in 
good deliberation in the context the agent is in, and therefore, inaccessible 
facts cannot be a genuine reason to act. ���‡�� �…�ƒ�•�� �…�ƒ�Ž�Ž�� �–�Š�‹�•�� �î�–�Š�‡�� �ƒ�”gument from 
deliberation�ï. 
 
(iii) A third  possible strategy centers on the ontology of reasons. Up to this 
point, I have talked about reasons in a way that strongly suggests that reasons 
are facts, writing �–�Š�‹�•�‰�•�� �•�—�…�Š�� �ƒ�•�� �î�–�Š�‡�� �ˆ�ƒ�…�–�� �–�Š�ƒ�–�� ���ƒ�Ž�Ž�›�� �Š�ƒ�•�� �„�”�‘�•�‡�•�� �Š�‡�”�� �Ž�‡�‰�� �ƒ�•�� �ƒ��
reason for John to call an ambulance�ï, �‘�”���î�–�Š�‡���ˆ�ƒ�…�–���–�Š�ƒ�–��A is obligatory for S is a 
reason for S to do A�ï. ���•���–�Š�‹�•���î�ˆ�ƒ�…�–�—�ƒ�Ž�‹�•�–�ï���˜�‹�‡�™���‘�ˆ���™�Š�ƒ�–���”�‡�ƒ�•�‘�•�•���ƒ�”�‡�á���–�Š�‡���“�—�‡�•�–�‹�‘�•��
of whether facts have to be accessible if they are to be eligible as reasons 
makes good sense, and looks like a substantial issue over which disagreement 
is possible, at least in principle. And the same can be said if we hold that 
reasons are true propositions (viz., abstract objects that represent or 
correspond to facts), it seems.15 

                                                             
15 Some hold that reasons are the contents of mental states, instead of the states 
themselves (see Miller 2008, among others). If we hold that the contents of the 
relevant states are propositions, as most philosophers do, then the question whether 
the propositions which are reasons must be known (etc.) is, I believe, a substantial 
�“�—�‡�•�–�‹�‘�•�ã�� �™�Š�‹�Ž�‡�� �•�‘�•�‡�–�Š�‹�•�‰�ï�•�� �„�‡�‹�•�‰���–�Š�‡���…�‘�•�–�‡�•�–�� �‘�ˆ�� �ƒ���•�‡�•�–�ƒ�Ž�� �•�–�ƒ�–�‡, on this view, entails 
that it �‹�•���ƒ���’�”�‘�’�‘�•�‹�–�‹�‘�•�á���•�‘�•�‡�–�Š�‹�•�‰�ï�•���„�‡�‹�•�‰���ƒ���’�”�‘�’�‘�•�‹�–�‹�‘�•��surely does not entail that it is 
the content of a mental state, and so if being the content of a mental state is a 
necessary condition for reasonhood, this condition does not follow from the ontology 
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It could be objected that the whole issue at hand, when formulated in 
this way, rests on a category mistake, because reasons are not facts (or true 
propositions); rather, they are mental states: it is, say, a state of believing, 
knowing, or desiring, or some combination of these states, that constitutes a 
reason to act.16 On any view according to which practical reasons are 
(combinations of) mental states or attitudes, what any of us has reason to do 
depends squarely on our psychology, and if a view about the ontology of 
reasons according to which reasons are mental states is correct, then the 
conclusion that we do not necessarily have sufficient reason to comply with 
inaccessible obligations can strike one as unavoidable, and perhaps even 
obviously correct. Yet this would be missed entirely, if we start out with a 
conception of what reasons are which takes reasons to be (non-mental) facts 
�‘�”���–�”�—�–�Š�•���–�Š�ƒ�–���…�ƒ�•�á���ƒ�–���Ž�‡�ƒ�•�–���‹�•���’�”�‹�•�…�‹�’�Ž�‡�á���„�‡���‡�š�–�‡�”�•�ƒ�Ž���–�‘���ƒ�•���ƒ�‰�‡�•�–�ï�•���’�‡rspective. 
 If reasons are mental states, as this line of objection claims, then what 
there is reason to do for us depends wholly and directly on our psychology; it 
would, in that case, be inexplicable if we always have sufficient reason to 
comply with obligations that hold independently of the mental states we have 
or are in at the time of action. I assume this impression is correct; at the same 
time, however, it is not clear whether this really amounts to an independent 
objection to the view that I am trying to defend in the pages that follow.17 

There are several options one can pursue in defending the thesis that 
reasons are mental states, yet most (if not all) of these options require first 
establishing the claim that there being reasons for agents entails that these 
agents are in, or have, certain mental states.18 To illustrate, one possible 

                                                                                                                                                           
of reasons alone on this sort of account (and this sets it apart from the psychological 
view). That is, one can hold that reasons are propositions and end up with a view that 
does not at all resemble psychological views, according to which reasons are mental 
states (see Scanlon (1998: chapter 1) for an example). On the other hand, though, if 
the idea one starts out with is just that reasons are the contents of mental states, and 
�ƒ�…�…�‡�’�–�•�� �–�Š�ƒ�–�� �–�Š�‡�›�� �ƒ�”�‡�� �’�”�‘�’�‘�•�‹�–�‹�‘�•�•�� �‘�•�� �–�Š�ƒ�–�� �„�ƒ�•�‹�•�á�� �‘�•�‡�ï�•�� �”�‡�•�—�Ž�–�‹�•�‰�� �˜�‹�‡�™�� �™�‹�Ž�Ž�� �‹�•�� �…�‡�”�–�ƒin 
important respects be equivalent to the view that reasons are mental states. 
16 The locus classicus for this view is Davidson (1980: chapter 1). Note, though, that 
Davidson has a peculiar understanding of what the justificatory role of reasons is��
namely, one which leaves little room for a critical assessment of the pros and cons of 
�•�‘�•�‡�‘�•�‡�ï�•���ƒ�…�–�‹�‘�•���ˆ�”�‘�• a third-person point of view.  
17 Nor does it amount to a persuasive objection, if psychologism, viz., the view that 
reasons are mental states, is untenable. While I believe that the psychological view 
about the ontology of reasons is incorrect (roughly for the reasons Jonathan Dancy 
(2000: chapter 5) discusses), we need not insist on any other problems with this view 
if the sketch of the dialectic offered in the text is on target. 
18 John Gibbons for instance notes that if one accepts the view that what reasons there 
are for one depends on the mental states one is in (what he �…�ƒ�Ž�Ž�•�� �î�–�Š�‡�� �ƒ�‰�‡�•�–�ï�•��
�’�‡�”�•�’�‡�…�–�‹�˜�‡�ï���á��then �î�‹�–�ï�•���“�—�‹�–�‡���•�ƒ�–�—�”�ƒ�Ž�á���–�Š�‘�—�‰�Š���’�‡�”�Š�ƒ�’�•���•�‘�–���•�ƒ�•�†�ƒ�–�‘�”�›�á���–�‘���ƒ�…�…�‡�’�–���™�Š�ƒ�–���‹�•��
�•�•�‘�™�•�� �ƒ�•�� �’�•�›�…�Š�‘�Ž�‘�‰�‹�•�•�ï�� ���t�r�s�r�ã�� �u�u�{���ä�� ���–�� �•�‡�‡�•�• reasonable to take this as an 



128 
 

argument for the view that practical reasons are mental states goes something 
like this: there being a reason to act requires that the agent for whom there is 
a reason has, or is in, some relevant mental state(s); the best explanation of 
this being so is that reasons are mental states; therefore, reasons are mental 
states.19 The first premise is, though, part of what is at issue here: if it is false, 
this argument can be ignored. Furthermore, if this claim is defensible, it seems 
immaterial whether reasons are mental states, or merely entail that we have 
or are in certain states (without consisting of those states). If, for instance, 
there is or can only be a reason for me to bring an umbrella when it rains if I 
know (believe, justifiably believe, etc.) that it rains, then nothing at all seems 
to be added to the problem faced by those who, like me, want to maintain that 
there is no such condition for the existence of reasons if we then go on to insist 
that my reason for bringing an umbrella is my mental state of knowing (etc.) 
that it rains, instead of the (known) fact or truth that it rains. 
 While the matter is not always as straightforward as it is in the above 
case,20 defenses of �î�’�•�›�…�Š�‘�Ž�‘�‰�‹�…�ƒ�Ž�ï���˜�‹�‡�™�•���‹�•��the ontology of reasons, the truth of 
which would admittedly pose a rather serious problem for the claims about 
the connection between reasons to act and (inaccessible) obligations that I am 
trying to defend in these pages, can plausibly be taken to get off the ground 
only after a crucial thesis, a thesis that is in and of itself already sufficient to 
undermine some of the claims I offer, has already been established. If this is 
so, there is no independent problem posed by psychological views. As I believe 
the antecedent to be true, I do not think  we need to consider this dispute 
about the ontology of reasons as a further potential source of trouble for the 
claims about reasons that I am trying to defend (and reject) on this chapter. It 
should suffice to assess the pros and cons of the weaker thesis, viz., that 
reasons entail (and thus require) the presence of certain mental states, 
without committing ourselves to the view that reasons are, or are not, those 
states themselves; if that thesis turns out to be indefensible, the ontological 
view can be considered to be unacceptable as well. I will discuss the thesis 
that reasons are known facts first, in the next section; the main considerations 
that can be adduced for it are for the most part the same as those that can be 

                                                                                                                                                           
expression of the acknowledgement that the entailment thesis is �îdialectically p�”�‹�‘�”�ï��
(so to speak) to the ontological thesis. 
19 Dancy (2000: chapter 6) discusses something very close to this argument. 
20 Other arguments for the psychological view turn in a more direct way on the 
capacity of reasons to explain action, for instance, one could hold that we can fully 
�‡�š�’�Ž�ƒ�‹�•�� �™�Š�›�� �ƒ�•�� �ƒ�‰�‡�•�–�� �ƒ�…�–�•�� �™�‹�–�Š�‘�—�–�� �”�‡�ˆ�‡�”�‡�•�…�‡�� �–�‘�� �ƒ�•�›�–�Š�‹�•�‰�� �„�‡�›�‘�•�†�� �–�Š�‡�� �ƒ�‰�‡�•�–�ï�•�� �•�‡�•�–�ƒ�Ž��
states. As Dancy notes (2000: 103), this may well be correct, but it leaves obscure how 
reasons could ever justify �‘�—�”���ƒ�…�–�‹�‘�•�•���‹�•���ƒ���”�‘�„�—�•�–���•�‡�•�•�‡�á���‡�ä�‰�ä�á���„�›���•�ƒ�•�‹�•�‰���ƒ�•���ƒ�…�–�‹�‘�•���î�–�Š�‡��
�–�Š�‹�•�‰���–�‘���†�‘�ï�����ƒ�•���‘�’�’�‘�•�‡�†���–�‘���•�ƒ�•�‹�•�‰���‹�–���‹�•�–�‡�Ž�Ž�‹�‰�‹�„�Ž�‡���–�Š�ƒ�–���ƒ�•���ƒ�‰�‡�•�–���ƒ�…�–�‡�†���‹�•���ƒ���…�‡�”�–�ƒ�‹�•���™�ƒ�›�á��
�™�Š�ƒ�–�����ƒ�˜�‹�†�•�‘�•���…�ƒ�Ž�Ž�•���î�”�ƒ�–�‹�‘�•�ƒ�Ž�‹�œ�‹�•�‰�ï�ä���� 
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offered in support of the view that reasons are accessible (but not necessarily 
known), viz., considerations concerning explanation and deliberation.  

In section (4.2.4) I consider a further line of argument that could be 
offered in its support, which turns on what we are to say about the relation 
between reasons and rationality if we allow for unknown facts as reasons. 

 
 

4.2. Does reasonhood entail awareness?  
 
A claim that I identified as a crucial step in the objection from failed 
normativity can be summarily stated as follows:  
 

Reasons Are (Deliberatively) Accessible (RAA): For any fact F, agent S, and 
action A, necessarily, if F is a reason for S to do A, then F is deliberatively 
accessible to S 

 
The notion of �î�†�‡�Ž�‹�„�‡�”�ƒ�–�‹�˜�‡���ƒ�…�…�‡�•�•�‹�„�‹�Ž�‹�–�›�ï in RAA is understood in the same way 
as before; recall the definition from Chapter 1:  
 

Deliberative Accessibility: a fact or truth X is deliberatively accessible to an 
agent S with respect to an action A that S can perform at time t i just in case 
X is epistemically accessible to S at a time t j, where t j �9 t i 

 
Note that RAA claims only that the facts which are reasons to act are 
deliberatively accessible to the agents for whom those facts are reasons to act; 
it does not claim that the fact that F is a reason must also be accessible. But a 
further condition on reasonhood requiring just that could be easily added if 
this seems necessary, of course. I explained why, if RAA is true, inaccessible 
obligations fail to entail practical reasons, and thereby fail to be normative. 
When we couple this result with the assumption that there is no such thing as 
a non-normative obligation, it would follow that there is no such thing as an 
inaccessible obligation. At the end of section (4.1.4), we also came across the 
following, logically stronger claim: 
 

Reasonhood Entails Awareness (REA): For any fact F, agent S, and action A, 
necessarily, if F is a reason for S to do A, then S is aware of F 

 
REA too makes no claim about whether agents also should be aware of the fact 
that F is a reason if F indeed is a reason for that agent, but again, we could add 
�•�—�…�Š���ƒ���”�‡�“�—�‹�”�‡�•�‡�•�–���–�‘���‘�—�”���ƒ�…�…�‘�—�•�–�ä�����‘�™�á���‹�ˆ���™�‡���–�ƒ�•�‡���–�Š�‡���‡�š�’�”�‡�•�•�‹�‘�•���îS is aware 
of F�ï���–�‘���„�‡���ƒ���•�‡�”�‡���•�‘�–�ƒ�–�‹�‘�•�ƒ�Ž���˜�ƒ�”�‹�ƒ�–�‹�‘�•���‘�•���îS knows that F�ï�����ƒ�•�������Š�ƒ�˜�‡���„�‡�‡�•���†�‘�‹�•�‰��
�–�Š�”�‘�—�‰�Š�‘�—�–���á���–�Š�‡�•���‰�‹�˜�‡�•���–�Š�ƒ�–���™�‡���Š�ƒ�˜�‡���†�‡�ˆ�‹�•�‡�†���î�ƒ�…�…�‡�•�•�‹�„�‹�Ž�‹�–�›�ï���‹�•���•�—�…�Š���ƒ���™�ƒ�›���–�Š�ƒ�–��
any known fact counts as an accessible fact (see Chapter 1), REA entails RAA, 
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but the reverse does not hold. Given this entailment, the truth of REA of course 
also suffices for drawing the conclusion that inaccessible obligations fail to be 
normative in the sense defined, and (again, given the assumption that there is 
no such thing as a non-normative obligation) for drawing the conclusion that 
there is no  such thing as an inaccessible obligation. Both of these claims, 
therefore, need to be rejected if we want to defend the view that there could 
be (and perhaps even are) inaccessible obligations. REA is the focus of this 
section; RAA will be considered in (4.3).21 
 
 
4.2.1. Prima facie  plausibility  
 
If only those facts that agents are aware of are capable of being reasons to act 
for those agents, then whenever agents are ignorant of or mistaken about 
some apparently crucial feature of the situation, those features fail to be or 
provide them with reasons. Is this implication plausible? I think not; we can 
take a look at a well-known example from Bernard Williams (1981) to see 
what is wrong it.22 
 Alfred wants to drink a gin and tonic, and would enjoy drinking one. 
Alfred believes that the stuff in the bottle he is holding right now is gin, when 
�‹�•���ˆ�ƒ�…�–�á���–�Š�‹�•���•�–�—�ˆ�ˆ���‹�•���’�‡�–�”�‘�Ž�ä�����‹�•�…�‡���–�Š�‡���•�–�—�ˆ�ˆ���‹�•���–�Š�‡���„�‘�–�–�Ž�‡���‹�•���’�‡�–�”�‘�Ž�á���‹�–���•�‡�‡�•�•���î�˜�‡�”�›��
�‘�†�†�ï���–�‘���•�ƒ�‹�•�–�ƒ�‹�•���–�Š�ƒ�–�����Ž�ˆ�”�‡�†���Š�ƒ�•���ƒ���”�‡�ƒ�•�‘�•��to mix this stuff with tonic, and take 
a sip (Williams 1981: 102). Intuitively, we are not��or at least, I am not, and I 
take it that my intuitions are not exceptional in this regard23��inclined to say 
that Alfred has a reason to mix the stuff in the bottle with tonic and take a sip, 

                                                             
21 I should note that examining whether certain entailments hold does not need to be 
based on a rejection of the idea that reasons are a conceptual primitive, as e.g. Scanlon 
(1998) holds. For all I say in what follows, what it takes to be a reason cannot be 
defined except in a circular or otherwise uninformative way, but just like we can 
examine, say, whether knowledge entails truth while at the same time accepting that 
�îknowledge�ï is a conceptual primitive (compare Spicer [2008] on this point), we can 
examine whether reasonhood entails awareness or accessibility while accepting 
�î�”�‡�ƒ�•�‘�•�Š�‘�‘�†�ï���‹�•���’�”�‹�•�‹�–�‹�˜�‡�ä 
22 The example that follows is intended to bring out that intuitively, awareness is not a 
necessary condition for reasonhood, because a lack of awareness does not appear to 
undermine the status of a fact as a reason. Note that in this case, awareness of the 
relevant fact is not incompatible with its being a reason. In section (4.3.2) I discuss a 
case where awareness of the fact in question does appear to be incompatible with its 
�„�‡�‹�•�‰���ƒ���”�‡�ƒ�•�‘�•�á���•�‘���–�Š�ƒ�–���–�Š�‡���ˆ�ƒ�…�–�ï�•���„�‡�‹�•�‰���ƒ���”�‡�ƒ�•�‘�•���”�‡�“�—�‹�”�‡�•���–�Š�ƒ�–���–�Š�‡���ƒ�‰�‡�•�–���ˆ�‘�”���™�Š�‘�•���‹�–���‹�•���ƒ��
reason is unaware of that fact. In the context in which this example appears, it  is 
directed at weak formulations of the explanatory requirement on reasons, but if it is 
successful, the example further bolsters the case against RAA.  
23 ���‹�…�Š�ƒ�”�†����‘�›�…�‡���™�”�‹�–�‡�•���–�Š�ƒ�–���î���…���‘�•�•�‘�•���•�‡�•�•�‡��demands a distinction between reasons 
that an agent is aware of and those he is ignorant �‘�ˆ�ï�����t�r�r�s�ã���w�u�á���‡�•�’�Š�ƒ�•�‹�•���ƒ�†�†�‡�†���ä 
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precisely because the stuff is petrol instead of gin. That is, the fact that the stuff 
is petrol counts against his mixing it with tonic and taking a sip; it counts in 
�ˆ�ƒ�˜�‘�”�� �‘�ˆ�� �Š�‹�•�� �–�‘�•�•�‹�•�‰�� �–�Š�‡�� �•�–�—�ˆ�ˆ�ä�� ���Ž�ˆ�”�‡�†�ï�•�� �‹�‰�•�‘�”�ƒ�•�…�‡�� �‘�ˆ�� �–�Š�‡�� �ˆ�ƒ�…�– that the stuff is 
petrol does not appear to conflict with its constituting a reason for him to 
refrain from mixing it with tonic and taking a sip (or, if you will, with its 
capacity to undercut or outweigh the force of whatever reason he does have 
for mixing the stuff with tonic and taking a sip, or its being a reason to toss the 
stuff).24 If REA is true, however, the fact that the stuff is petrol is not an 
element of the set of reasons to act that there are for Alfred; it is, we might say, 
normatively irrelevant �‰�‹�˜�‡�•�����Ž�ˆ�”�‡�†�ï�•���‡�’�‹�•�–�‡�•�‹�…���•�‹�–�—�ƒ�–�‹�‘�•�ä 

We can further draw out what is implausible about this verdict by 
considering some of the other things a proponent of REA needs to accept 
�”�‡�‰�ƒ�”�†�‹�•�‰���–�Š�‹�•���•�‹�–�—�ƒ�–�‹�‘�•�ä�����ˆ�������™�‡�”�‡���–�‘���•�ƒ�›���–�‘�����Ž�ˆ�”�‡�†�á���î�‹�ˆ���–�Š�‹�•���•�–�—�ˆ�ˆ���‹�•���’�‡�–rol, that is a 
reason to toss it�ï, I would be speaking falsely if REA is true: the mere fact that 
the stuff is petrol is not a reason for Alfred to toss the contents of his glass, 
because it is only a reason if Alfred becomes aware of it. Furthermore, I would 
also be speaking falsely if I �•�ƒ�‹�†�� �‹�•�•�–�‡�ƒ�†�� �î�‹�ˆ���–�Š�‹�•���•�–�—�ˆ�ˆ�� �‹�•���’�‡�–�”�‘�Ž�á�� �–�Š�ƒ�–��would be a 
reason to toss it�ï, �—�•�Ž�‡�•�•���™�‡���–�‘�‘�•���–�Š�‹�•���•�–�ƒ�–�‡�•�‡�•�–���–�‘���„�‡���‡�Ž�Ž�‹�’�–�‹�…�ƒ�Ž���ˆ�‘�”���î�‹�ˆ���–�Š�‹�•���•�–�—�ˆ�ˆ��
is petrol, and you were to find out that this is so, that would be a reason to toss 
the contents of your glass�ï. I take it to be clear that this is an unnatural way of 
expanding the former statement; worse, it arguably also renders the 
statement false, for Alfred could properly respond to the latter statement by 
�•�ƒ�›�‹�•�‰���•�‘�•�‡�–�Š�‹�•�‰���ƒ�Ž�‘�•�‰���–�Š�‡���Ž�‹�•�‡�•���‘�ˆ���î�”�‡�‰�ƒ�”�†�Ž�‡�•�•���‘�ˆ�� �™�Š�‡�–�Š�‡r I find out that this 
stuff is petrol; if it is, that is a perfectly good reason to toss it�ï.  
 There is a closely related problem: if only the facts that we are already 
aware of are reasons to act for us, as REA claims, then Alfred cannot embark 
on an investigation into whether there is, at that time, any reason for him to 
toss the stuff in his glass. I find this implication wildly implausible. If I know 
�–�Š�ƒ�–���–�Š�‡���•�–�—�ˆ�ˆ���‹�•���’�‡�–�”�‘�Ž�á���ƒ�•�†�������•�ƒ�›���–�‘�����Ž�ˆ�”�‡�†�á���î�–�Š�‡�”�‡���‹�•���ƒ���”�‡�ƒ�•�‘�•���ˆ�‘�”���›�‘�—��to toss the 
stuff in your glass�ï, I would be speaking falsely if REA is true, unless I create a 
reason for him by telling him that there is one. But that is surely not a prima 
facie plausible way of describing what is going on here: on the face of it, I 
report on there being a reason, a reason that is already there, so to speak; I am 
not in the business of creating a reason.25 Furthermore, if a reason for Alfred 

                                                             
24 If you find this case inadequate because it is lacking in �îmoral �ˆ�Ž�ƒ�˜�‘�”�ï�á imagine that it 
is not Alfred who wants (and would enjoy) a gin-tonic, but his friend Belinda; Alfred is 
still the one holding the bottle containing what he believes is gin (but which in fact 
contains petrol), and Belinda has asked him to fix her a drink. Does Alfred have a 
reason not to mix the stuff in the bottle with tonic , and offer a glass to Belinda?  
25 This is not to say that we are never capable of create reasons, or (better perhaps) 
capable of giving people reasons to do things by saying or doing something: most 
conspicuously, if I ask you to do something, I may be giving you a reason to do the 
thing I asked you to do. (Whether this picture can be maintained is controversial; see 
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comes into existence when I tell him that there is one because I created this 
reason by saying that there is one, the reason to toss the stuff that now exists 
would be the fact that I have told Alfred that there is a reason to do so, not the 
fact that the stuff is petrol. Things get even worse, for if I say to Alfred that 
there is a reason for him to toss the stuff, he could not then go on to find out 
what that reason is that I am talking about. Here is why: (a) Alfred either 
already knows what this reason is, if I have succeeded at creating a reason for 
him by saying that there is one, for in this case the reason would be the fact 
that I told him that there is a reason, a fact that he already is aware of; or (b) if 
I did not succeed a creating a reason to act for Alfred merely by saying that 
there is one, there is (as of yet) no reason for him to toss the stuff, and so there 
is also no reason for him to do so that he can find out about. Neither option is 
at all attractive. 

���Š�‡�� �ƒ�…�…�‘�—�•�–�� �‘�ˆ�� ���Ž�ˆ�”�‡�†�ï�•�� �•�‹�–�—�ƒ�–�‹�‘�•�� �–�Š�ƒ�–�� �–�Š�‡�� �’�”�‘�’�‘�•�‡�•�–�� �‘�ˆ�� �������� �‹�•��
committed to, then, is flawed (or at least, deeply problematic) in several ways. 
First of all, the account implies that the fact that the stuff is petrol is not a 
reason for Alfred to refrain from taking a sip; this is already implausible. 
Second, such an account cannot really make sense of what happens when 
someone informs Alfred that there is a reason to toss the stuff; at most it could 
allow that I would create such a reason by telling him that there is one. But 
plausibly, there already exists a reason that I refer to when I say that there is 
one; the reason that I refer to when I say that there is one is surely not the fact 
of my saying that there is one, but instead the fact that the stuff is petrol. 
Third, contrary to what such an account implies, it seems that Alfred could 
engage in an investigation into what the reason is that I tell him exists. If he 
were to ask me what the reason is that I am talking about, I would not answer 
�î�™�‡�Ž�Ž�á�� �–�Š�‡�� �”�‡�ƒ�•�‘�•�� �‹�•�� �–�Š�ƒ�–�� ���� �Œ�—�•�–�� �–�‘�Ž�†�� �›�‘�—�� �–�Š�ƒ�–�� �–�Š�‡�”�‡�� �‹�•�� �ƒ�� �”�‡�ƒ�•�‘�•�á�� �™�Š�ƒ�–�� �†�‹�†�� �›�‘�—��
�–�Š�‹�•�•���‹�–���™�ƒ�•�ë�ï���—�•�Ž�‡�•�•�������™�ƒ�•���†�‡�Ž�‹�„�‡�”�ƒ�–�‡�Ž�›���–�”�›�‹�•�‰���–�‘���ƒ�•�•�‘�›�����Ž�ˆ�”�‡�†�ä�����”�‘�˜�‹�†�‡�†�������ƒ�•���ƒ��
cooperating participant to the conversation, I would answer that the reason is 
that the stuff in his glass petrol; when I give Alfred this answer, he would 
then��and, it seems, only then��have found out what the reason to toss the stuff 
was that I was talking about. All of this counts strongly against REA. 

In a later article about practical reasons, Williams writes that, 
�”�‡�‰�ƒ�”�†�‹�•�‰���–�Š�‡���…�ƒ�•�‡���‘�ˆ�����Ž�ˆ�”�‡�†�á���Š�‡���™�‘�—�Ž�†���î�•�ƒ�›�á��as any reasonable person would say, 
that [Alfred] does not have reason to drink what is in the glass, even though he 
�–�Š�‹�•�•�•�� �Š�‡�� �Š�ƒ�•�ï�� ���s�{�{�w�ã�� �u�x�á�� �‡�•�’�Š�ƒ�•�‹�•�� �ƒ�†�†�‡�†���ä26 However, in his original 
                                                                                                                                                           
Enoch [2011] for an excellent discussion.) The claim here is merely that this does not 
seem to be an instance of that �’�Š�‡�•�‘�•�‡�•�‘�•�ã�� ���� �†�‘�•�ï�–�� �‰�‹�˜�‡�� ���Ž�ˆ�”�‡�†�� �ƒ�� �”�‡�ƒ�•�‘�•�� �–�‘�� �–�‘�•�•�� �–�Š�‡��
stuff by telling him that there is a reason, rather, it seems that I report on a reason that 
is already there. Things might be different if I ask him to toss it, because, say, it is 
offensive to drink in front of the recovering alcoholic friend that I brought along.  
26 To be precise, Williams is officially concerned at this point with the question 
whether false beliefs can be (or provide) reasons, not with whether ignorance defeats 
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discussion of the case, Williams seemed to be open to the possibility that there 
might be theoretical considerations which are weighty enough to lead us to 
reject our intuitive  verdicts about cases such as that of Alfred, where an agent 
�‹�•�� �•�‹�•�–�ƒ�•�‡�•�� �ƒ�„�‘�—�–���‘�”�� �‹�‰�•�‘�”�ƒ�•�–�� �‘�ˆ�� �”�‡�Ž�‡�˜�ƒ�•�–�� �•�ƒ�–�–�‡�”�•�� �‘�ˆ�� �ˆ�ƒ�…�–�á�� �ƒ�•�†�� �î�Ž�‡�ƒ�†�� �—�•�� �Œ�—�•�–�� �–�‘��
�Ž�‡�‰�‹�•�Ž�ƒ�–�‡�ï�����s�{�z�s�ã���s�r�t�����–�Š�ƒ�–�����‡�ä�‰�ä�����–�Š�‡���ˆ�ƒ�…�–���–�Š�ƒ�–���–�Š�‡���•�–�—�ˆ�ˆ���‹�•���–�Š�‡���„�‘�–�–�Ž�‡���‹�•���’�‡�–�”�‘�Ž���‹�•��
not a reason to refrain from mixing it and taking a sip, or, for that matter, a 
reason for him to toss the stuff. Let us examine the most salient candidates.  
 
 
4.2.2. The argument from explanation  
 
One consideration that might lead one to reject the intuitive verdicts on cases 
such as that of Alfred, and the one Williams himself takes to be of crucial 
�‹�•�’�‘�”�–�ƒ�•�…�‡�á���…�‘�•�…�‡�”�•�•�� �–�Š�‡���’�‘�•�•�‹�„�‹�Ž�‹�–�›�� �‘�ˆ�� �ƒ�� �”�‡�ƒ�•�‘�•�� �„�‡�‹�•�‰���ƒ�•�� �ƒ�‰�‡�•�–�ï�•�� �‘�™�•�� �”�‡�ƒ�•�‘�•��
for acting. (I introduced this idea in [4.1.3] above as a consideration that might 
support an accessibility condition on practical reasons, but it should be clear 
that it can, at least potentially, also figure in a defense of an awareness 
�…�‘�•�†�‹�–�‹�‘�•���ä�����”�ƒ�…�–�‹�…�ƒ�Ž���”�‡�ƒ�•�‘�•�•���ƒ�”�‡�á���‘�•�‡���…�‘�—�Ž�†���•�ƒ�›�á���î�ˆ�‘�”���„�‡�‹�•�‰���ƒ�…�–�‡�†���‘�•�ï�â���™�Š�ƒ�–�‡�˜�‡�”��
practical reasons are, therefore, they must be the kind of thing that is capable 
of being the (or at least, of being among the) reason(s) for which an agent acts.  
And whenever this is the case��that is, whenever the agent acts for the reason 
in question, in the way this reason supports��a reason must explain, or at least 
�„�‡���’�ƒ�”�–���‘�ˆ���ƒ�•���‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•�á���‘�ˆ���™�Š�›���–�Š�‡���ƒ�‰�‡�•�–���ƒ�…�–�•�ä�����•�����‹�Ž�Ž�‹�ƒ�•�•�ï���™�‘�”�†�•�ã�� 
 

���ˆ���•�‘�•�‡�–�Š�‹�•�‰���…�ƒ�•���„�‡���ƒ���”�‡�ƒ�•�‘�•���ˆ�‘�”�� �ƒ�…�–�‹�‘�•�á���–�Š�‡�•���‹�–���…�‘�—�Ž�†���„�‡���•�‘�•�‡�‘�•�‡�ï�•���”�‡�ƒ�•�‘�•��
for acting on a particular occasion, and it would then figure in an 
explanation of that action (1981: 106).  

 
I consider whether this explanatory requirement is defensible below (4.3.2), 
but for the moment, let us simply grant the thesis, viz., that for any fact F, if F is 
a reason for an agent S to perform an action A, then it must be possible that F 
is the reason for which S does A, in which case F explains (or figures in an 
explanation of) why S did A on the occasion.27 ���ƒ�Ž�Ž�� �–�Š�‹�•�� �î�–�Š�‡�� �‡�š�’�Ž�ƒ�•�ƒ�–�‘�”�›��
�”�‡�“�—�‹�”�‡�•�‡�•�–�ï���‘�•���’�”�ƒ�…�–�‹�…�ƒ�Ž���”�‡�ƒ�•�‘�•�•�ä28 

                                                                                                                                                           
reasonhood. I am of course concerned with the latter, not the former question, but I 
�ƒ�•�•�—�•�‡���™�‡���…�ƒ�•���–�ƒ�•�‡�����‹�Ž�Ž�‹�ƒ�•�•�ï���•�–�ƒ�•�…�‡���‘�•���–�Š�‡���ˆ�‘�”�•�‡�”���–�‘���‡�š�–�‡�•�†���–�‘ a stance on the latter: 
otherwise, the upshot is that while there is no reason for Alfred to take a sip, there is 
�ƒ�Ž�•�‘�� �•�‘�� �”�‡�ƒ�•�‘�•�� �ˆ�‘�”�� �Š�‹�•�� �–�‘�� �–�‘�•�•�� �–�Š�‡�� �…�‘�•�–�‡�•�–�•�� �‘�ˆ�� �Š�‹�•�� �‰�Ž�ƒ�•�•�ä�� ���—�–�� ���� �ƒ�•�•�—�•�‡�� �–�Š�ƒ�–�� �î�‡�˜�‡�”�›��
�”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡���’�‡�”�•�‘�•�ï��including Bernard Williams��would agree that there is a reason for 
him to do so.  
27 I set aside the worry that on the face of it, a fact can explain why an agent acted 
without being the reason for which an agent acted: viz., the fact that I have a headache 
might explain why I was rude to a student, but the reason for which I acted rude was 
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Williams never goes on to elaborate why adherence to the explanatory 
�”�‡�“�—�‹�”�‡�•�‡�•�–���•�ƒ�›���Ž�‡�ƒ�†���‘�•�‡���–�‘���î�Œ�—�•�–���Ž�‡�‰�‹�•�Ž�ƒ�–�‡�ï���–�Š�ƒ�–���–�Š�‡���ˆ�ƒ�…�–���–�Š�ƒ�–���–�Š�‡���•�–�—�ˆ�ˆ���‹�•���’�‡�–�”�‘�Ž��
is not a reason for Alfred. This section offers an attempt at an elaboration, 
sketching what the argument might be, without pretending that this is what 
Williams (or anyone else, for that matter) is in fact committed to.29 I suppose 
the second step in an argument that builds on the explanatory requirement 
�™�‘�—�Ž�†�� �„�‡�� �–�‘�� �’�‘�‹�•�–�� �‘�—�–�� �–�Š�ƒ�–�� �‹�–�� �•�‡�‡�•�•�� �’�Ž�ƒ�—�•�‹�„�Ž�‡�� �–�Š�ƒ�–�� �‹�ˆ�� �•�‘�•�‡�� �ˆ�ƒ�…�–�� �‹�•�� �ƒ�•�� �ƒ�‰�‡�•�–�ï�•��
reason for acting on a certain occasion (viz., if that fact is the reason for which 
the agent acts), and the fact explains why the agent acted on that occasion, 
then the agent in question must be aware of the relevant fact for such an 
explanation to succeed. If, for example, Harry calls an ambulance for the 
�”�‡�ƒ�•�‘�•�� �–�Š�ƒ�–�� ���ƒ�Ž�Ž�›�ï�•�� �Ž�‡�‰���‹�•�� �„�”�‘�•�‡�•�á�� �ƒ�•�†�� �™�‡���ƒ�–�–�‡�•�’�–�� �–�‘�� �‡�š�’�Ž�ƒ�‹�•�� �™�Š�›�� �Š�‡�� �†�‹�†�� �•�‘�� �„�›��
�…�‹�–�‹�•�‰���–�Š�‡���ˆ�ƒ�…�–���–�Š�ƒ�–�����ƒ�Ž�Ž�›�ï�•���Ž�‡�‰���‹�•���„�”�‘�•�‡�•�á���‹�–���•�‡�‡�•�•�����ƒ�”�”�›���•�—�•�–���Š�ƒ�˜�‡���„�‡�‡�•���ƒ�™�ƒ�”�‡��
�‘�ˆ�� ���ƒ�Ž�Ž�›�ï�•�� �’�Ž�‹�‰�Š�–�� �‹�ˆ�� �–�Š�‹�•�� �‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•�� �‹�•�� �–�‘�� �„�‡�� �ƒ�–�� �ƒ�Ž�Ž�� �…�‘nvincing. If Harry was 
�—�–�–�‡�”�Ž�›�� �‘�„�Ž�‹�˜�‹�‘�—�•�� �–�‘�� ���ƒ�Ž�Ž�›�ï�•�� �„�‡�‹�•�‰�� �‹�•�Œ�—�”�‡�†�á�� �–�Š�‡�� �ˆ�ƒ�…�–�� �–�Š�ƒ�–�� �•�Š�‡�� �‹�•�� �…�ƒ�•�•�‘�–�� �„�‡�� �–�Š�‡��
reason for which he calls an ambulance; it would be unsatisfactory at best if 
we explained why he acted by citing this fact. It seems, therefore, that a fact 
can only be the reason for which an agent performs an action, and thus can 
only explain why an agent acts in a certain way, if the agent in question is 
�ƒ�™�ƒ�”�‡���‘�ˆ���–�Š�‹�•���ˆ�ƒ�…�–�ä�����•���ƒ���•�Ž�‘�‰�ƒ�•�á���™�‡���…�‘�—�Ž�†���•�ƒ�›���–�Š�ƒ�–���î�‡�š�’�Ž�ƒ�•�ƒ�–�‘�”�›���…�ƒ�’�ƒ�…�‹�–�›���”�‡�“�—�‹�”�‡�•��
�ƒ�™�ƒ�”�‡�•�‡�•�•�ï�ä�� ������ �•�‘�–e an objection to this idea in a footnote.30) When we put 

                                                                                                                                                           
�–�Š�ƒ�–���–�Š�‡���•�–�—�†�‡�•�–���ƒ�•�•�‡�†���ƒ�•���—�•�‹�•�ˆ�‘�”�•�‡�†���“�—�‡�•�–�‹�‘�•�ä�����ƒ�Ž�•���ƒ�„�‘�—�–���ˆ�ƒ�…�–�•���ˆ�‹�‰�—�”�‹�•�‰�����‘�”���‘�ˆ���î�„�‡�‹�•�‰��
�…�ƒ�’�ƒ�„�Ž�‡���‘�ˆ���ˆ�‹�‰�—�”�‹�•�‰�ï�����‹�•���–�Š�‡���‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•���‘�ˆ���ƒ�…�–�‹�‘�•���‹�•���–�‘���„�‡���—�•�†�‡�”�•�–�‘�‘�†���ƒ�•���…�‘�•�…�‡�”�•�‡�†���‘�•�Ž�›��
�™�‹�–�Š���‹�•�•�–�ƒ�•�…�‡�•���™�Š�‡�”�‡���îF explains why S did A�ï���‹�•���—�•�†�‡�”�•�–�‘�‘�†���ƒ�•���•�‡�”�‡�Ž�›���ƒ���†�‹�ˆ�ˆ�‡�”�‡�•�–���™�ƒ�›��
�‘�ˆ�� �‡�š�’�”�‡�•�•�‹�•�‰�� �îF was the reason for which S did A�ï�ä�� ���‡�� �…�‘�—�Ž�†�� �ƒ�Ž�™�ƒ�›�•�� �”�‡�•�‘�”�–�� �–�‘��
formulating the requirement under consideration here without making use of the 
���’�‘�•�•�‹�„�Ž�›���•�‹�•�Ž�‡�ƒ�†�‹�•�‰�����–�‡�”�•���î�‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•�ï�á���ƒ�•�†��talk simply about whether a reason can 
be acted on (or for) by the agent for whom this reason is (claimed to be) a reason. 
28 The label derives from Dancy (2000: 101). Note that Dancy is interested mainly in 
the ontology of reasons, and wields this requirement in a discussion of what sort of 
thing reasons are; I leave that matter aside here. 
29 The position under consideration is not very popular, so the arguments for it that 
are discussed in what follows are mostly of my own making, expressing what I 
imagine proponents of this view might say in its defense. Most philosophers who 
write on practical reasons allow for unknown facts or truths as reasons (but see 
Gibbons [2010] for an exception; I discuss his main arguments in [4.2.4] below). Note 
that while many either explicitly reject REA (e.g., Parfit 2011: 32) or defend some view 
that entails the negation of REA, most leave matters at that, remaining silent about 
whether a weaker epistemic thesis (such as RAA) is true. 
30 Besides the worry mentioned in note 27, one could object that awareness is not 
�•�‡�…�‡�•�•�ƒ�”�›���ˆ�‘�”���‡�š�’�Ž�ƒ�•�ƒ�–�‘�”�›���’�‘�–�‡�•�…�›���‰�‹�˜�‡�•���–�Š�ƒ�–�������–�ƒ�•�‡���îS is aware of F�ï���ƒ�•���‡�“�—�‹�˜�ƒ�Ž�‡�•�–���–�‘���îS 
knows that F�ï�á���„�‡�…�ƒ�—�•�‡���•�‡�”�‡�Ž�›���„�‡�Ž�‹�‡�˜�‹�•�‰���–�Š�ƒ�–��F, or perhaps justifiably believing that F, 
�‹�•���•�—�ˆ�ˆ�‹�…�‹�‡�•�–���ˆ�‘�”���	�ï�•���„�‡�‹�•�‰���–�Š�‡���”�‡�ƒ�•�‘n for which S acts. However, I do not think requiring 
�•�•�‘�™�Ž�‡�†�‰�‡���‹�•���–�‘�‘���•�–�”�‘�•�‰�â���ˆ�‘�”���†�‡�ˆ�‡�•�•�‡�•���‘�ˆ���–�Š�‡���…�Ž�ƒ�‹�•���–�Š�ƒ�–���‹�ˆ���ƒ���ˆ�ƒ�…�–���‹�•���ƒ�•���ƒ�‰�‡�•�–�ï�•���”�‡�ƒ�•�‘�•���ˆ�‘�”��
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these two ideas together, we can now summarily state the argument from 
explanation for REA as follows: 
 

The argument from explanation for REA31 
For any fact F, agent S, and action A, 
1. Necessarily, if F is a reason for S to do A, then F can figure in an 
explanation of why S does A. 
2. Necessarily, if F can figure in an explanation of why S does A, then S is 
aware of F. 

 
Therefore, 
 

3. Necessarily, if F is a reason for S to do A, then S is aware of F. 
 
On what I believe is the most natural interpretation, this argument is invalid. 
���‘�� �•�‡�‡�� �™�Š�›�� �–�Š�‹�•�� �‹�•�� �•�‘�á�� �™�‡�� �•�‡�‡�†�� �–�‘�� �‡�š�’�Ž�‹�…�ƒ�–�‡�� �–�Š�‡�� �ƒ�”�‰�—�•�‡�•�–�ï�•�� �’�”�‡�•�‹�•�‡�•�� �ƒ�� �Ž�‹�–�–�Ž�‡��
further; we can start with the first premise. In possible world-terms, we can 
spell out what (1) states as follows: in every possible world in which F is a 
reason for S to do A, F can figure in an explanation of why S does A. Put 
�†�‹�ˆ�ˆ�‡�”�‡�•�–�Ž�›�á���ˆ�”�‘�•���‡�˜�‡�”�›���’�‘�•�•�‹�„�Ž�‡�� �î�”�‡�ƒ�•�‘�•���™�‘�”�Ž�†�ï��WR(F) where F is a reason for S 
to do A�á�� �ƒ�•�� �î�‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•�� �™�‘�”�Ž�†�ï��WE(F) in which F explains or is part of an 
explanation of why S does A for the reason that F (alternatively, a world in 
which F is the reason for which S does A) is accessible, given some 
understanding of the accessibility relation (more on this relation in a 

                                                                                                                                                           
acting, the agent must have known that this fact obtains, see Hyman (1999) and 
Hornsby (2008). Second, one could also object that an agent need not even be 
consciously aware at all of F in order for it to be correct to say that F is the reason for 
which this agent acted in a certain way; the idea here is, roughly, that we can respond 
to facts in sub- or unconscious ways, and when someone does so, we can correctly 
describe the agent in question as acting with those facts as their reasons (See, e.g., 
Arpaly 2003 for a recent example of this view). Perhaps this is true, but even then the 
facts that are the reasons for which agents act still need to impinge on the mental life 
of the agent in question: we may or may not choose to describe this as a state of 
awareness of the fact, but there is some causal influence either way. The cases that I 
am ultimately interested in concern facts that do not, and even cannot, impinge on the 
mental life of the relevant agents. So while this observation may well be correct, it will 
not really help in building a case for the position I am trying to defend (viz., that facts 
can be reasons �‡�˜�‡�•���‹�ˆ���•�‘���‘�•�‡���‡�˜�‡�”���™�‹�Ž�Ž���…�‘�•�‡���–�‘���•�•�‘�™���–�Š�‡�•�á���‘�”���‡�˜�‡�•���„�‡���î�‹�•�’�‹�•�‰�‡�†�ï���„�›��
them in some sub- or unconscious way). I will therefore leave this point aside, 
proceeding as if there is no problem with the assumption as it stands. 
31 I assume that all three of these claims, if true, are true as a matter of conceptual or 
metaphysical necessity �� �–�Š�‡�›�� �ƒ�”�‡�� �‡�‹�–�Š�‡�”�� �…�Ž�ƒ�‹�•�•�� �ƒ�„�‘�—�–�� �–�Š�‡�� �•�ƒ�–�—�”�‡�� �‘�ˆ�� �î�”�‡�ƒ�•�‘�•�Š�‘�‘�†�ï�á�� �‘�”��
about the concept REASON (in case of [1] and [3]) or about the nature of, or concept for, 
�ƒ���î�”�‡�ƒ�•�‘�•���‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•�ï��henc�‡���–�Š�‡���î�•�‡�…�‡�•�•�ƒ�”�‹�Ž�›�ï�ä�� 
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moment). The second premise, (2), can be understood to state that whenever 
F figures in an explanation of why S does A, S is aware of F. I take this to mean 
�–�Š�ƒ�–���‡�˜�‡�”�›���’�‘�•�•�‹�„�Ž�‡���î�‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•���™�‘�”�Ž�†�ï��WE(F) in which F is the reason for which 
S does A �‹�•�� �ƒ�•�� �î�ƒ�™�ƒ�”�‡�•�‡�•�•�� �™�‘�”�Ž�†�ï��WA(F) in which S is aware of F; it is, in other 
words, not possible that F figures in an explanation of the relevant sort of 
what S did if S is unaware of F, and thus there is no world in which this is the 
case. The conclusion that is drawn from these two premises is that whenever F 
is a reason for S to do A, then S is aware of F�ã�� �–�Š�ƒ�–�� �‹�•�á�� �‡�˜�‡�”�›�� �î�”�‡�ƒ�•�‘�•�� �™�‘�”�Ž�†�ï�� �‹�•��
which F is a reason for S to do A �‹�•���ƒ�•���î�ƒ�™�ƒ�”�‡�•�‡�•�•���™�‘�”�Ž�†�ï���‹�•���™�Š�‹�…�Š��S is aware of 
F. In brief, (3) states that, for any possible world W and fact F, if WR(F) then 
WA(F). This is not a valid argument, because all that we are entitled to infer 
from (1) and (2), thus understood, is that for any world WX and fact F, if it is 
true of WX that WR(F) then there is some world WY of which it is true that WA(F) 
that is accessible from WX. Assuming that the accessibility-relation is not (and 
equivalent to) the identity-relation, we are surely not entitled to infer that WX 
= WY. Yet only if this further inference were licensed would the argument from 
explanation succeed at providing support for REA. The point can also be 
�‡�š�’�”�‡�•�•�‡�†�� �‹�•�� �ƒ�� �•�‹�•�’�Ž�‡�”�� �™�ƒ�›�ä�� ���‹�–�Š�� �î�7 �ï�� �ˆ�‘�”�� �•�–�”�‹�…�–�� �‹�•�’�Ž�‹�…�ƒ�–�‹�‘�•�á�� �î��F�ï�� �ˆ�‘�”�� �îF is a 
reason for S to do A�ï�á���î��F�ï���ˆ�‘�”���îF explains why S does A�ï�á���î��F�ï���ˆ�‘�”���îS is aware of F�ï�á��
�î�Ý�ï�� �ˆ�‘�”�� �î�•�‡�…�‡�•�•�ƒ�”�‹�Ž�›�ï�á�� �ƒ�•�†�� �î�Ä�ï�� �ˆ�‘�”�� �î�’�‘�•�•�‹�„�Ž�›�ï�á�� �–�Š�‡�� �ƒ�”�‰�—�•�‡�•�–�� �ˆ�”�‘�•�� �‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•�� �ƒ�•�� ����
initially spelled it out looks as follows: 
 

1. �Ý(RF �7  �ÄEF) 
2. �Ý(EF �7  AF) 

 
Therefore, 
 

3. �Ý(RF �7  AF) 
 
This is not a valid argument; all that �ˆ�‘�Ž�Ž�‘�™�•���ˆ�”�‘�•�����s�����ƒ�•�†�����t�����‹�•�����u�ï��32:  

                                                             
32 This much, it seems to me at least, can be ascertained without having a worked-out 
�•�‡�•�ƒ�•�–�‹�…�•�� �ˆ�‘�”�� �–�Š�‡�� �’�‘�•�•�‹�„�‹�Ž�‹�–�›�� �‘�’�‡�”�ƒ�–�‘�”�� �ˆ�‹�‰�—�”�‹�•�‰�� �‹�•�� ���s���á�� ���u���á�� �ƒ�•�†�� ���u�ï���ä��We should note, 
though, that the necessity operator in these claims need not express the same type of 
modality as the possibility-�‘�’�‡�”�ƒ�–�‘�”�� �‹�•�� ���s���á�� ���u���á�� �ƒ�•�†�� ���u�ï���á�� �ˆ�‘�”�� �–�Š�‡�� �ˆ�‘�”�•�‡�”�� �…�‘�•�…�‡�”�•�•��
conceptual or metaphysical necessity (see previous note). Whatever we exactly make 
of the sense in which it must be possible that a fact explains why an agent acts, though, 
it seems that conceptual or metaphysical possibility would be too weak, at least in the 
eyes of those who would want to push an argument relying on the explanatory 
requirement on reasons���›�‡�–�� �Œ�—�•�–�� �™�Š�ƒ�–�� �–�Š�‡�� �”�‡�Ž�‡�˜�ƒ�•�–�� �•�‡�•�•�‡�� �‘�ˆ�� �î�’�‘�•�•�‹�„�Ž�‡�ï��is, is part of 
what is at stake both in the discussion here and in section (4.3.2). The formalization of 
the argument offered in the text should does not make explicit that the modal 
operators used may have different semantics; we could do just that of course, by 
superscripting the operators for example, so that (1) would read as follows: �Ý1(RF �7  
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�u�ï�ä���Ý(RF �7  �ÄAF) 

 
���—�–�� �•�—�”�‡�Ž�›�� ���u�ï���� �‹�•�� �•�‘�–�� �ƒ�� �™�ƒ�›�� �‘�ˆ�� �”�‡�’�”�‡�•�‡�•�–�‹�•�‰�� ���������”�ƒ�–�Š�‡�”�á�� ���u�ï���� �‹�•�� �ƒ�� �™�ƒ�›�� �‘�ˆ��
representing RAA. We will consider whether the explanatory requirement 
provides support for RAA in more detail in section (4.3.2). Here, we should 
note that in order to save the argument from explanation for REA, its 
proponent must insist that the offered interpretation of one or both of the 
premises does not adequately capture what she had in mind. I suppose that 
my rendering of (2) would be the main target of such an objection.33 To start, 
let me concede immediately that I did not make much of the occurrence of 
�î�…�ƒ�•�ï���‹�•���–�Š�‡���ƒ�„�‘�˜�‡���‡�š�’�Ž�‹�…�ƒ�–�‹�‘�•���‘�ˆ���–�Š�‡���•�‡�…�‘�•�†���’�”�‡�•�‹�•�‡�ä�������–�‘�‘�•���–�Š�‹�•���’�”�‡�•�‹�•�‡���–�‘���„�‡���ƒ��
claim about what is the case in the worlds in which F figures in an explanation 
of when S does A. Instead of taking this premise to state that all of the worlds 
in which F figures in a reasons-explanation of why S does A are worlds in 
which S is aware of F, we could interpret (2) as stating that if it is possible that 
F explains why S does A in a world W, then S is aware of F in W. Thus 
understood, (2) is a statement about the conditions under which the possible 
world(s) in which F explains why S does A count as accessible, from a given 
world W; what it asserts is that only those worlds in which S knows 
everything that S knows in W count as accessible, in the sense relevant to the 
argument, from W. On this way of reading the second premise, the argument 
does come out as valid, for now we are entitled to infer that any world in 
which it is true that F is a reason for S to do A is also a world in which S is 
aware of F�ä�� ���Š�ƒ�–�� �‹�•�� �–�‘�� �•�ƒ�›�ã�� �‹�ˆ�á�� �ˆ�”�‘�•�� �‡�˜�‡�”�›�� �î�”�‡�ƒ�•�‘�•�� �™�‘�”�Ž�†�ï��WR(F), at least one 
�î�‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•�� �™�‘�”�Ž�†�ï�á��WE(F), is accessible, as premise (1) asserts, and if an 
�î�‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•�� �™�‘�”�Ž�†�ï�� �‹�•�� �ƒ�…�…�‡�•�•�‹�„�Ž�‡�� �ˆ�”�‘�•��W only if W itself �‹�•�� �ƒ�•�� �î�ƒ�™�ƒ�”�‡�•�‡�•�•��
�™�‘�”�Ž�†�ï�á���ƒ�•���™�‡���•�‘�™���–�ƒ�•�‡�����t�����–�‘���ƒ�•�•�‡�”�–�á���‹�–��does �ˆ�‘�Ž�Ž�‘�™���–�Š�ƒ�–���‡�˜�‡�”�›���î�”�‡�ƒ�•�‘�•���™�‘�”�Ž�†�ï���‹�•��
�ƒ�•�� �î�ƒ�™�ƒ�”�‡�•�‡�•�•�� �™�‘�”�Ž�†�ï�á�� �Œ�—�•�–�� �Ž�‹�•�‡�� ���u���� �ƒ�•�•�‡�”�–�•�ä�� ���•�‹�•g the symbolism introduced 
above, the second premise of the argument from explanation for REA must be 
�”�‡�’�”�‡�•�‡�•�–�‡�†���ƒ�•�����t�ï���á���•�‘�–���ƒ�•�����t���ã 

                                                                                                                                                           
�Ä2EF), and likewise for the other claims. For more on the point, see note 61 below; also 
see the remarks in the previous chapter regarding OIC and the two transfer principles 
discussed in section (3.1); in particular, see notes 1, 13, and 16 of that chapter. 
33 A critic could, in principle, also object to my rendering of (1): she might hold that a 
fact is a reason to act for an agent only if it is part of the best explanation of why an 
agent acts, not just when it possibly explains why an agent acts. This, though, would 
make the explanatory requirement on reasons, which the first premise of the 
argument intends to express, too strong even for tho�•�‡���™�Š�‘���„�‡�Ž�‹�‡�˜�‡���‹�–���‹�•���ƒ���î�†�‡�‡�’�ï���–�”�—�–�Š��
about reasons, for on this way of spelling it out, the requirement entails that there are 
no reasons for which an agent does not act , yet surely there are such reasons��more 
precisely, I assume there are both (a) reasons for actions we do not perform, and (b) 
reasons for actions we do perform yet that we do not act on (or for).  



138 
 

 
2. �Ý(EF �7  AF) 
�t�ï�ä���Ý���Ä��F �7  AF) 

 
���Š�‡�•�� ���t���� �‹�•�� �”�‡�’�Ž�ƒ�…�‡�†�� �™�‹�–�Š�����t�ï���á�� �ƒ�•�†�� �…�‘�•�Œ�‘�‹�•�‡�†�� �™�‹�–�Š�� ���s���á�� ���u���� �†�‘�‡�•�� �ˆ�‘�Ž�Ž�‘�™�ä�� ���‡�Ž�Ž��
and good��but why are we supposed to understand the second premise of the 
�ƒ�”�‰�—�•�‡�•�–�� �ƒ�•�� ���t�ï���� �‹�•�•�–�‡�ƒ�†�� �‘�ˆ�� ���t���ë�� ���Š�‡�� �‹�•�–�—�‹�–�‹�˜�‡�Ž�›�� �’�Ž�ƒ�—�•�‹�„�Ž�‡�� �‹�†�‡�ƒ�� �‹�•�ˆ�‘�”�•�‹�•�‰�� �–�Š�‡��
premise, noted above, was that whenever you act for a certain reason, you are 
aware of the fact that is your reason. This idea, which is plausible enough to 
�•�›���•�‹�•�†�á���‘�•�Ž�›���‰�‹�˜�‡�•���—�•�����t���á���„�—�–���•�‘�–�����t�ï���ã���‹�•���‡�˜�‡�”�›���™�‘�”�Ž�†���‹�•���™�Š�‹�…�Š���‹�–���‹�•���–�”�—�‡���–�Š�ƒ�–��
some fact explains why you act in the way you do (i.e., every world in which 
that fact is the reason for which you act), you are aware of that fact. If 
someone were nonetheless to insist that it is possible that a fact explains why 
an agent acts only if the agent is already aware of the fact, it is not clear what 
this insistence would be based on. It is true enough that an explanation of why 
an agent acts in a certain way will not go through, if the agent remains 
unaware of the fact claimed to be a reason. But this point by itself does not 
show that it is possible for the explanation to go through only if the agent is 
already aware of it. If Jimmy is not actually aware of the fact that his bike has a 
flat tir e, and, as a matter of contingent fact, he will not become aware of it 
either, I can acknowledge that while this fact will not explain why he takes his 
bike to the repair shop (were he to do so), while also maintaining that the fact 
could perfectly well explain why he takes it, were he to do so: if it is possible, 
in the actual world, that Jimmy becomes aware of the fact that his bike has a 
flat tire (even though this will not in fact happen), then it also is possible that 
this fact explains why he acts in one way rather than another. The intuitive 
idea behind the second premise is not a thought about when a certain thing is 
possible, given how things are; rather, it is a thought about what will also have 
to be the case, when something else is the case. Now, we could of course 
simply stipulate that that only worlds in which the agent knows what she 
presently knows are worlds that count as accessible from the actual world; 
���t�ï�����–�Š�‡�•���‡�‹�–�Š�‡�”���‡�š�’�”�‡�•�•�‡�•�á���‘�”���‹�•���‡�•�–�ƒ�‹�Ž�‡�†���„�›�á���–�Š�‹�•���•�–�‹�’�—�Ž�ƒ�–�‹�‘�•���ƒ�„�‘�—�–���™�Š�ƒ�–���…�‘�—�•�–�•��
�ƒ�•�� �ƒ�� �î�”�‡�Ž�‡�˜�ƒ�•�–�� �’�‘�•�•�‹�„�‹�Ž�‹�–�›�ï�ä�� ���—�–�� �™�Š�ƒ�–�� �™�‘�—�Ž�†�� �„�‡�� �–�Š�‡��motivation for this 
stipulation? The mere observation that whenever an agent S acts for the 
reason that F, S is aware of F is of no help here; the claim that only scenarios 
where we keep constant what S is and i�•�� �•�‘�–�� �ƒ�™�ƒ�”�‡�� �‘�ˆ�� �…�‘�—�•�–�� �ƒ�•�� �î�”�‡�Ž�‡�˜�ƒ�•�–��
�’�‘�•�•�‹�„�‹�Ž�‹�–�‹�‡�•�ï�� �•�‡�‡�†�•�� �–�‘�� �„�‡�� �•�‘�–�‹�˜�ƒ�–�‡�†�� �‘�•�� �•�‘�•�‡�� �‹�•�†�‡�’�‡�•�†�‡�•�–�� �‰�”�‘�—�•�†�ä�� ���„�•�‡�•�–��
motivation, the suggested alternative interpretation of the second premise can 
be set aside without cost. 
 None of this amounts to a positive ground for rejecting the explanatory 
requirement on reasons, understood in the way that the argument from 
explanation tries to show that we should. There is, though, at least one more 
thing that can be noted in favor of rejecting the idea that we should 
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�—�•�†�‡�”�•�–�ƒ�•�†���–�Š�‡���•�‡�…�‘�•�†���’�”�‡�•�‹�•�‡���ƒ�•�����t�ï���á���ƒ�•�†���–�Š�—�•���–�Š�‡���‡�š�’�Ž�ƒ�•�ƒ�–�‘�”�›���”�‡�“�—�‹�”�‡�•�‡�•�–��
in such a way that it entails REA. If we allow ourselves to consider the matter 
at hand a little more informally, we could say that what this premise (thus 
�—�•�†�‡�”�•�–�‘�‘�†���� �‡�š�’�”�‡�•�•�‡�•�� �‹�•�� �–�Š�‡�� �‹�†�‡�ƒ�� �–�Š�ƒ�–�� �‡�’�‹�•�–�‡�•�‹�…�ƒ�Ž�Ž�›�á�� �î�‡�˜�‡�”�›�–�Š�‹�•�‰�� �•�‡�‡�†�•�� �–�‘�� �„�‡��
�‘�•�� �–�Š�‡�� �–�ƒ�„�Ž�‡�ï�� �ˆ�‘�”�� �ƒ�� �•�—�…�…�‡�•�•�ˆ�—�Ž�� �‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•�� �‹�•�� �™�Š�‹�…�Š���ƒ�� �ˆ�ƒ�…�–�� �ˆ�‹�‰�—�”�‡�•�á�� �‹�•�� �‘�”�†�‡�”�� �ˆ�‘�”��
that fact to be a reason. Yet this surely is not a plausible demand on reasons 
when we look at other dimensions of reasons. Consider a simple example. If I 
get $1 if I push the button in front of me, then this fact is a reason for me to 
push the button. If I get $1000 if I do not push it, then that fact is a reason for 
me not to push. Imagine that I am aware of these facts, and that nothing else is 
at stake. Assuming that the marginal utility for me is the same for every extra 
dollar I receive, the fact that I would get $1 if I push the button is reason for 
me to push that is clearly and massively outweighed by my reason not to push, 
and so this fact can only explain why I in fact push the button if I am irrational . 
Given that it is massively outweighed, the fact that I will receive $1 if I push 
the button can only explain why I push the button consistent with my being 
rational in some range of counterfactual situations (e.g., in situations where I 
receive more when I push than if I do not), but not in the actual world. Yet the 
fact is still a reason for me to push the button. 

The point generalizes: if explanations of why agents act with certain 
facts as their reasons are to be consistent with these agents being rational, 
then for every reason that is outweighed or undercut by other reasons, we 
need to move to a counterfactual situation, where the other reasons are 
assumed not to exist, or be less weighty than they are. In this light, demanding 
�–�Š�ƒ�–���î�‡�˜�‡�”�›�–�Š�‹�•�‰���‹�•���‘�•���–�Š�‡���–�ƒ�„�Ž�‡�ï���ˆ�‘�”���ƒ���•�—�…�…�‡�•�•�ˆ�—�Ž���‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•���‹�•���–�Š�‡���ƒ�…�–�—�ƒ�Ž���™�‘�”�Ž�†��
is, then, inconsistent either with (a) agents being rational when the 
explanation goes through, whenever a reason does not carry the day, or with 
(b) there being reasons that are outweighed or undercut by other reasons. 
Neither of these options is at all appealing, and so what needs to go is the idea 
that the actual situation needs to contain everything that a successful 
explanation requires, if the facts of that situation constitute reasons to act. But 
once we are allowed to move to counterfactual situations in order to save the 
explanatory demand on reasons that are outweighed or undercut, why is this 
move not allowed for reasons that agents are unaware of? Without a 
satisfactory answer to this question, the argument from explanation for REA 
can, I submit, be set aside. 
 It is perhaps worth pointing out that what I am rejecting here is 
merely the claim that we should interpret the explanatory requirement on 
�”�‡�ƒ�•�‘�•�•�� �‹�•�� �ƒ�� �•�–�”�‹�…�–���™�ƒ�›�á�� �–�Š�ƒ�–���‹�•�á�� �ƒ�•���†�‡�•�ƒ�•�†�‹�•�‰���–�Š�ƒ�–�� �î�‡�˜�‡�”�›�–�Š�‹�•�‰���‹�•�� �‘�•�� �–�Š�‡���–�ƒ�„�Ž�‡�ï��
for a successful explanation of why an agent acts that involves the fact that is 
claimed to be a reason. This leaves open the possibility of accepting a 
different, less demanding variant of this requirement: that is, we do not need 
to deny that reasons can be acted on, and are thus potential explanations, if we 
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reject the above way of arguing for REA. This is good news, for it means 
rejecting REA is easy��doing so does not require rejecting a claim about 
practical reasons that many find compelling. For all I have said, there is a 
defensible version of the explanatory requirement, and that version may turn 
out to be capable of supporting RAA. Before we look into whether that is so (in 
section [4.3.2] below), let us first examine other putative sources of support 
for REA. 
 
 
4.2.3. The argument from deliberation  
 
If considerations of explanation do not provide support for restricting 
reasonhood to known facts only, perhaps considerations of what figures 
practical deliberation do: some find it plausible that there must be some kind 
of connection between (good) reasoning about what to do, and (good) reasons 
for action. As I formulated it above, the idea here could be that if one is 
reasoning or deliberating (I use these terms interchangeably) well, then the 
things that one is thinking about, or the things that one is reasoning from 
(towards a conclusion ab�‘�—�–���™�Š�ƒ�–���–�‘���†�‘���á���ƒ�”�‡���‘�•�‡�ï�•���”�‡�ƒ�•�‘�•�•�ä34 Can this idea be 
appealed to in an attempt to support REA?  

We could try to get an argument for REA off the ground in a similar 
way as we did with the explanatory constraint: we can start by maintaining 
that, if F is a reason for S to do A, then it must be possible that F figures in the 
reasoning of S about whether to do A, provided S is reasoning well. Next, we 
can note that it seems plausible that a fact can only figure in good reasoning if 
the agent is aware of the fact; taking the fact that F as a reason to do 
something arguably requires knowing that F. So one can only be reasoning 
well from F if one is aware of F (i.e., if one knows that F is the case).35 But if we 
then proceed to infer the conclusion that therefore, F is a reason for S to do A 
only if S is aware of F, we would be making exactly the same mistake, of 
course: either the argument is invalid, or we have gone beyond the intuitively 
plausible claim that underlies the second premise, viz., that if F figures in good 

                                                             
34 My formulation of the deliberative constraint draws on Schroeder (2007: chapter 
2); also see Setiya (2007: chapter 1) and Hare (2011, but see my [2012] for some 
criticism of the use that Hare makes of the deliberative constraint). The constraint is 
usually wielded as a consideration that poses a problem for Neo-Humean accounts of 
�’�”�ƒ�…�–�‹�…�ƒ�Ž���”�‡�ƒ�•�‘�•�‹�•�‰�ã���‹�ˆ�á���ƒ�•���•�‡�‡�•�•���’�Ž�ƒ�—�•�‹�„�Ž�‡�á���‘�•�‡�ï�•���†�‡�•�‹�”�‡�•���†�‘���•�‘�–���–ypically figure in good 
practical deliberation, why would one maintain that desires are reasons? For why this 
may not be the most effective strategy for resisting the Neo-Humean position, see 
Schroeder (ibid.) and, in a somewhat different vein, Gibbons (2010). 
35 For a defense of this thesis, see Hawthorne & Stanley (2008). The view is not 
uncontroversial (see, among others, Littlejohn [2009] for criticism), but if it is false, 
then so much the better for my rejection of the line of argument sketched in the text. 
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reasoning as undertaken by S, S is aware of F. This way of appealing to what I 
�†�—�„�„�‡�†�� �î�–�Š�‡�� �†�‡�Ž�‹�„�‡�”�ƒ�–�‹�˜�‡�� �…�‘�•�•�–�”�ƒ�‹�•�–�ï�� �‹�•�� �•�—�’�’�‘�”�–�‹�•�‰�� �������á�� �–�Š�‡�”�‡�ˆ�‘�”�‡�á�� �†�‘�‡�•�� �•�‘�–��
work.  

But one could appeal to this constraint in a slightly different way, 
which I already hinted at in section (4.1.4) above. Imagine that Harry is 
deliberating about what to do; he is, say, considering whether or not he should 
buy a ticket for the movies. As it turns out, Sally has just been hit by a car 
around the corner from where Harry is pondering his options, but Harry is 
unaware of this. Is he reasoning badly if he does not take the fact that Sally is 
injured and needs a ride to the hospital into account, but instead is thinking 
only about whether the new James Bond movie will be worth his time and 
money or not? It does not seem implausible to maintain that his reasoning is 
�Œ�—�•�–�� �ˆ�‹�•�‡�ä�� ���”�‘�˜�‹�†�‡�†�� �Š�‡�� �‹�•�†�‡�‡�†�� �‹�•�� �‘�„�Ž�‹�˜�‹�‘�—�•�� �–�‘�� ���ƒ�Ž�Ž�›�ï�•�� �…�‘�•�†�‹�–�‹�‘�•�á�� �ƒ�•�†�� �•�‘�–��
deliberately ignoring it or according it no weight in his deliberations despite 
being aware of it�á�����ƒ�”�”�›�ï�•���”�‡�ƒ�•�‘�•�‹�•�‰���Ž�‘�‘�•�•���‹�•���‘�”�†�‡�”�ä�����ˆ���•�‘�á���–�Š�‡�•���‹�–���•�‡�‡�•�•���ƒ�‰�‡�•�–�•��
can be reasoning perfectly well without thinking about facts that they are 
unaware of; their ignorance, in other words, does not affect the quality of their 
practical deliberations. But if that is correct, one might think, then the facts 
that such agents are unaware of are not reasons for them at all: if an agent S 
can deliberate perfectly fine about whether to do A without taking F, some fact 
that S is unaware of, into account in deliberating about whether to do A, then 
why would one think that F is a reason for S to do A under these conditions? 
Without an answer to this question, REA may look plausible. 

There is more than one thing I want to say in response, but one thing 
worth noting straight  away is that even if one finds the line of thought just 
sketched persuasive, it does not quite support REA. While not thinking about 
some seemingly relevant facts that one is unaware of may not affect the quality 
�‘�ˆ���‘�•�‡�ï�•���†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�•�á���‹�•�–�—�‹�–�‹�˜�‡�Ž�›���–�Š�‹�•���†oes not extend to all such facts. Imagine 
that Jim is unaware of the fact that Melinda needs a ride home. If REA is 
correct, this fact is therefore not a reason for him to pick her up; the present 
line of thought tries to motivate that verdict by appeal to �–�Š�‡���…�Ž�ƒ�‹�•�� �–�Š�ƒ�–�� ��‹�•�ï�•��
practical reasoning, in which this fact does not figure (given that he is 
unaware of it), is perfectly in order. But it is quite easy to imagine 
�…�‹�”�…�—�•�•�–�ƒ�•�…�‡�•�� �‹�•�� �™�Š�‹�…�Š�� �–�Š�‡�� �Ž�ƒ�–�–�‡�”�� �…�Ž�ƒ�‹�•�� �‹�•�� �‹�•�’�Ž�ƒ�—�•�‹�„�Ž�‡�ä�� ���ˆ�� ��‹�•�� �‹�•�� ���‡�Ž�‹�•�†�ƒ�ï�•��
father, and Jim knows both that Melinda gets out of school at three in the 
afternoon and needs him to drive her home, and that it is almost three p.m., 
but he has not put these two pieces of information together, his reasoning 
does not look just fine if the fact that Melinda needs to be picked up from 
school plays no role in his reasoning about what to do right now. Not having 
put the two pieces of information together, Jim does not know that Melinda 
needs a ride home, but not only does this appear to be a good reason for him 
to get into the car, it also looks like his reasoning is not in good standing 
precisely because this fact plays no role in it.  
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The more general idea that I am appealing to by way of the above 
example is that there can be facts that an agent ought to become aware of 
when deliberating, and when the agent is not aware of them, and remains 
ignorant when deliberating, then her ignorance does affect how good or bad 
her deliberations are.36 Deliberating well about whether to do A is not merely 
a matter of giving the proper weight to the facts one is, at that moment, aware 
of; at least on the face of it, it also requires becoming aware of certain facts. 
��‹�•�ï�•���…�ƒ�•�‡���‹�Ž�Ž�—�•�–�”�ƒ�–�‡�•���–�Š�‡���’�‘�‹�•�–���‹�•���‘�•�‡�á���“�—�‹�–�‡���Ž�‹�•�‹�–�‡�†���™�ƒ�›�á���ƒ�•���ƒ�Ž�Ž����‹�•���•�‡�‡�†�•���–�‘���†�‘��
is put two pieces of information he already possess together, but it seems 
eminently plausible that in order to deliberate well, an agent must sometimes 
obtain further information by way of performing actions. If (say) I am your 
doctor, and I do not bother to read your chart before making a decision on 
what (if any) treatment to give you, then it seems that I am deliberating rather 
poorly; my ignorance of your situation undermines the quality of my 
reasoning about how to treat you, but remedying my ignorance requires 
undertaking an action, not just drawing inferences from what I already know. 
If so, it are not just facts that one can deduce from what one already knows 
that can be facts  the ignorance of which is capable of affecting the quality of 
�‘�•�‡�ï�•�� �†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�•�â�� �™�‡�� �…�ƒ�•�� �‹�•�…�Ž�—�†e facts one can only become aware of 
through information -gathering activities. 

If these observations are on target, then it is not the case that all facts 
one is unaware of can be properly ignored in good practical reasoning: 
sometimes at least, there are �ˆ�ƒ�…�–�•�� �™�Š�‹�…�Š�� �‘�—�‰�Š�–�� �–�‘�� �ˆ�‹�‰�—�”�‡�� �‹�•�� �ƒ�•�� �ƒ�‰�‡�•�–�ï�•��
deliberations, irrespective of whether the agent is in fact aware of them; in 
�•�—�…�Š�� �…�ƒ�•�‡�•�á�� �‘�•�‡�� �‹�•�� �•�‘�–�� �”�‡�ƒ�•�‘�•�‹�•�‰�� �™�‡�Ž�Ž�� �™�Š�‡�•�� �–�Š�‡�•�‡�� �ˆ�ƒ�…�–�•�� �’�Ž�ƒ�›�� �•�‘�� �”�‘�Ž�‡�� �‹�•�� �‘�•�‡�ï�•��
thinking about what to do. The general principle here can be formulated thus: 
for any fact F, if F is a fact bearing on whether to do A that S ought to be 
(become, or have been) aware of, then F�ï�•�� �ƒ�„�•�‡�•�…�‡�� �‹�•��S�ï�•�� �†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�•�� �ƒ�„�‘�—�–��
whether to do A marks a defect in those deliberations. If we accept this 
principle (and I believe we should, in light of the examples given), then we 
cannot move from intuitions about the quality of practical reasoning to REA, 
for this move requires the claim that all facts an agent is unaware of can fail to 
�’�Ž�ƒ�›���ƒ���”�‘�Ž�‡���‹�•���‰�‘�‘�†���†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•���‘�•���–�Š�‡���ƒ�‰�‡�•�–�ï�•���’�ƒ�”�–�ä�����–���‹�•���‘�•�Ž�›���–�Š�‡�•���–�Š�ƒ�–���™�‡���…�ƒ�•��
help ourselves to the conclusion that all facts an agent is unaware of fail to be 
reasons for that agent by appealing to the deliberative constraint in the way I 
sketched here. As the relevant claim is not plausible, this argument fails. 

The principle just offered can be accepted even if one takes the 
question raised above (viz., why, if some fact F can properly be ignored by an 

                                                             
36 While we can sometimes truthfully say that there are facts that agents ought to be 
�ƒ�™�ƒ�”�‡�� �‘�ˆ�á�� �–�Š�‡�� �î�‘�—�‰�Š�–�ï�� �‹�•�� �•�—�…�Š�� �•�–�ƒ�–�‡�•�‡�•�–�•�� �‹�•��typically not �–�Š�‡�� �î�‘�—�‰�Š�–�ï�� �‘�ˆ�� �î�Š�ƒ�•�� ���•�‘�•�–����
reason to�ï, as I explain in (4.2.4). For the moment, all I need is that my criti c shares the 
intuition that there are at least some true statements of this form. 
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agent S who is deliberating well about whether to do A, we should think that F 
is a reason for S to do A) as posing a challenge for the views on what can and 
cannot be a reason to act that I am trying to defend here. All I have tried to 
show so far is that even if that question poses a challenge that my view cannot 
meet, that does not mean we have uncovered grounds for believing that REA is 
correct. For all I have said, there are facts that agents are unaware of, facts 
which I want to claim are nonetheless reasons for those agents, which can 
properly fail to be play a role in excellent reasoning about whether to perform 
an action. But other such facts, though, are not like that; their absence in a 
deliberative process means that this process falls short of being good, even 
when agents are unaware of them. This observation suffices to take the sting 
out of the challenge, at least when our concern is with whether or not we 
should accept REA; it obviously does not suffice for setting aside the 
deliberative constraint as a potential source of trouble for the broader view 
defended in these pages. 

Either way, the upshot is that regarding the deliberative constraint, as 
was the case with the explanatory constraint, rejecting REA again turns out to 
be quite easy: we do not need to deny that when an agent is deliberating well, 
what the agent is thinking about are her reasons, if we want to deny REA; this 
is so not just because denial of REA is compatible with acceptance of the 
deliberative constraint, but also because the latter does not provide support 
for the former. We will return to the deliberative constraint in section (4.3.3), 
where I will examine whether it supports RAA. 
 
 
4.2.4. Reasons and rationality  
 
For the most part, published discussions of REA (and closely related claims) 
have been sketchy at best, merely hinting at how an argument in support of it 
may go. The previous two sections have spelled out two possible lines of 
argument, the elements of which were pieced together from such hints, and 
concluded that both of them fail. It would be premature to conclude that there 
is nothing more to say, though, since John Gibbons has recently (2010) offered 
�ƒ�•�� �‡�š�’�Ž�‹�…�‹�–�� �†�‡�ˆ�‡�•�•�‡�� �‘�ˆ�� �–�Š�‡�� �‹�†�‡�ƒ�� �–�Š�ƒ�–�� �î�”�‡�ƒ�•�‘�•���•���� �å�� �ƒ�”�‡�� �†�‡�–�‡�”�•�‹�•�‡�†�� �„�›�� ���‘�•�‡�ï�•] 
perspective�ï, �™�Š�‡�”�‡���™�Š�ƒ�–���‹�•���’�ƒ�”�–���‘�ˆ���‘�•�‡�ï�•���’�‡�”�•�’�‡�…�–�‹�˜�‡���‹�•���ƒ�� �•�ƒ�–�–�‡�”���‘�ˆ���™�Š�ƒ�–���î�›�‘�—��
�•�•�‘�™�á���‘�”���ƒ�”�‡���‹�•���ƒ���’�‘�•�‹�–�‹�‘�•���–�‘���•�•�‘�™�á���‘�”���ƒ�”�‡���Œ�—�•�–�‹�ˆ�‹�‡�†���‹�•���„�‡�Ž�‹�‡�˜�‹�•�‰�á���‘�”���„�‡�Ž�‹�‡�˜�‡�ï�����’�ä��
335).37 In this section, I will focus primarily on the negative part of this idea, 
�˜�‹�œ�ä�á�� �–�Š�ƒ�–�� �ˆ�ƒ�…�–�•�� �™�Š�‹�…�Š�� �ƒ�”�‡�� �î�‡�š�–�‡�”�•�ƒ�Ž�ï�� �–�‘�� �ƒ�•�� �ƒ�‰�‡�•�–�ï�•�� �’�‡�”�•pective, in the sense of 
being facts that the agent is unaware of, fail to be reasons for that agent. So as 
to avoid introducing discontinuity in the discussion, I will continue to assume 
that awareness requires knowledge, but much the same considerations would 

                                                             
37 Unattributed page references in this section are to Gibbons (2010).  
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apply if we instead took it to require only belief, or justified belief. The 
�’�‘�•�‹�–�‹�˜�‡�� �’�ƒ�”�–�� �‘�ˆ�� �
�‹�„�„�‘�•�•�ï�� �˜�‹�‡�™��viz., that the things an agent believes, or 
justifiably believes, are or at least can be, reasons to act for that agent, even if 
these beliefs are false-will be noted only in passing. 

�
�‹�„�„�‘�•�•�ï���•�ƒ�‹�•���Ž�‹�•�‡���‘�ˆ���ƒ�”�‰�—�•�‡�•�–38 runs as follows. If you hold a view of 
practical reasons on which there are, or at least can be, facts (or truths) which 
are reasons to act for agents that these agents are unaware of, you have to 
maintain that what there is reason to do for an agent can come apart from what 
it is reasonable or rational  to do for that agent, as it is exceedingly plausible 
that the latter is not determined by facts that agents are unaware of.39 
According to Gibbons, though, it is not plausible that reasons and rationality 
(or reasonableness) can come apart; we see why it is not once we appreciate 
two points (p. 345). First, there is no plausible story to tell about what reasons 
are supposed to do, if the�›�� �ƒ�”�‡�� �•�‘�–�� �–�Š�‡�� �•�‘�”�–�� �‘�ˆ�� �–�Š�‹�•�‰�•�� �–�Š�ƒ�–�� �î�•�ƒ�•�‡�� �ƒ�…�–�‹�‘�•�•��
�”�ƒ�–�‹�‘�•�ƒ�Ž�ä�ï�����‡�…�‘�•�†�á���–�Š�‡���˜�‹�‡�™���–�Š�ƒ�–���—�•�•�•�‘�™�•���ˆ�ƒ�…�–�•���…�ƒ�•���„�‡���”�‡�ƒ�•�‘�•�•���ƒ�–���„�‡�•�–���Ž�‡�ƒ�˜�‡�•���—�•��
in the dark with respect to what we should do in situations of conflict, e.g., 
when the reasons there are point in one way and what it is rational to do 
another. (Worse, the view may give the wrong answer.)  

���ï�Ž�Ž���•�–�ƒ�”�–�� �™�‹�–�Š���ƒ�� �„�”�‹�‡�ˆ���•�•�‡�–�…�Š���‘�ˆ�� �™�Š�›�� �”�‡�ƒ�•�‘�•�•�� �ƒ�•�†�� �”�ƒ�–�‹�‘�•�ƒ�Ž�‹�–�›�� �Š�ƒ�˜�‡�� �–�‘�� �„�‡��
able to come apart if we maintain that facts which agents are unaware of are 
eligible to be reasons to �ƒ�…�–�� �ˆ�‘�”�� �–�Š�‡�•�â�� �ƒ�ˆ�–�‡�”�� �–�Š�ƒ�–�á�� ���ï�Ž�Ž�� �†�‹�•�…�—�•�•�� �–�Š�‡�� �‰�”�‘�—�•�†�•�� �ˆ�‘�”��
rejecting the idea that these things can come apart that Gibbons offers in 

                                                             
38 Gibbons also suggests one could argue from the claim that our epistemic reasons 
depend on our perspective to the claim that our practical reasons are as well, as it 
should be the default view that practical and epistemic reasons share their general 
features (pp. 335-36). Assessing this suggestion would require developing a view on 
the nature of epistemic reasons, which is not something I will do here, as this chapter 
is long enough already as it is. Furthermore, Gibbons seeks to show that two 
considerations that seem to support the view that what reasons there are is not 
�†�‡�’�‡�•�†�‡�•�–���‘�•���‘�—�”���î�’�‡�”�•�’�‡�…�–�‹�˜�‡�ï���†�‘���•�‘�–���ˆ�ƒ�…�–���’�”�‘�˜�‹�†�‡���•�—�’�’�‘�”�–���ˆ�‘�”���–�Š�‹�•���˜�‹�‡�™�����’�’�ä���u�w�u-60). 
The first of these, which concerns the elements of proper practical deliberation, 
focuses on the rejection of psychologism in the ontology of reasons; this is an issue I 
have set aside in (4.1.4) above, and will continue to ignore. With respect to the second 
of the considerations that Gibbons discusses, which concerns the possibility of 
advising less-than-fully -informed agents, I have already said everything that I wanted 
to say in section (4.2.1).  
39 Which is not to say that it is determined only by the facts or truths that an agent is 
aware of; one could add that whether it is reasonable or rational to do something 
depends as well on the falsehoods an agent believes, or (perhaps) the falsehoods an 
agent believes with justification. As I noted in the text, my concern is not with the 
positive thesis (that believed falsehoods, or justifiably believed falsehoods, are or 
provide reasons), but only with the negative thesis (that facts or truths agents are 
unaware of are not, or do not provide, reasons). 
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turn.40 I end with a brief discussion of what reasons we have to get better 
informed if facts can be reasons even if we are not aware of them.  
 
(i) How reasons and rationality come apart.  Many who, like me, hold the view 
that reasons to act are facts or truths of which the agent for whom these facts 
or truths are reasons need not be aware combine this view of reasons with the 
view that rationality  �‹�•�� �ƒ�� �•�ƒ�–�–�‡�”�� �‘�ˆ�� �ƒ�•�� �ƒ�‰�‡�•�–�ï�•�� �„�‡�Ž�‹�‡�ˆ�•�á�� �‘�”�� �Š�‡�”�� �Œ�—�•�–�‹�ˆ�‹�‡�†�� �„�‡�Ž�‹�‡�ˆ�•�á��
and perhaps of her desires or preferences as well. Somewhat more precisely, 
these philosophers tend to hold that whether or not acting in a certain way is 
rational or irrational for a given agent depends, at least in part, on the 
(contents of the) beliefs that this agent holds.41 And much the same can be said 
about whether the forming or having of a certain belief, preference, intention, 
etc. is rational or irrational for an agent. 

What motivates introducing a distinction along these lines, with 
reasons being (provided by) the facts of the situation, irrespective of the 
�ƒ�‰�‡�•�–�ï�•�� �ƒ�™�ƒ�”�‡�•�‡�•�•�� �‘�ˆ�� �–�Š�‡�•�á�� �ƒ�•�†�� �”�ƒ�–�‹�‘�•�ƒ�Ž�‹�–�›�� �„�‡�‹�•�‰�� �ƒ�� �•�ƒ�–�–�‡�”�� �‘�ˆ�� �–�Š�‡�� �ƒ�‰�‡�•�–�ï�•��
mental states, or some subset of these states? One central motivation, I think, 
is that we want to be able to distinguish between cases where agents act in 
ways that strike us as reasonable given their beliefs and cases where they do 
not, even though the facts of the situation are identical in both cases. Imagine, 
for instance, that Belinda and Charlene are both holding a glass that contains 
gin and tonic, and both desire, and would enjoy, drinking what is in the glass. 
Both of them, we can thus suppose, have a reason to take a sip, and both of 
them do so. However, Belinda (correctly) believes the glass contains gin and 
tonic, while Charlene (incorrectly) believes the glass contains petrol and 
tonic��perhaps, say, she has read a little too much Bernard Williams recently, 
and she has gotten paranoid about the possibility of being handed a glass of 
petrol and tonic as a result.42 There surely appears to be something amiss with 
what Charlene does (viz., take a sip) given her beliefs, but there is nothing 

                                                             
40 While there is a large and growing body of critical discussions of the various details 
of specific accounts of rational requirements, concerning things such as their logical 
form or their �•�‘�”�•�ƒ�–�‹�˜�‡�� �ˆ�‘�”�…�‡�á�� �
�‹�„�„�‘�•�•�ï�� �ƒ�”�–�‹�…�Ž�‡�� �‹�•�� �–�Š�‡�� �‘�•�Ž�›�� �†�‹�•�…�—�•�•�‹�‘�•�� ���� �ƒ�•�� �ƒ�™�ƒ�”�‡�� �‘�ˆ��
that outright rejects the basic idea that reasons and rationality can come apart; this is 
why this article is the focus of the present section.  
41 For a representative statement of the view, see Parfit (2011: chapter 5). Others, 
such as Broome (2001), hold a more restrictive view, according to which rational 
requirements apply only to our mental states, without extending to actions, so that at 
most an intention to do A can be irrational �‘�•�����”�‘�‘�•�‡�ï�•���’�‹�…�–�—�”�‡. 
42 ���–�� �•�ƒ�›�� �„�‡�� �‘�„�Œ�‡�…�–�‡�†�� �–�Š�ƒ�–�� �–�Š�‹�•�� �†�‡�•�…�”�‹�’�–�‹�‘�•�� �‡�•�–�ƒ�‹�Ž�•�� �–�Š�ƒ�–�� ���Š�ƒ�”�Ž�‡�•�‡�ï�•�� �„�‡�Ž�‹�‡�ˆ�� �ƒ�„�‘�—�–�� �–�Š�‡��
contents of her glass are irrational, and so her beliefs fail to make it irrational for her 
to take a sip. If you happen to find yourself with such intuitions, and are therefore 
inclined to reject the verdict, imagine instead that a normally reliable friend has told 
Charlene that the host of the party is pulling some practical joke on his guests, etc. 
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amiss with what Belinda does. We need to have some terminology to capture 
the difference here, and preferably some terminology that conveys that 
something can be said against what Charlene does. Likewise, if we instead 
imagine that both of their glasses in fact contain petrol and tonic, and Belinda 
is aware of this while Charlene is not, then it would strike us as weird if 
Charlene tosses the contents of her glass��even though she has excellent 
reason to do so, given what the glass contains, and we (with our superior 
knowledge) would advise her to do just that. It would, however, not at all 
strike us as weird if Belinda tossed the contents of her glass, given our 
assumption that she is aware of the fact that the stuff it contains is petrol, 
instead of gin. Again, we need some vocabulary to mark the intuitive 
distinction between the two scenarios; preferably terminology that conveys 
�–�Š�ƒ�–���–�Š�‡�”�‡���‹�•���•�‘�•�‡�–�Š�‹�•�‰���ƒ�•�‹�•�•���™�‹�–�Š�����Š�ƒ�”�Ž�‡�•�‡�ï�•���„�‡�Š�ƒ�˜�‹�‘�”���–�Šat is not amiss with 
���‡�Ž�‹�•�†�ƒ�ï�•�ä�� ���•�†�� �–�Š�‡�� �–�‡�”�•�•�� �î�”�ƒ�–�‹�‘�•�ƒ�Ž�ï�� �ƒ�•�†�� �î�‹�”�”�ƒ�–�‹�‘�•�ƒ�Ž�ï�� �‰�‹�˜�‡�� �—�•�� �’�”�‡�…�‹�•�‡�Ž�›�� �™�Š�ƒ�–�� �™�‡��
need (p. 345).  
 This way of u�•�‹�•�‰���î�”�ƒ�–�‹�‘�•�ƒ�Ž�ï���ƒ�•�†���î�‹�”�”�ƒ�–�‹�‘�•�ƒ�Ž�ï, which ties their conditions 
of application to the mental states of agents, fits to a considerable degree with 
our ordinary way of using the terms (cf. Scanlon 1998: 25-30). The question 
we need to answer here is whether accepting that rationality and irrationality 
�†�‡�’�‡�•�†�� �‘�•�� �ƒ�‰�‡�•�–�•�ï�� �•�‡�•�–�ƒ�Ž�� �•�–�ƒ�–�‡�•�á�� �™�Š�‹�Ž�‡�� �•�ƒ�‹�•�–�ƒ�‹�•�‹�•�‰�� �–�Š�ƒ�–�� �”�‡�ƒ�•�‘�•�•�� �ƒ�”�‡�� �•�‘�–�� �•�‘��
dependent, is a defensible combination. A first observation Gibbons makes is 
�–�Š�ƒ�–���™�Š�‡�•���™�‡���…�‘�•�•�‹�†�‡�”���–�Š�‡���•�ƒ�–�–�‡�”���‹�•���–�Š�‡���ƒ�„�•�–�”�ƒ�…�–�á���‹�–���î�…�‡�”�–�ƒ�‹�•�Ž�›���•�‡�‡�•�•���å���–�Š�ƒ�–���–�Š�‡��
notion of a r�‡�ƒ�•�‘�•�� �ƒ�•�†�� �–�Š�‡�� �•�‘�–�‹�‘�•�� �‘�ˆ�� �™�Š�ƒ�–�ï�•�� �”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡�� �ƒ�”�‡�� �‹�•�� �–�Š�‡�� �•�ƒ�•�‡��
�•�‘�”�•�ƒ�–�‹�˜�‡���„�ƒ�Ž�Ž�’�ƒ�”�•�ï�����’�ä���u�u�x���á���ƒ�•�†���–�Š�‡���•�ƒ�•�‡���…�ƒ�•���„�‡�� �•�ƒ�‹�†���ƒ�„�‘�—�–���”�ƒ�–�‹�‘�•�ƒ�Ž�‹�–�›�����•�‡�‡�á��
e.g., p. 342). Regarding the probative force of this sort of observation, I agree 
with John Broome: 
 

There are certainly connections between the words �î�”�ƒ�–�‹�‘�•�ƒ�Ž�ï�� �ƒ�•�†�� �î�”�‡�ƒ�•�‘�•�ä�ï��
For one, they have the same Latin root. But, although etymology can be 
suggestive, it gives no real ground for thinking there is a connection 
between the concepts [these words express] (Broome 2007 b: 165).  

 
���‡�…�‘�•�†�á�� �
�‹�„�„�‘�•�•�� �•�‘�–�‡�•�� �–�Š�ƒ�–�� �‹�ˆ�� �›�‘�—�� �î�†�”�‹�˜�‡�� �ƒ�� �™�‡�†�‰�‡�� �„�‡�–�™�‡�‡�•�� �”�‡�ƒ�•�‘�•�•�� �ƒ�•�†��
�”�ƒ�–�‹�‘�•�ƒ�Ž�‹�–�›�á�ï���–�Š�‡�•���î�•�‘�•�‡���‘�ˆ���–�Š�‡���‘�”�†�‹�•�ƒ�”�›�á���…�‘�•�•�‘�•�•�‡�•�•�‡���–�Š�‹�•�‰�•���–�Š�ƒ�–���›�‘�—���™�ƒ�•�–���–�‘��
say about the relation between reasons and rationality will be compatible with 
�›�‘�—�”�� �–�Š�‡�‘�”�›�ï�� ���’�ä�� �u�v�t). Among the things Gibbons wants to say about this 
�”�‡�Ž�ƒ�–�‹�‘�•�� �ƒ�”�‡�á�� �ˆ�‹�”�•�–�á�� �–�Š�ƒ�–�� �î�›�‘�—�ï�”�‡�� �”�ƒ�–�‹�‘�•�ƒ�Ž�Ž�›�� �”�‡�“�—�‹�”�‡�†�� �–�‘�� �„�‡�� �”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡�ï�á�� �•�‡�…�‘�•�†�á��
�–�Š�ƒ�–���î�„�‡�‹�•�‰���”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡���‹�•���”�‡�•�’�‘�•�†�‹�•�‰���–�‘���”�‡�ƒ�•�‘�•�•�ï�á���ƒ�•�†���–�Š�‹�”�†�á���î�‹�ˆ���›�‘�—���Š�ƒ�˜�‡���ƒ�Ž�Ž���–�Š�‡��
reason in the world to [perform A] and no �”�‡�ƒ�•�‘�•�� �•�‘�–�� �–�‘�á�� �›�‘�—�ï�”�‡�� �”�ƒ�–�‹�‘�•�ƒ�Ž�Ž�›��
required to [perform A���ï�� ��ibid�ä���ä�� ���ˆ�� �™�‡�� �–�ƒ�•�‡�� �î�”�ƒ�–�‹�‘�•�ƒ�Ž�ï�� �ƒ�•�†�� �î�”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡�ï�� �–�‘�� �„�‡��
different terms for the same thing (as we have been doing), then the first 
�…�Ž�ƒ�‹�•�á�� �î�›�‘�—�ï�”�‡�� �”�ƒ�–�‹�‘�•�ƒ�Ž�Ž�›�� �”�‡�“�—�‹�”�‡�†�� �–�‘�� �„�‡�� �”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡�ï�� �…�ƒ�•�� �„�‡�� �–�”�ƒ�•�•�Ž�ƒ�–ed into 
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�î�›�‘�—�ï�”�‡�� �”�ƒ�–�‹�‘�•�ƒ�Ž�Ž�›�� �”�‡�“�—�‹�”�‡�†�� �–�‘�� �„�‡�� �”�ƒ�–�‹�‘�•�ƒ�Ž�ï�ä�� ���Š�‹�•�� �‹�•�� �ƒ�� �–�ƒ�—�–�‘�Ž�‘�‰�›�á43 and therefore 
surely something we can still say, no matter what we say about the relation 
between reasons and rationality. 

Gibbons is correct in noting that we cannot maintain that �î�„�‡�‹�•�‰��
�”�ƒ�–�‹�‘�•�ƒ�Ž���‹�•���”�‡�•�’�‘�•�†�‹�•�‰���–�‘���”�‡�ƒ�•�‘�•�•�ï�á���ˆ�‘�”���‘�•�‡���…�ƒ�•���„�‡���”�ƒ�–�‹�‘�•�ƒ�Ž���‡�˜�‡�•���‹�ˆ���‘�•�‡���†�‘�‡�•���•�‘�–��
respond (correctly) to the reasons there are, for instance when one is ignorant 
of (some or all of) those reasons. But is it a problem if we have to reject these 
claims? No: situations where agents are ignorant of (some of) their reasons 
precisely serve to show what is wrong with this claim. And the same goes for 
the third claim: you are not rationally required to perform an action if the 
balance of reasons favors that action, for you can be ignorant of your reasons, 
and when you are, you need not be irrational if you do not perform the action 
that the balance of reasons supports.44 

None of this amounts to an actual argument, of course. Yet if one is not 
already convinced that there are no reasons one can be ignorant of, everyday 
examples should be capable of swaying one to the view that there are. And 
�‘�•�…�‡���–�Š�ƒ�–�� �Š�ƒ�’�’�‡�•�•�á�� �‘�•�‡�� �…�ƒ�•�� �•�‡�‡�� �–�Š�ƒ�–���–�Š�‡�•�‡�� �’�—�”�’�‘�”�–�‡�†�� �î�’�Ž�ƒ�–�‹�–�—�†�‡�•�ï�� ��ibid.) about 
the relation between reasons and rationality are false. There is no great 
theoretical embarrassment in having to reject these claims; in fact, I find it 
somewhat incredible to think that they are ordinary, commonsense claims. 
Speaking for myself, I have no pre-theoretical intuitions whatsoever about 
what rationality does and does not consist in, and thus no intuitions about this 
subject that I believe should constrain our theorizing about reasons and 
rationality. Whatever it is that rationality turns out to consist in is something 
that will fall out of the correct account of rationality, not something that can 
constrain what the correct account can be. Evaluating accounts of rationality 
will at various points involve testing it against pre-theoretical intuitions, but 
prima facie, this is not one of those points. 

Gibbons appears to be aware of the weakness of this line of argument, 
as he also develops two more elaborate objections designed to show what is 
wrong with taking reasons and rationality to be��by and large��a separate 
affair. To these objections I now turn.  

                                                             
43 ���”�‡�•�ï�–�� �–�Š�‡�”�‡�� �…�ƒ�•�‡�•�� �‘�ˆ�� �î�”�ƒ�–�‹�‘�•�ƒ�Ž�� �‹�”�”�ƒ�–�‹�‘�•�ƒ�Ž�‹�–�›�ï? No, or at least, not really: there may 
well be cases where it is rational to cause oneself to behave irrationally, but that 
�†�‘�‡�•�•�ï�–���•�ƒ�•�‡���–�Š�‡���”�‡�•�—�Ž�–�ƒ�•�–���„�‡�Š�ƒ�˜�‹�‘�”���”�ƒ�–�‹�‘�•�ƒ�Ž, let alone both rational and irrational (cf. 
Parfit 1984). There may also be cases where it is morally right to develop dispositions 
�–�Š�ƒ�–�� �™�‹�Ž�Ž�� �Ž�‡�ƒ�†�� �‘�•�‡�� �–�‘�� �ƒ�…�–�� �™�”�‘�•�‰�Ž�›�� �‘�•�� �…�‡�”�–�ƒ�‹�•�� �‘�…�…�ƒ�•�‹�‘�•�•�á�� �„�—�–�� �–�Š�ƒ�–�� �†�‘�‡�•�•�ï�–�� �•�ƒ�•�‡�� �–�Š�‡��
actions that flow from those dispositions right, let alone both right and wrong (cf. 
Railton 1984). 
44 For an extensive discussion of the second claim, leading up to the very same 
conclusion that I put forward here, see Broome (2007 a). This paragraph summarizes 
���”�‘�‘�•�‡�ï�•�� �î�“�—�‹�…�•�� �ƒ�”�‰�—�•�‡�•�–�ï�� �ˆ�‘�”�� �™�Š�›�� �”�ƒ�–�‹�‘�•�ƒ�Ž�‹�–�›�� �†�‘�‡�•�� �•�‘�–�� �…�‘�•�•�‹�•�–�� �‹�•�� �…�‘�”�”�‡�…�–�Ž�›��
responding to reasons.  
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(ii) What do reasons do?  �
�‹�„�„�‘�•�•�ï���ˆ�‹�”�•�–���‘�„�Œ�‡�…�–�‹�‘�•���–�‘���–�Š�‡���˜�‹�‡�™���–�Š�ƒ�–���”�‡�ƒ�•�‘�•�•���ƒ�•�†��
rationality can come apart runs as follows. If what there is reason to do for an 
agent in a situation is not always what it is rational to do for that agent in that 
�•�‹�–�—�ƒ�–�‹�‘�•�á�� �–�Š�‡�•�� �î�™�Š�ƒ�–�‡�˜�‡�”�� �’�‘�•�‹�–�‹�˜�‡�� �•�‘�”�•�ƒ�–�‹�˜�‡�� �•�–�ƒ�–�—�•�� �‹�•�� �…�‘�•�ˆ�‡�”�”�‡�†�� ���‘�•�� �ƒ�…�–�‹�‘�•�•����
�„�›���å�����–�Š�‡�����”�‡�ƒ�•�‘�•�•�����–�Š�ƒ�–���•�—�’�’�‘�”�–���‹�–���á���–�Š�ƒ�–���•�–�ƒ�–�—�•���…�ƒ�•�•�‘�–���„�‡���”�ƒ�–�‹�‘�•�ƒ�Ž�‹�–�›�ï�����’�ä���u�v�w���ä��
But if the reasons there are favor, on balance, a certain action, then 
�•�‡�…�‡�•�•�ƒ�”�‹�Ž�›�á���î�–�Š�‡�”�‡���‹�•���•�‘�•�‡�–�Š�‹�•�‰���–�‘���„�‡���•�ƒ�‹�†�ï���‹�•���ˆ�ƒ�˜�‘�”���’�‡�”�ˆ�‘�”�•�‹�•�‰���–�Š�ƒ�–���ƒ�…�–�‹�‘�•�á���ƒ�•�†��
�î�–�Š�‡�� �“�—�‡�•�–�‹�‘�•�� �™�Š�ƒ�–�� �–�Š�‡�”�‡�� �‹�•�� �–�‘�� �„�‡�� �•�ƒ�‹�†�� �‹�•�� �–�Š�‡�� �“�—�‡�•�–�‹�‘�•�� �‘�ˆ�� �™�Š�ƒ�–�� �’�‘�•�‹�–�‹�˜�‡��
�•�‘�”�•�ƒ�–�‹�˜�‡�� �•�–�ƒ�–�—�•�� �‹�•�� �…�‘�•�ˆ�‡�”�”�‡�†�� �„�›�� �å�� �”�‡�ƒ�•�‘�•�•�ï�� ��ibid.). Gibbons considers two 
candidates for the relevant status: according t�‘���–�Š�‡���î�˜�ƒ�Ž�—�‡-based conception of 
�”�‡�ƒ�•�‘�•�•�á�� �–�‘�� �•�ƒ�›�� �–�Š�ƒ�–�� �›�‘�—�� �Š�ƒ�˜�‡�� �ƒ�� �å�� �”�‡�ƒ�•�‘�•�� �–�‘�� ���’�‡�”�ˆ�‘�”�•��A���� �‹�•�� �å�� �–�‘�� �•�ƒ�›�� �–�Š�ƒ�–�� �‹�–��
would be a good thing if you [performed A���ï�ä�� ���…�…�‘�”�†�‹�•�‰�� �–�‘�� �î�–�Š�‡�� �‘�•�•�‹�•�…�‹�‡�•�…�‡-
�„�ƒ�•�‡�†���…�‘�•�…�‡�’�–�‹�‘�•���‘�ˆ���”�‡�ƒ�•�‘�•�•�á���–�‘���•�ƒ�›���–�Š�ƒ�–���›�‘�—���Š�ƒ�˜�‡���ƒ���å���”�‡�ƒ�•�‘�•���–�‘�����’�‡�”�ˆ�‘�”�• A] is 
�å���–�‘���•�ƒ�›���–�Š�ƒ�–�����’�‡�”�ˆ�‘�”�•�‹�•�‰��A�����™�‘�—�Ž�†���„�‡���”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡���‹�ˆ���›�‘�—���•�•�‡�™���ƒ�Ž�Ž���–�Š�‡���ˆ�ƒ�…�–�•�ï�����’�ä��
346). He then argues that neither candidate is attractive, and concludes that 
the only genuine candidate for the positive normative status that reasons 
confer on actions �‹�•�� �î�”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡�•�‡�•�•�ï�� �‘�”�á�� �™�Š�‹�…�Š�� �™�‡�� �ƒ�”�‡�� �ƒ�•�•�—�•�‹�•�‰��is the same 
�–�Š�‹�•�‰�á���î�”�ƒ�–�‹�‘�•�ƒ�Ž�‹�–�›�ï. 
 The general problem with this line of argument is that it rests on the 
mistaken assumption that there is something that reasons must do, where 
�î�†�‘�‹�•�‰�� �•�‘�•�‡�–�Š�‹�•�‰�ï�� �‹�•�� �—�•�†�‡�”�•�–�‘�‘�† �ƒ�•�� �î�…�‘�•�ˆ�‡�”�”ing a positive normative status�ï. 
There are reasons which do not confer any positive status on anything, 
namely, reasons that are outweighed or undercut. If I get $1 if I push the 
button in front of me, and $1000 if I do not, the fact that I get $1 if I push the 
button is a reason to push the button, albeit one that is massively outweighed. 
This fact surely is a reason to push, but it does not confer any positive 
normative status on the action of pushing the button, provided the notion of a 
�î�•�‘�”�•�ƒ�–�‹�˜�‡�� �•�–�ƒ�–�—�•�ï�� �‹�•�� �—�•�†�‡�”�•�–�‘�‘�†�� �‹�•�� �ƒ�•��all-things-considered �™�ƒ�›�ä�� �î���‡�‹�•�‰��
�”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡�ï�� �‹�•�á�� ���� �–�ƒ�•�‡�� �‹�–�á�� �ƒ�� �–�›�’�‡�� �‘�ˆ�� �ƒ�Ž�Ž-things considered normative status that 
�ƒ�…�–�‹�‘�•�•�� �•�‹�‰�Š�–�� �Š�ƒ�˜�‡�á�� �Œ�—�•�–�� �ƒ�•�� �î�„�‡�‹�•�‰�� �‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ï�� �‘�”�� �î�„�‡�‹�•�‰�� �”�ƒ�–�‹�‘�•�ƒ�Ž�Ž�›�� �”�‡�“�—�‹�”�‡�†�ï��
are.45 So we can assume that it is some all-things-considered normative status 

                                                             
45 More precisely, I take them to be all-things-considered putatively normative 
statuses; whether all of them really are normative is a substantive question, to which I 
turn at the end of this section. It could be objected that the assumption that they are 
all-things-considered statuses is not harmless. Admittedly, we can also use both 
�î�”�ƒ�–�‹�‘�•�ƒ�Ž�ï�� �ƒ�•�†�� �î�”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡�ï�� �ƒ�•��gradable and not just as binary adjectives, as we can 
judge actions as more or less rational (irrational) or reasonable (unreasonable). To 
illustrate, if we modify the example just given a little bit, so that now I get $1 if I push 
the red button in front of me and $1000 if I push the green button next to it, and I get 
nothing if I push neither, and I know all of this to be the case, then although I would 
indeed be irrational if I push the red button, I would be even more irrational if I push 
neither button, since getting $1 is better than getting no money at all. So, it could be 
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that Gibbons has in mind when he is offering this argument. But no all-things-
considered status is conferred on actions by reasons that are outweighed or 
undercut by other reasons. So there are reasons whic�Š���†�‘���•�‘�–���î�†�‘�ï���ƒ�•�›�–�Š�‹�•�‰���‹�•��
the relevant sense. Therefore, this first objection fails.  
 One could try to salvage the idea that reasons must confer some 
normative status on actions by holding that reasons which are outweighed or 
undercut would confer a certain normative status on actions that they support 
or tell against, were it not for their being outweighed or undercut in the 
situation at hand. However, once we allow counterfactual scenarios here, we 
obviously open the door to another simple reply: if counterfactual scenarios 
are allowed to save the suggestion that reasons must confer a positive status 
for reasons that are outweighed or undercut, then surely we can with equal 
justification propose a move to counterfactual scenarios along epistemic 
dimensions (i.e., it would be rational to toss the contents of the glass if the 
person holding it were aware of the fact that the stuff it contains is petrol, and 
so on). In brief: either we have to keep everything as it is, in which case it must 
be conceded that not all reasons confer any normative status whatsoever on 
the actions that they favor, or we are allowed to consider counterfactual 
situations, in which case the claim that facts that actual agents are unaware of 
fail to be reasons (because they fail to make actions rational or reasonable) 
gets no support, as long as we can construct some counterfactual scenario in 
which they do precisely that. No matter which option we choose, the objection 
fails.46 

                                                                                                                                                           
objected, the outweighed reason that there is for pushing the red button, which exists 
�„�‡�…�ƒ�—�•�‡�������™�‘�—�Ž�†���‰�‡�–���D�s���‹�ˆ�������’�—�•�Š���‹�–�á���†�‘�‡�•���î�†�‘�ï��something: despite being outweighed, this 
�”�‡�ƒ�•�‘�•�� �î�•�ƒ�•�‡�•�ï�� �’�—�•�Š�‹�•�‰�� �–�Š�‡�� �”�‡�†�� �„�—�–�–�‘�•�� �ƒ�� �Ž�‡�•�•�� �‹�”�”�ƒ�–�‹�‘�•�ƒ�Ž�� �ƒ�…�–�‹�‘�•�� �–�Š�ƒ�•�� �–�Š�ƒ�–�� �‘�ˆ�� �’�—�•�Š�‹�•�‰��
neither button. And, a critic could continue, what this shows is that, contrary to what I 
have suggested, we should not �…�‘�•�•�–�”�—�‡�� �–�Š�‡�� �•�‘�–�‹�‘�•�� �‘�ˆ�� �î�†�‘�‹�•�‰�� �•�‘�•�‡�–�Š�‹�•�‰�ï�� �Š�‡�”�‡�� �ƒ�•��
�î�…�‘�•�ˆ�‡�”�”�‹�•�‰�� �ƒ�•�� �ƒ�Ž�Ž-things-�…�‘�•�•�‹�†�‡�”�‡�†�� ���’�—�–�ƒ�–�‹�˜�‡�Ž�›���� �•�‘�”�•�ƒ�–�‹�˜�‡�� �•�–�ƒ�–�—�•�ï�ä�� ���ˆ�� �–�Š�‹�•�� �‹�•�� �…�‘�”�”�‡�…�–�á��
�–�Š�‡�•�� �ƒ�†�•�‹�–�–�‡�†�Ž�›�á�� �•�›�� �”�‡�Œ�‡�…�–�‹�‘�•�� �‘�ˆ�� �–�Š�‡�� �…�Ž�ƒ�‹�•�� �–�Š�ƒ�–�� �”�‡�ƒ�•�‘�•�•�� �•�—�•�–�� �„�‡�� �…�ƒ�’�ƒ�„�Ž�‡�� �‘�ˆ�� �îdoing 
�•�‘�•�‡�–�Š�‹�•�‰�ï�� �™�‘�—�Ž�†�� �„�‡�� �‹�•�� �–�”�‘�—�„�Ž�‡�á�� �„�—�–�� �–�Š�‡�� �•�‘�”�‡�� �‰�‡�•�‡�”�ƒ�Ž�� �˜�‹�‡�™�� ���� �ƒ�•�� �–�”�›�‹�•�‰�� �–�‘�� �†�‡�ˆ�‡�•�†�� �‹�•��
not. The view that facts that we are unaware of can be reasons for us is not in trouble 
�„�‡�…�ƒ�—�•�‡�� �–�Š�‡�� �‘�—�–�™�‡�‹�‰�Š�‡�†�� �”�‡�ƒ�•�‘�•�•�� �–�Š�ƒ�–���ƒ�‰�‡�•�–�•���ƒ�”�‡�� �—�•�ƒ�™�ƒ�”�‡�� �‘�ˆ�� �…�ƒ�•���ƒ�Ž�•�‘�� �î�†�‘�ï�� �•�‘�•�‡�–�Š�‹ng: 
we could hold that these facts �…�‘�•�ˆ�‡�”�� �•�‘�•�‡�–�Š�‹�•�‰�� �Ž�‹�•�‡�� �–�Š�‡�� �•�–�ƒ�–�—�•�� �‘�ˆ�� �î�•�‘�–�� �…�‘�•�’�Ž�‡�–�‡�Ž�›��
�—�•�•�—�’�’�‘�”�–�‡�†���„�›���”�‡�ƒ�•�‘�•�•�ï���‘�•���ƒ�…�–�‹�‘�•�•�ä 
46 Let me point out here that if we were to take the second option, we are not forced to 
move to counterfactual scenarios in which agents are fully informed. All we need is 
some counterfactual scenario in which it would be reasonable for the agent to perform 
the action that the reason supports; constructing such a scenario may in some cases 
require that we only partially  idealize the epistemic state of the agent. This means that 
�™�‡�� �…�ƒ�•�� �•�–�‹�Ž�Ž�� �ƒ�˜�‘�‹�†�� �–�Š�‡�� �î�…�‘�•�†�‹�–�‹�‘�•�ƒ�Ž�� �ˆ�ƒ�Ž�Ž�ƒ�…�›�ï-type objection that Gibbons raises to the 
omniscience-based account (see pp. 348-50). For a statement of this objection, see 
Johnson (1999); see Van Roojen (2000) for the claim that we need only partially 
�‹�†�‡�ƒ�Ž�‹�œ�‡�� �ƒ�‰�‡�•�–�•�ä�� ���‘�–�‡�á�� �–�Š�‘�—�‰�Š�á�� �–�Š�ƒ�–�� �–�Š�‹�•�� �•�ƒ�›�� �•�‘�–�� �†�‡�ƒ�Ž�� �™�‹�–�Š�� �–�Š�‡�� �™�‘�”�”�›�� �…�‘�•�’�Ž�‡�–�‡�Ž�›�â�� ���ï�Ž�Ž��
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 Perhaps all of this is uncharitable. Granted, individual reasons do not 
always confer any positive (or negative) normative status on action, but when 
combined, they do: if the balance of reasons supports doing A, this means that 
A has some positive normative status���–�Š�‹�•���ˆ�‘�Ž�Ž�‘�™�•���ˆ�”�‘�•���–�Š�‡���•�‡�ƒ�•�‹�•�‰���‘�ˆ���î�„�‡�‹�•�‰��
suppor�–�‡�†�� �„�›�� �–�Š�‡�� �„�ƒ�Ž�ƒ�•�…�‡�� �‘�ˆ�� �”�‡�ƒ�•�‘�•�•�ï�� �ƒ�•�†�� �‘�—�”�� �ƒ�•�•�—�•�’�–�‹�‘�•�� �–�Š�ƒ�–�� �î�•�‘�”�•�ƒ�–�‹�˜�‹�–�›�ï��
can be understood, at least in part, in terms of reasons. Well then, what is this 
positive normative status that actions have, when they are supported by the 
balance of reasons? It is, admittedly, not that of being rational, or reasonable. 
Rather, I would suggest, it is the status of being supported by the balance of 
reasons. Sometimes actions that are supported by the overall balance of 
reasons are morally obligatory; perhaps this is always the case, but I have 
explicitly allowed for the possibility that this is not so (when we moved from 
���s�ï���� �–�‘�� ���s���á�� �‹�•�� �•�’�‡�Ž�Ž�‹�•�‰�� �‘�—�–�� �–�Š�‡�� �‘�„�Œ�‡�…�–�‹�‘�•�� �ˆ�”�‘�•�� �ˆ�ƒ�‹�Ž�‡�†�� �•�‘�”�•�ƒ�–�‹�˜�‹�–�›�� �ƒ�„�‘�˜�‡). 
Sometimes such actions are prudent. And there may well be other possibilities 
(sometimes such actions will be reasonable, or rational, for instance). At an 
abstract level, though, it seems certainly possible that there is nothing more 
helpful that can be said, meaning we are stuck with the characterization I just 
offered. One may fi�•�†�� �–�Š�‹�•�� �–�‘�� �„�‡�� �†�‹�•�ƒ�’�’�‘�‹�•�–�‹�•�‰�á�� �„�—�–�� �•�‹�•�…�‡�� �î�–�Š�‡�� �ƒ�…�–�‹�‘�•�� �–�Š�ƒ�–�� �‹�•��
supported by the balance of reasons has the positive normative status of being 
�•�—�’�’�‘�”�–�‡�†�� �„�›�� �–�Š�‡�� �„�ƒ�Ž�ƒ�•�…�‡�� �‘�ˆ�� �”�‡�ƒ�•�‘�•�•�ï�� �‹�•�� �ƒ�Ž�•�‘�•�–�� �–�ƒ�—�–�‘�Ž�‘�‰�‹�…�ƒ�Ž��for one could, 
perhaps, reject the claim that this really is a normative status,47 yet I find it 
�Š�ƒ�”�†�� �–�‘�� �•�‡�‡�� �™�Š�ƒ�–�� �‰�”�‘�—�•�†�� �‘�•�‡�� �…�‘�—�Ž�†�� �Š�ƒ�˜�‡�� �ˆ�‘�”�� �†�‘�‹�•�‰�� �•�‘�â�� �–�‘�� �•�›�� �•�‹�•�†�á�� �î�„�‡�‹�•�‰��
�•�—�’�’�‘�”�–�‡�†���„�›���–�Š�‡���„�ƒ�Ž�ƒ�•�…�‡���‘�ˆ���”�‡�ƒ�•�‘�•�•�ï���‹�•���ƒ���•�‘�”�•�ƒ�–�‹�˜�‡���•�–�ƒ�–�—�•���ƒ�•���ƒ�…�–�‹�‘�•���…�ƒ�•���Š�ƒ�˜�‡�á��
if anything is��it is not a claim that stands in need of much, if any, defense. And 
being almost tautological, it is also a claim that it is hard, if not impossible, to 
refute.  
 
(iii) When reasons and rationality conflict. Gibbons second line of objection 
�•�–�ƒ�”�–�•�� �™�‹�–�Š�� �•�‘�–�‹�•�‰�� �–�Š�ƒ�–�� �î�™�‹�–�Š�‘�—�–�� �•�•�‘�™�‹�•�‰�� �˜�‡�”�›�� �•�—�…�Š�� �ƒ�„�‘�—�–�� �–�Š�‡�� �’�‘�•�‹�–�‹ve 
�•�‘�”�•�ƒ�–�‹�˜�‡�� �•�–�ƒ�–�—�•�� �ƒ�Ž�Ž�‡�‰�‡�†�Ž�›�� �…�‘�•�ˆ�‡�”�”�‡�†�� �„�›�� �å�� �”�‡�ƒ�•�‘�•�•�á�� �™�‡�� �…�ƒ�•�� �ƒ�•�•�� �å�� �™�Š�ƒ�–��
happens when that status conflicts with another positive normative status: 
�„�‡�‹�•�‰���”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡�ï�� ���’�ä�� �u�w�s���ä�� ���‘�� �ƒ�†�†�”�‡�•�•�� �–�Š�‹�•���‹�•�•�—�‡�á���Š�‡�� �‹�•�–�”�‘�†�—�…�‡�•�� �–�Š�‡���ˆ�‘�Ž�Ž�‘�™�‹�•�‰��
pair of claims: 
 

A. If you have most (good) reason to [do A], you ought to [do A] 
B. ���ˆ���‹�–�ï�•���—�•�”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡���ˆ�‘�”���›�‘�—���–�‘�����†�‘��A���á���›�‘�—���•�Š�‘�—�Ž�†�•�ï�–�����†�‘��A] 

                                                                                                                                                           
offer some further remarks when discussing examples of conflicts between reasons 
and rationality below. Note as well that even if this maneuver cannot save all of the 
claims about unknown reasons that we might want to make, it still suffices for a 
rejection of REA, as it entitles us to rule in a wide variety of unknown reasons. 
47 Gibbons suggests this regarding the omniscience-based conception (see p. 351), but 
I must confess it looks like he is just insisting in different words that the view that 
reasons do not make actions rational is incorrect. 
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If you are ignorant of (some of) your reasons, what you have most reason to 
do is not necessarily identical to what it is reasonable or rational for you to do, 
at least on the picture that I endorse. If the consequents of (A) and (B) use 
�î�‘�—�‰�Š�–�ï���ƒ�•�†���î�•�Š�‘�—�Ž�†�•�ï�–�ï���‹�•���–�Š�‡���•�ƒ�•�‡�á���—�•�‡�“�—�‹�˜�‘�…�ƒ�Ž���™�ƒ�›�á���•�‘�•�‡�–�Š�‹�•�‰���•�‡�‡�†�•���–�‘���‰�‘�ä48 
And if we take normativity to be fundamentally a matter of what there is and 
is�•�ï�–�� �”�‡�ƒ�•�‘�•���–�‘�� �†�‘�á�� �‹�–�� �•�‡�‡�•�•���–�Š�ƒ�–�� �™�‡���•�‡�‡�†�� �–�‘���‰�‹�˜�‡�� �—�’�� �������ã�� �›�‘�—���•�Š�‘�—�Ž�†�•�ï�–�á�� �‹�•���–�Š�‡��
most fundamental sense, do A just in case the balance of reasons tells against 
doing A�á���„�—�–���‹�–�ï�•�� �„�‡�‹�•�‰���—�•�”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡�� �‘�”�� �‹�”�”�ƒ�–�‹�‘�•�ƒ�Ž���–�‘�� �†�‘��A does not entail that 
the balance of reasons tells against doing A�á���ƒ�•�†���•�‘���‹�–�ï�•���„�‡�‹�•�‰���—�•�”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡���–�‘��
do A �†�‘�‡�•�•�ï�–���‡�•�–�ƒ�‹�Ž���–�Š�ƒ�–���›�‘�—���•�Š�‘�—�Ž�†�•�ï�–���†�‘��A. 

���‰�ƒ�‹�•�•�–���–�Š�‹�•���’�”�‘�’�‘�•�ƒ�Ž�á�� �
�‹�„�„�‘�•�•�� �•�—�‰�‰�‡�•�–�•���–�Š�ƒ�–�� �î�™�‡���•�Š�‘�—�Ž�†���’�”�‡�ˆ�‡�”�� �ƒ�� �˜�‹�‡�™��
consistent with both of these ideas to a view that forces us to choose between 
t�Š�‡�•�ï�� ��ibid.); this requires that what there is reason to do and what it is 
reasonable or rational to do coincide. Other things equal, I agree that 
coincidence would be preferable, but I also believe other things are not equal, 
and that we cannot have it both ways. So the question is: can we give up (B), or 
is doing so unacceptable? Gibbons tries to convince us that giving up (B) is a 
mistake; if it is agreed that (A) is non-�•�‡�‰�‘�–�‹�ƒ�„�Ž�‡�á�� �–�Š�‡�•�� �™�‘�—�Ž�†�� �
�‹�„�„�‘�•�•�ï��
argument succeed, we must accept that reasons and rationality coincide. In 
�†�‡�ˆ�‡�•�†�‹�•�‰�� �������á�� �
�‹�„�„�‘�•�•�� �•�–�ƒ�”�–�•�� �‘�—�–�� �™�‹�–�Š�� �•�‘�–�‹�•�‰�� �–�Š�ƒ�–�� �î�„�‡�� �”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡�ï�� �‹�•�� �ƒ��
�î�…�ƒ�–�‡�‰�‘�”�‹�…�ƒ�Ž�� �‹�•�’�‡�”�ƒ�–�‹�˜�‡�ï�� �™�Š�‹�…�Š�� �î�ƒ�’�’�Ž�‹�‡�•�� �–�‘�� �ƒ�Ž�Ž�� �ƒ�‰�‡�•�–�•�� �”�‡�‰�ƒ�”�†�Ž�‡�•�•�� �‘�ˆ�� �–�Š�‡�‹�”��
�…�‘�•�–�‹�•�‰�‡�•�–���†�‡�•�‹�”�‡�•�ï�����’�ä���u�w�t���ä�����•�†�‡�‡�†�á���–�Š�‹�•���‹�•�’�‡�”�ƒ�–�‹�˜�‡���‹�•���…�ƒ�–�‡�‰�‘�”�‹�…�ƒ�Ž���‹�•��form, but 
so are the imperatives issued by the rules of etiquette, among other things; by 
itself, this shows nothing about their force.49 Gibbons adds the following:  
 

If a code of conduct says that you ought to [do A] in circumstances in which 
it would be obviously and completely irrational for you to [do A], then you 
�ƒ�”�‡�� �”�ƒ�–�‹�‘�•�ƒ�Ž�Ž�›�� �”�‡�“�—�‹�”�‡�†�� �–�‘�� �‹�‰�•�‘�”�‡�� �–�Š�ƒ�–�� �…�‘�†�‡�� �‘�ˆ�� �…�‘�•�†�—�…�–�� �å�� ���ˆ�� �›�‘�—�� �ƒ�”�‡��
rationally required to be reasonable, and if rational requirements are 
�‰�‡�•�—�‹�•�‡�� �”�‡�“�—�‹�”�‡�•�‡�•�–�•�����‡�˜�‡�•�� �‹�ˆ�� �–�Š�‡�›�ï�”�‡�� �•�‘�–�� �–�Š�‡���‘�•�Ž�›���‰�‡�•�—�‹�•�‡�� �”�‡�“�—�‹�”�‡�•�‡nts) 
then denying (B) is out of the question (ibid.).  

 

                                                             
48 One could �’�”�‘�’�‘�•�‡���–�Š�ƒ�–���î�‘�—�‰�Š�–�ï���‹�• ���������ƒ�•�†���î�•�Š�‘�—�Ž�†�•�ï�–�ï���‹�•�����������Š�ƒ�˜�‡��different meanings. 
For example, �‹�ˆ���™�‡���–�ƒ�•�‡�����������–�‘���„�‡���‡�“�—�‹�˜�ƒ�Ž�‡�•�–���–�‘���î�‹�ˆ���›�‘�—���Š�ƒ�˜�‡���•�‘�•�–���‰�‘�‘�†���”�‡�ƒ�•�‘�•���–�‘���†�‘��A, 
then the balance of reasons favors doing A�ï�� �ƒ�•�†�� �������� �–�‘�� �„�‡�� �‡�“�—�‹�˜�ƒ�Ž�‡�•�–�� �–�‘�� �î�‹�ˆ�� �‹�–�� �‹�•��
unreasonable (i.e., irrational) for you to do A, you are rationally required not to do A�ï��
we can easily accept both, no matter what else we believe about reasons or rationality. 
Gibbons objects to such a move (p. 352), but as far as I can tell, what he says merely 
amounts to noting that whatever conflicts with rationality is something one is 
rationally required to reject. I criticize this suggestion in the text.  
49 Compare Foot (1978). 
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Obviously, for any code of conduct C, no matter what its contents are, if 
obeying C conflicts with conforming to the requirements of rationality in some 
situation, then rationality requires that one not obey C in that situation. But 
exactly the same can be said about code C, of course: if conforming to the 
requirements of rationality conflicts with obeying C in some situation, then C 
will require one to not conform to the requirements of rationality in that 
�•�‹�–�—�ƒ�–�‹�‘�•�ä�� ���•�†�� �‹�ˆ�á�� �ƒ�•�� �™�‡�� �Š�ƒ�˜�‡�� �„�‡�‡�•�� �†�‘�‹�•�‰�� �ƒ�Ž�Ž�� �ƒ�Ž�‘�•�‰�á�� �™�‡�� �–�ƒ�•�‡�� �î�”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡�ï�� �ƒ�•�†��
�î�”�ƒ�–�‹�‘�•�ƒ�Ž�ï�� �–�‘�� �ƒ�•�‘�—�•�–�� �–�‘�� �–�Š�‡�� �•�ƒ�•�‡�� �–�Š�‹�•�‰�á�� �–�Š�‡�•�� �‹�–�� �–�—�”�•�•�� �‘�—�–�� �–�Š�ƒ�–�� �–�‘�� �•�ƒ�›�� �–�Š�ƒ�–�� �î�„�‡��
�”�‡�ƒ�•�‘�•�ƒ�„�Ž�‡�ï�� �‹�•�� �ƒ�� �”�‡�“�—�‹�”�‡ment of rationality is merely to say that rationality 
requires one to be rational, which is a tautology. The real question is whether 
�–�Š�‡���”�‡�“�—�‹�”�‡�•�‡�•�–�•���‘�ˆ���”�ƒ�–�‹�‘�•�ƒ�Ž�‹�–�›���ƒ�”�‡���‹�•�†�‡�‡�†���î�‰�‡�•�—�‹�•�‡�ï���”�‡�“�—�‹�”�‡�•�‡�•�–�•�á���„�›���™�Š�‹�…�Š������
take it Gibbons means that they are normative.50 

How are we to go about answering this question? If we take 
�î�•�‘�”�•�ƒ�–�‹�˜�‹�–�›�ï���–�‘���„�‡���ƒ���•�ƒ�–�–�‡�”���‘�ˆ���™�Š�ƒ�–���–�Š�‡�”�‡���‹�•��reason to do, the question here is 
whether there is reason to be rational, i.e., reason to conform to the 
�”�‡�“�—�‹�”�‡�•�‡�•�–�•���‘�ˆ���”�ƒ�–�‹�‘�•�ƒ�Ž�‹�–�›�ä�����•�Ž�‹�•�‡���–�Š�‡���“�—�‡�•�–�‹�‘�•���î�‹�•���–�Š�‡�”�‡���”�‡�ƒ�•�‘�•���–�‘���†�‘���™�Š�ƒ�–���–�Š�‡��
�„�ƒ�Ž�ƒ�•�…�‡�� �‘�ˆ�� �”�‡�ƒ�•�‘�•�•�� �ˆ�ƒ�˜�‘�”�•�ë�ï�á�� �–�Š�‹�•�� �“�—�‡�•�–�‹�‘�•�� �Š�ƒ�•�� �ƒ�•�� �î�‘�’�‡�•�� �ˆ�‡�‡�Ž�ï�ã�� �†�‹�ˆ�ˆ�‡�”�‡�•�–�á��
incompatible answers to it seem possible.51 If one thinks that this way of 
phrasing the issue stacks the deck in favor of the view that I am trying to 
�†�‡�ˆ�‡�•�†�� �Š�‡�”�‡�á�� �™�‡�� �…�ƒ�•�� �‹�•�•�–�‡�ƒ�†�� �–�ƒ�•�‡�� �î�•�‘�”�•�ƒ�–�‹�˜�‹�–�›�ï�� �–�‘�� �„�‡�� �ƒ�� �•�ƒ�–�–�‡�”�� �‘�ˆ�� �î�…�‘�•�’�Ž�›�‹�•�‰��
with the requirements of rationality �ï. On this view, the question of whether 
rationality is normative asks what we are rationally required to do, in which 
�…�ƒ�•�‡�� �™�‡�� �•�•�‘�™�� �–�Š�ƒ�–�� �–�Š�‡�� �ƒ�•�•�™�‡�”�� �Š�ƒ�•�� �–�‘�� �„�‡�� �î�›�‡�•�ï�ã�� �‘�ˆ�� �…�‘�—�”�•�‡�� �™�‡�� �ƒ�”�‡�� �”�ƒ�–�‹�‘�•�ƒ�Ž�Ž�›��
required to comply with the requirements of rationality; saying that we are is 
simply saying the same thing twice over. In this case, it will instead be the 
question of whether we are rationally required to do what we have most 
reaso�•���–�‘���†�‘���™�Š�‹�…�Š���Š�ƒ�•���ƒ�•���î�‘�’�‡�•���ˆ�‡�‡�Ž�ï.  

Two points are worth making. First, note that on the second construal, 
we may come to the conclusion that (A) has to be given up��nothing precludes 
this possibility (unless it is already ruled out on independent grounds), and so 
if we accept this construal, we are still at quite some distance from the 
conclusion that both (A) and (B) are true, and thus that reasons and rationality 
coincide. 

 Second, I have been working on the assumption that the first 
construal is preferable, that is, that normativity is fundamentally a matter of 
�™�Š�ƒ�–�� �–�Š�‡�”�‡�� �‹�•�� �ƒ�•�†�� �‹�•�•�ï�– reason to do. I may not be able to convince someone 
                                                             
50 Merely noting that we can and do refer to them as requirements does not suffice for 
concluding that they are; see Broome (2007 c) for this point. 
51 For an influential discussion of this question, which leads up to the conclusion that 
we do not have reason to be rational, see Kolodny (2005); also see Broome (2005, 
2007 b), among others. I assume that other things equal, it is preferable to be able to 
maintain that rational requirements have (derivative) normative force; see note 58 
below for some further comments.  
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who does not already agree of the truth of this assumption, but if that is so, 
then presumably the reverse holds as well. Or at the very least, nothing 
Gibbons says shows otherwise.52 Insofar as the assumption that reasons are, 
�ƒ�•���™�‡���•�‹�‰�Š�–���’�—�–���‹�–�á���î�•�‘�”�•�ƒ�–�‹�˜�‡�Ž�›���ˆ�—�•�†�ƒ�•�‡�•�–�ƒ�Ž�ï���‹�•���†�‡�ˆ�‡�•�•�‹�„�Ž�‡�á���•�‘���–�‘�‘���‹�•���ƒ�Ž�Ž�‘�™�‹�•�‰��
for the possibility that reasons and rationality do not always coincide. Abstract 
reflections on allowing or disallowing the possibility that they then will point 
in different directions in particular cases do not provide grounds for ruling out 
the conclusion that reasons and rationality can diverge. And thus so far, we 
have not uncovered a ground for treating the upshot of having to reject (B) as 
a strike against the view that unknown facts can be reasons to act. 
 
(vi) Getting informed about what reasons there are. There is one last issue 
regarding the rejection of REA that deserves attention in this context, namely, 
the question of what reasons there are to get informed about what reasons 
there are. The worry here could be put as follows: if facts that we are unaware 
of can be reasons to act for us, why should we get informed about them, when 
we could also simply perform the actions that these reasons justify, while 
remaining unaware of our reasons? If what is asked is merely that we account 
for the intuitively plausible idea that there sometimes are reasons to get 
informed, the task is not very challenging.53 Say that some fact F is a reason for 
me to do A, but I am presently unaware of F. The mere fact that F is already a 
reason for me surely does not all by itself preclude there being some reason 
for me to become informed about F (why would it?). Moreover, we can easily 
identify some fact which provides me with a reason to get informed: the fact 
that I am presently ignorant of F could well be a reason to get informed about 
whether F is the case��for on the face of it, this fact can surely count in favor of 
my getting informed, and that, we could hold, suffices for it to count as a 
                                                             
52 �����–�Š�‹�”�†���‘�’�–�‹�‘�•���™�‘�—�Ž�†���„�‡���–�‘���–�ƒ�•�‡���î�‘�—�‰�Š�–�ï���–�‘���„�‡��the primitive  normative term, and ask 
whether we ought to do what we have most reason to do, and/or ought to do what we 
are rationally required to do. I have explained why I find this way of construing the 
issue unsatisfactory in note 1 above. Note, finally, that we also have the option of 
treating reasons and rationality as irreducible, distinct �–�›�’�‡�•�����‘�”���î�•�‘�—�”�…�‡�•�ï�á���‹�ˆ���›�‘�—���Ž�‹�•�‡����
�‘�ˆ���•�‘�”�•�ƒ�–�‹�˜�‹�–�›�ä�����•���–�Š�‹�•���˜�‹�‡�™�á���‹�ˆ���•�‘�•�‡���ˆ�‡�ƒ�–�—�”�‡�����•�—�…�Š���ƒ�•���î�„�‡�‹�•�‰���‘�„�Ž�‹�‰�ƒ�–�‘�”�›�ï�����‹�•���ƒ���•�‘�”�•�ƒ�–�‹�˜�‡��
feature, that must mean either that its presence is or entails that there is a reason, or 
that whatever has this feature is rationally required. This sort of disjunctive view of 
normativity (suggested in Broome 1999, 2004, but rejected in Broome 2007 a) 
appears to easily generate conflicts that seem to admit of no obvious solution, given 
the assumption of irreducibility. That seems to me to be an excellent reason for 
thinking either reasons or rationality has to enjoy primacy.  
53 It may be a challenge for some �î�‘�•�•�‹�•�…�‹�‡�•�…�‡-�„�ƒ�•�‡�†�ï�� �…�‘�•�…�‡�’�–�‹�‘�•�•�� �‘�ˆ�� �”�‡�ƒ�•�‘�•�•�á��viz., 
those that identify what one has reason to do with what one would do, or what it 
would be reasonable or rational to do, if one were fully informed, as Gibbons correctly 
points out (pp. 348-349). However, we are not driven towards accepting such a 
conception of reasons when we reject REA, so its shortcomings need not bother us. 
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reason for getting informed (Dancy 2000: 69; 2002: 236-37). If this suggestion 
is deemed unsatisfactory, there are various other candidate facts we can cite.54 

First, the fact that, were one to get informed about what reasons to act 
there are, one would consequently be doing the right thing for the right reason, 
is a candidate reason to get informed, for arguably, there is value in doing the 
right thing for the r ight reason. This sort of explanation of what reasons there 
are for getting informed about what reasons there are is, I think, most 
plausible when the reasons are of a moral kind: morally right actions that are 
done for the right reasons have moral worth, and arguably, there is value in 
acting in morally worthy ways. Second, acting in a condition of ignorance or 
uncertainty can produce anxiety, and given that anxiety is a highly unpleasant 
state, one well worth avoiding, the fact that one will experience such a state if 
one makes a decision while remaining uninformed can be a reason to get 
informed. Third, getting informed can be a way of increasing the likelihood that 
one will in fact do what one has most reason to do, and so the fact that one 
increases the likelihood can be a reason to get informed.55 If, for example, 
there is now most reason for me to go to the train station, but I do not know 
which bus will take me there, by getting informed about which buses go to the 
station and which do not, I will make it more much likely that I will in fact go 
where I need to go (and thereby do what there is most reason to do) than if I 
do not obtain this information. And that fact, we can maintain, is an excellent 
reason for me to get informed.  

Furthermore, the scenario described illustrates what is actually a more 
general phenomenon, not one that is confined merely to the issue of what 
reason we have for getting informed. Often enough, there is now good reason 
for me to reduce the chance that I will not do what I have most reason to do 
later. If, say, I now know that I will not (or that I am unlikely to) work on my 
dissertation tomorrow if I drink a bottle of wine tonight, then there is good 
reason for me right now to make sure I will not drink a bottle of wine tonight, 

                                                             
54 The further facts I cite as reasons need not compete with the fact that one is 
ignorant; these can also be taken as explaining why and when the fact that one is 
ignorant constitutes a reason to get informed. 
55 ���›���î�Ž�‹�•�‡�Ž�‹�Š�‘�‘�†�ï�á�������•�‡�ƒ�•���‘�„�Œ�‡�…�–�‹�˜�‡���’�”�‘�„�ƒ�„�‹�Ž�‹�–�›�á���‘�”��chance. I am not convinced that we 
have reason to make it more likely that we will do something when we understand 
likelihood as denoting epistemic (evidential) or purely subjective (Bayesian) 
probability, apart from the reasons that anticipated anxiety provide; objective 
probability facts, if there are any, are on the other hand excellent candidate reasons. 
By contrast, what we are rationally required to do may well be a function either of our 
beliefs or our evidential situation; if we can defend the view that what it is rational to 
do depends on the probability distribution generated by our beliefs or our evidence, 
such probabilities properly play a role in determining the rational status of an action. 
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so as to make it more likely that tomorrow, I will do what there will then be 
most reason to do, i.e., write all day.56 

 While it is not very hard to defend the claim that there is often some 
reason to get informed about what reasons there are if REA is rejected, it is a 
further question whether we can also defend the claim that often, getting 
informed about what reasons there are is what there is most reason to do for 
us. The problem is that there is often some cost involved in getting informed, 
the incurring of which is not outweighed by corresponding benefits. The 
problem can be illustrated by an example. David, a graduate student living on 
a tight budget, is considering buying a second hand car, and has his eye on a 
decent-looking Volvo that fits his c�”�‹�–�‡�”�‹�ƒ�ä���
�‹�˜�‡�•���™�Š�ƒ�–���Š�‡���•�•�‘�™�•���ƒ�„�‘�—�–���–�Š�‡���…�ƒ�”�ï�•��
model, make, and mileage, his credences are divided equally between the 
possibilities that the car is in good enough shape (and thus worth the price 
asked, say $1500) and that the car is in poor shape (and thus not worth the 
price). He can take it to a mechanic to have it inspected prior to buying it, in 
order to find out what shape the car is in. However, taking it to the mechanic 
will cost him $200. If the car is in good enough shape, he could save this 
money (a non-negligible sum, given his budget) by buying it immediately; this 
would be far preferable to spending $200. If the car is in poor shape, then he 
will be better of saving this money as well. David would, in short, be better off 
buying the car immediately (if it is in good enough shape) or not buying it 
immediately (in case it is in a bad enough shape), without ever bothering to 
take the car to a mechanic.  

Facts about the shape that this car is in give David reasons to either 
immediately buy it or to immediately not buy it, depending on what these 
facts are exactly, and given the significant costs involved in getting informed, it 
would seem that buying or not buying immediately is what there is most 
reason to do for him. If he were to get informed about �–�Š�‡�� �…�ƒ�”�ï�•�� �•�Š�ƒ�’�‡�á�� �–�Š�ƒ�–��

                                                             
56 There is at least one possible ground for objection here: while it should be 
uncontroversial that I should take steps to avoid getting drunk tonight when it is true 
that I cannot work on my dissertation tomorrow were I to get drunk tonight, there is 
at least room for holding that if I am perfectly capable of writing all day tomorrow, but 
just will not do so, were I to get drunk, then (provided there is value in drinking a 
bottle of wine tonight) perhaps what I have most reason to do is both drink the wine 
and work all day tomorrow, in which case I do not now have most reason to prevent 
myself from drinking. I discuss this issue elsewhere (in my forthcoming); there, I 
�…�‘�•�…�Ž�—�†�‡�� �–�Š�ƒ�–�� �ƒ�–�� �Ž�‡�ƒ�•�–�� �ˆ�”�‘�•�� �ƒ�•�� �‘�„�Œ�‡�…�–�‹�˜�‡�� �…�‘�•�•�‡�“�—�‡�•�–�‹�ƒ�Ž�‹�•�–�� �’�‡�”�•�’�‡�…�–�‹�˜�‡�á�� �‘�—�”�� �î�ƒ�˜�‘�‹�†�ƒ�„�Ž�‡��
imperfection�•�ï�� �†�‘�� �•�‘�–�� �ƒ�ˆ�ˆ�‡�…�–�� �™�Š�ƒ�–�� �™�‡�� �Š�ƒ�˜�‡��most reason to do. Note, though that the 
argument offered there does allow for the judgment that there is often some reason to 
�–�ƒ�•�‡�� �‘�•�‡�ï�•�� �ˆ�—�–�—�”�‡�� �ˆ�ƒ�‹�Ž�‹�•�‰�•���‹�•�–�‘�� �ƒ�…�…�‘�—�•�–�á���ƒ�•�†�� �ƒ�–�� �–�Š�‹�•�� �’�‘�‹�•�–�á�� �–�Š�‡�� �Ž�ƒ�–�–�‡�”�� �…�Ž�ƒ�‹�•���‹�•���ƒ�Ž�Ž�� �™�‡���ƒ�”�‡��
trying t o establish. Furthermore, as I explain in the text below, there is independent 
reason for accepting that we typically do not have most reason to get informed, so 
nothing really hangs on the matter here, I think. 
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would not be a way of doing what there is most reason to do for him, or a way 
of making it more likely that he will go on to do what there is most reason to 
do; rather, getting informed is a way of making sure that he will not do what 
there is most reason to do. We might want to suggest that the costs of getting 
informed are outweighed, by the benefits of avoiding the anxiety David would 
experience were he to simply go ahead and either buy it or not, but if we 
stipulate that his anxiety would be mild, and that having $200 means quite a 
lot to David given his financial situation (perhaps he needs it to pay his 
monthly bills, say), it is hard to see how the reasons that are generated by 
avoiding a state of anxiety could put sufficient weight onto the scale to tip it 
towards getting informed. And furthermore, if we accept that he would not be 
doing what he has most reason to do, then there is also no hope of appealing 
to the value of doing the right for the right reasons, for he would not be doing 
�î�–�Š�‡�� �”�‹�‰�Š�–�� �–�Š�‹�•�‰�ï�� �™�‡�”�‡�� �Š�‡�� �–�‘�� �‰�‡�–�� �‹�•�ˆ�‘�”�•�‡�†�ä�� ���•�†�� ���ƒ�˜�‹�†�ï�•�� �…�ƒ�•�‡�� �‹�•�� �•�‘�–�á�� �‹�–�� �•�‡�‡�•�•�á��
atypical: often there are costs involved in getting informed, and perhaps 
equally often, those costs are not outweighed, and getting informed is not a 
way of either ascertaining or making it more likely that one will do what one 
has most reason to do. In every situation that meets these conditions, the 
balance of reasons will, then, tell against getting informed, and in favor of 
simply acting in the way the (unknown) reasons support. This is a rather 
unwelcome implication, for intuitively, getting informed quite often seems to 
be the thing to do.57 
 I am inclined to accept this implication: often enough, we indeed do 
not have most reason to get informed about what reasons there are; this is 
what rejecting REA leads to. However, we can try and make this a more 
palatable upshot, by trying to show that rationality  nonetheless requires us to 
get informed, even if the balance of reasons does not support doing so. So far, I 
have tried to defend the view that reasons and rationality can come apart; if 
this is correct, then there is no general issue about allowing a difference 
between what our reasons dictate we do and what rationality requires of us. 
Arguably, though, there is a local problem regarding how they should come 
apart in situations such as that of David, and all others like it. The point is that, 
assuming David is aware of the fact that the balance of reasons supports either 
buying or not buying the car, we would have to claim that one can be 
rationally required to do what one knows is not what there is most reason to 
do, if we want to hold that he is rationally required to get informed. And it 
�…�‘�—�Ž�†�� �„�‡�� �‘�„�Œ�‡�…�–�‡�†�� �–�Š�ƒ�–�á�� �™�Š�ƒ�–�‡�˜�‡�”�� �‘�•�‡�ï�•�� �˜�‹�‡�™�� �‹�•�� �ƒ�„�‘�—�–�� �–�Š�‡�� �”�‡�Ž�ƒ�–�‹�‘�•�� �„�‡�–�™�‡�‡�•��
reasons and rationality, it cannot conflict with this claim: 

                                                             
57 Gibbons, on (p. 349), offers a more convoluted example with a similar structure to 
make this point. ���Š�‹�•���‹�•�� �™�Š�›������ �•�‘�–�‡�†�� �–�Š�ƒ�–�� �–�Š�‡�� �î�‘�—�‰�Š�–�ï��figuring �‹�•�� �…�Ž�ƒ�‹�•�•�� �‘�ˆ�� �–�Š�‡�� �ˆ�‘�”�•�� �îS 
ought to become aware of F�ï�� �–�Š�ƒ�–�� ���� �”�‡�Ž�‹ed on in the previous section may not be the 
�î�‘�—�‰�Š�–�ï���‘�ˆ���î�Š�ƒ�•���•�‘�•�–���”�‡�ƒ�•�‘�•�ï. 



157 
 

 
What Rationality Cannot Require: Whatever rationality exactly requires, it 
cannot require that one knowingly does something one knows is not 
supported by the balance of reasons 

 
If rationality cannot require that one knowingly does something that one 
knows is not supported by the balance of reasons, then rationality cannot 
require of David that he takes the car to a mechanic, and the same goes for all 
situations that resemble his in the relevant structural respects (i.e., those 
where there are non-outweighed costs to getting informed). Why, though, 
should we believe What Rationality Cannot Require? I suspect that whatever 
attractiveness this claim enjoys stems from the thought that, if reasons and 
rationality can come apart, as I have claimed they can, requirements of 
rationality must be understood by reference to the contribution that 
complying with them makes to doing what there is most reason to do. In other 
words, the shape and content of all requirements of rationality must stem 
from their instrumental value; they are what we have to go by whenever we 
do not know what there is most reason to do. If this rough sketch of what 
rational requirements are in the business of doing is on the right track, it 
would seem to be impossible that we can sometimes be rationally required to 
do things we know will in no way contribute to doing what there is most 
reason to do (but which rather are a way of not doing what there is most 
reason to do). 
 This objection to the attempt to vindicate the claim that we are often 
rationally required to get informed about what reasons there are has part of 
the truth, but it is overstated.58 The truth in it is the suggestion that, insofar as 
rational requirements make sense if reasons �ƒ�”�‡���–�Š�‡���„�ƒ�•�‹�…���î�„�—�‹�Ž�†�‹�•�‰���„�Ž�‘�…�•�•�ï���‘�ˆ��

                                                             
58 The reply that I sketch here is indebted to the discussion of comparable problems 
facing objective accounts of obligation in Graham (2010); also see Bykvist (ms.). Both 
of these authors argue that a morally conscientious agent will do wrong knowingly, if 
the wrong in question is not too serious, and committing it is a way of preventing 
oneself from committing a serious wrong.  

It is worth noting that, instead of challenging how exactly we should 
understand rational requirements along instrumental lines, we could instead propose 
some other way of making sense of such requirements. Kolodny (2005) is probably 
the most well-known attempt to do just that; his alternative account, though, leads 
him to conclude that there is no reason to be rational. It seems to me that we have 
grounds for wanting to avoid the conclusion that there is no reason to be rational, 
because part of the project here is to accommodate intuitions about cases that conflict 
with the view that unknown facts can be reasons, and one way of doing is maintaining 
that these intuitions may be intuitions about what is rationally required. This would 
�…�‘�—�•�–�•�� �ƒ�•�� �ƒ�� �ˆ�‘�”�•�� �‘�ˆ�� �î�ƒ�…�…�‘�•�•�‘�†�ƒ�–�‹�‘�•�ï�� �‘�•�Ž�›�� �‹�ˆ�� �„�‡�‹�•�‰�� �”�ƒ�–�‹�‘�•�ƒ�Ž�Ž�›���”�‡�“�—�‹�”�‡�†�� �î�…�‘�—�•�–�•�� �ˆ�‘�”��
�•�‘�•�‡�–�Š�‹�•�‰�ï�á���•�‘���–�‘���•�’�‡�ƒ�•�ä 
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normativity, so to speak, rational requirements must be understood in an 
instrumental way. The mistake lies in thinking that compliance with rational 
requirements makes sense only if compliance is a means to doing what there 
is most reason to do. While I take it to be a conceptual truth that we ought to 
�†�‘�� ���‹�•�� �–�Š�‡�� �ˆ�—�•�†�ƒ�•�‡�•�–�ƒ�Ž�á�� �•�‘�•�–�� �‹�•�’�‘�”�–�ƒ�•�–�� �•�‡�•�•�‡�� �‘�ˆ�� �î�‘�—�‰�Š�–�ï���� �™�Š�ƒ�–�� �–�Š�‡�”�‡�� �‹�•�� �•�‘�•�–��
reason to do, when we are engaged in practical deliberation, considering what 
to do, our concern is not merely with succeeding at doing what we ought to do, 
and justifiably so. There can be different ways of failing to do what one ought 
to do, and these are often not all on a par���‹�•���‰�‡�•�‡�”�ƒ�Ž�á���‹�–���‹�•���•�‘�–���–�”�—�‡���–�Š�ƒ�–���î�ƒ���•�‹�•�•��
�‹�•���ƒ�•���‰�‘�‘�†���ƒ�•���ƒ���•�‹�Ž�‡�ï�ä�����‘�–���‡�˜�‡ry failure (be it a moral wrong, or some other type 
of failure) is equally serious, and when our evidence leaves open the 
possibility that an action may be either what we ought to or constitute a very 
serious failure, rationality may require that we choose some less serious 
failure, to avoid running the risk of doing something seriously defective. We 
can put this by saying that while rational requirement indeed exist to aid us in 
doing what there is most reason to do, they also have the purpose of aiding us 
in avoiding doing what we have very weighty reasons not to do. Sometimes 
these requirements will point us towards doing something that is not 
supported by the balance of reasons, so as to minimize the risk of doing 
something that is has much more counting against it than what we are 
rationally required to do. Therefore, What Rationality Cannot Require is false, 
and we can maintain that we are often rationally required to get informed, for 
getting informed is often the only rational strategy available for avoiding 
doing something much more seriously defective, in terms of where the 
balance of reasons lies. The case of David illustrates the point: while it is a 
mistake to spend the money on getting the car inspected, it is a much more 
serious mistake to buy it when it is about to fall apart; getting the car 
inspected is a way of making sure (or making it less likely) that he avoids 
making this mistake, although it comes at the price of making a less serious 
one.59 

                                                             
59 It should be acknowledged at this point that, even if it is granted that rational 
requirements need not only be instrumental in or towards doing what there is most 
reason to do, but also in avoiding doing what there is overwhelming reason not to do, 
we have not yet secured the desired result, viz., that evidential probabilities should 
partially determine what we are rationally required to do. (It is only then, it seems, 
that can we really accommodate intuitions about cases where getting informed is 
possible at some cost: the expected pay-off must be sizeable enough.) To put the point 
in terms of familiar decision rules, if the suggestion I made in the text is on the right 
track, then rationality requires neither that we adopt a maximax nor a maximin 
decision rule, but rather something in between��yet th�‹�•�� �î�‹�•�� �„�‡�–�™�‡�‡�•�ï�� �•�‡�‡�†�� �•�‘�–�� �„�‡��
expected utility. Be that as it may, it is progress if we have uncovered ground to reject 
What Rationality Cannot Require, and furthermore, what I say here at least does not 
rule out that what rationality requires can be modeled on expected utility theory. 
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 Summing up, I have argued here that although (a) it is true that what 
there is most reason to do is often not the action of getting informed about 
what reasons there are, (b) getting informed is nonetheless often rationally 
required, even in cases where we know that by getting informed, we will not 
be doing what there is most reason to do, because (c) rational requirements 
do not just serve to point us towards what there is most reason to do, they 
also serve to point us away from actions that are seriously defective (in terms 
of what reasons there are against their performance).   

This completes my discussion of REA. I have argued that there are 
good reasons for rejecting this claim (in 4.2.1), and that there are no sound 
arguments from explanation or deliberation that can provide it with 
theoretical support. Finally, I argued that it is no embarrassment to hold that 
what there is most reason to do is not identical to what it is rational to do. 
With REA out of the way, it is time to move on to RAA. 
 
 
4.3. Are reasons deliberatively accessible?  
 
The previous section argued against the thesis that only those facts an agent is 
aware of are eligible as reasons to act for that agent. While rejecting that 
thesis is not without importance, we also need to look at a weaker thesis about 
reasons and awareness: 
 

Reasons Are (Deliberatively) Accessible (RAA): For any fact F, agent S, and 
action A, necessarily, if F is a reason for S to do A, then F is deliberatively 
accessible to S 

 
As noted, RAA is strong enough to get the objection from failed normativity 
against the possibility of inaccessible obligations off the ground. While RAA is 
a view that I have often been presented with in conversation, I am not familiar 
with any explicit defense of it in print. I will start with some brief comments 
�‘�•�� �������ï�•�� �’�”�‹�•�ƒ�� �ˆ�ƒ�…�‹�‡�� �’�Ž�ƒ�—�•�‹�„�‹�Ž�‹�–�›�á�� �ƒ�•�†�� �–�Š�‡�•�� �‡�š�ƒ�•�‹�•�‡�� �ƒ�”�‰�—�•�‡�•�–�•�� �ˆ�‘�”�� �–�Š�‡���–�Š�‡�•�‹�•��
that draw on the explanatory and the deliberative constraints on reasons. I 
argue that not only is neither of these constraints strong enough to support 
RAA, both of them turn out to face challenges from a variety of 
counterexamples, and thus can be rejected at little to no cost. This way of 
proceeding will not establish the positive claim that there are in fact 
inaccessible reasons, but it does pave the way for the conclusion that if an 
account of moral obligation entails that there are (or could be) such reasons, 
this entailment is not an embarrassment for such an account, for it does not 
conflict with the normativity of  moral obligation.  
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4.3.1. Prima facie  plausibility  
 
As with REA, we could try to gauge the intuitive, prima facie plausibility of 
REA by seeing how well its implications for specific cases mesh with our 
intuitive verdicts. Take the case discussed in (4.2.1) again: Alfred is holding a 
bottle containing gasoline, while thinking it contains gin; I suggested that it 
seems outlandish to deny that the fact that the stuff is gasoline is a reason for 
him to refrain from mixing it and taking a sip (instead, it seems a reason for 
tossing it). When I introduced the original case, I made no mention of whether 
the fact that the stuff is gasoline is accessible to Alfred; the scenario described 
can be expanded easily so as to make intuitions about it relevant to RAA, by 
adding the stipulation that the relevant fact is inaccessible. Does our intuitive 
response regarding the case change upon this addition?60 Speaking only for 
myself, it still seems that the fact that the stuff is petrol is a reason for Alfred; 
some of those to whom I have presented the case with the explicit assumption 
of inaccessibility report that they are no longer inclined to say that this fact is 
normatively significant for Alfred, even if they share my response to the initial 
scenario. What this indicates is, I take it, that we cannot put the burden of 
proof on the shoulders of the defendant of RAA as easily as we did with 
respect to REA.  
 Nonetheless, perhaps to some degree defending a rejection of RAA is 
easier than defending its acceptance. What supports this thought is this: those 
who accept RAA take on the responsibility of explaining why this claim is true: 
since this claim is not obviously and unequivocally supported by intuitions 
about cases, nor itself strongly supported by intuition, it stands in need of 
some kind of defense. As RAA is nowhere near as deeply in conflict with 
intuitions about cases as REA, the bar for success here is, I grant, significantly 
lower than for REA, but we are nonetheless entitled to some considerations 
supporting this claim: unexplained necessities which are, on the face of it at 
least, not needed for accounting for any uncontroversial intuitive data points 
do not just come for free.  

If this is a fair characterization of the dialectic, the proponent of RAA 
cannot simply rest content with noting that there are no major, obvious 
intuitive difficulties with this claim; she needs to offer some kind of positive 
rationale in its support. The sections that follow examine a few of the possible 
avenues that she might take when doing so.  
 
 

                                                             
60 I do not think the fact that we can elicit the intuition against REA (viz., that the fact 
that the stuff is petrol is a reason) without specifying whether the fact that the stuff is 
petrol is accessible to Alfred tells us much about the plausibility of RAA; reasoning 
from (beliefs based on) intuitions is plausibly taken to be non-monotonic.  
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4.3.2. The argument from explanation  
 
The obvious place to start is, again, with an appeal to the explanatory 
requirement on reasons. In section (4.2.2) I rejected an argument for REA 
drawing on the explanatory requirement; I left open whether the requirement 
is plausible in its more intuitive formulation, and whether it can support RAA. 
I noted in passing that the argument from explanation that we considered 
there is perhaps better understood as an argument for RAA than as an 
argument for REA. If we accommodate the observations about logical form 
that were the ground for setting aside the original argument, let us therefore 
consider the following variation on the original argument from explanation:  
 

The argument from explanation for RAA61 
For any fact F, agent S, and action A,  
1. Necessarily, if F is a reason for S to do A, then F could figure in an 
explanation of why S does A. 
2. Necessarily, if F figures in an explanation of why S does A, then S is aware 
of F. 

 
Therefore, 
 

3. Necessarily, if F is a reason for S to do A, then S could be aware of F. 
 
We can briefly recall the explication of these three claims offered in (4.2.2.): 
���s���� �•�–�ƒ�–�‡�•�� �–�Š�ƒ�–�� �‡�˜�‡�”�›�� �î�”�‡�ƒ�•�‘�•-�™�‘�”�Ž�†�ï�� �‹�•�� �ƒ�� �™�‘�”�Ž�†�� �ˆ�”�‘�•�� �™�Š�‹�…�Š�� �ƒ�–�� �Ž�‡�ƒ�•�–�� �‘�•�‡��
�î�‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•�� �™�‘�”�Ž�†�ï�� �‹�•�� �ƒ�…�…�‡�•�•�‹�„�Ž�‡�â�� ���t���� �‹�•�� �„�‡�•�–�� �—�•�†�‡�”�•�–�‘�‘�†�� �ƒ�•�� �•�–�ƒ�–�‹�•�‰�� �–�Š�ƒ�–�� �ƒ�Ž�Ž��
�î�‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•-�™�‘�”�Ž�†�•�ï���ƒ�”�‡���î�ƒ�™�ƒ�”�‡�•�‡�•�•���™�‘�”�Ž�†�•�ï�â���–�Š�‡���…�‘�•�…�Ž�—�•�‹�‘�•�á�����u���á���–�Š�ƒ�–���™�‡���•�‘�™��
draw from this is �–�Š�ƒ�–�á���–�Š�‡�”�‡�ˆ�‘�”�‡�á���‡�˜�‡�”�›���î�”�‡�ƒ�•�‘�•-�™�‘�”�Ž�†�ï���‹�•���ƒ���™�‘�”�Ž�†���ˆ�”�‘�•���™�Š�‹�…�Š���ƒ�–��
�Ž�‡�ƒ�•�–�� �‘�•�‡�� �î�ƒ�™�ƒ�”�‡�•�‡�•�•-�™�‘�”�Ž�†�ï�� �‹�•�� �ƒ�…�…�‡�•�•�‹�„�Ž�‡�ä�� ��he current argument from 
explanation does not have the same problem that plagued its previous 

                                                             
61 It is worth bearing in mind the remarks made in note 32 above regarding the 
possibility that we should not take the two modal operators �–�‘���Š�ƒ�˜�‡���–�Š�‡���•�ƒ�•�‡���î�•�‘�†�ƒ�Ž��
�ˆ�Ž�ƒ�˜�‘�”�ï�ã�� �–�Š�‡�•�‡�� �…�Ž�ƒ�‹�•�•�á�� �‹�ˆ�� �–�”�—�‡�á�� �ƒ�”�‡�� �’�”�‡�•�—�•�ƒ�„�Ž�›�� �ƒ�Ž�Ž�� �–�”�—�‡�� �ƒ�•�� �ƒ�� �•�ƒ�–�–�‡�”�� �‘�ˆ�� �…�‘�•�…�‡�’�–�—�ƒ�Ž��
necessity. Yet the sense in which it must be possible that a fact explains why an agent 
acts is, it seems safe to assume, not �–�Š�ƒ�–�� �‘�ˆ�� �î�•�‘�–�� �…�‘�•�…�‡�’�–�—�ƒ�Žly or metaphysically 
�‹�•�’�‘�•�•�‹�„�Ž�‡�ï�ä I do not have the complete story about the sense in which it is supposed 
to be possible that a fact explains why an agent acts��that is, I do not have an account 
�‘�ˆ�� �™�Š�‡�•�� �ƒ�•�� �î�‡�š�’�Ž�ƒ�•�ƒ�–�‹�‘�•�� �™�‘�”�Ž�†�ï�� �…�‘�—�•�–�•�� �ƒ�•�� �ƒ�…�…�‡�•�•�‹�„�Ž�‡�á�� �ˆ�‘�”�� ���� �ƒ�• simply not sure how 
those who accept the explanatory requirement on reasons want it to be understood. 
For reasons given in (4.2.2), I do of course want to make the negative claim that the 
relevant accessibility-relation is not such that a world W1 stands in it to a second 
world W2 only if W2 is identical to W1 with respect to the epistemic status of the agents 
existing in both worlds (or those agents in W1 who have a counterpart in W2). 
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incarnation, course: given that the conclusion of this argument states merely 
that it must be possible that S is aware of F if F is a reason for S to do A, the 
second premise does not need to be understood in a way that is not supported 
by the intuitive idea that underlies it in order to get a valid argument. This 
does not mean there are no problems with the present argument, though.  

First, RAA is formulated in terms of deliberative accessibility; this is a 
quite demanding way of understanding the conditions under which it is 
deemed possible for an agent to be able to come to know that some fact 
obtains (see Chapter 1). If the above argument is to be an argument for RAA, 
�–�Š�‡�•���îS could be aware of F�ï���‹�•�����u��, and thus also in (1), needs to be understood 
as employing this idea of the conditions under which we deem it possible for S 
to become aware of F. However, it is not at all clear why we should be 
supposed to understand (1) in this way: the explanatory requirement is 
introduced in a more intuitive fashion, without offering an interpretation of 
the possibility operator in its consequent. If we accept the requirement 
understood as this intuitive suggestion, then the argument shows only it must 
be possible in some sense that S becomes aware of F, not that this must be 
�’�‘�•�•�‹�„�Ž�‡�� �‹�•�� �–�Š�‡�� �†�‡�•�ƒ�•�†�‹�•�‰�á�� �î�†�‡�Ž�‹�„�‡�”�ƒ�–�‹�˜�‡�Ž�› �ƒ�…�…�‡�•�•�‹�„�Ž�‡�ï-�•�‡�•�•�‡�� �‘�ˆ�� �î�’�‘�•�•�‹�„�Ž�‡�ï. For 
all the argument shows, it may be sufficient that it is not logically impossible 
that the agent is aware of F. Absent any further considerations, the argument 
from explanation does, therefore, not support RAA, but at best the conclusion 
that awareness of facts that are reasons must, in some sense, be possible. 
 At the same time, if this point is conceded, and it is acknowledged that 
awareness of facts that are reasons is possible only in some less demanding 
sense than deliberative accessibility, the conclusion that the reasons to 
perform obligatory actions are always in some sense accessible to the agent 
that is under the obligation is an unwelcome result. While it is perhaps a 
somewhat meager victory for critics of the view that I am trying to defend 
here, it is still a victory. Let us therefore take a closer look at the explanatory 
requirement.  
 ���Š�‡���„�ƒ�•�‹�…���–�Š�‡�•�‹�•�á���”�‡�…�ƒ�Ž�Ž�á���‹�•���–�Š�ƒ�–���î�’�”actical reasons can be acted on�ï. This 
sounds plausible, but it is not an altogether unproblematic idea. A variety of 
authors has offered counterexamples to this thesis; I will discuss one such 
example, due to Mark Schroeder, which is of particular interest given present 
concerns.62 ���…�Š�”�‘�‡�†�‡�”�� �‹�•�˜�‹�–�‡�•�� �—�•�� �–�‘�� �…�‘�•�•�‹�†�‡�”�� �î�–�Š�‡�� �…�ƒ�•�‡�� �‘�ˆ�� ���ƒ�–�‡�á�� �™�Š�‘�� �Š�ƒ�–�‡�•�� �ƒ�Ž�Ž��
�’�ƒ�”�–�‹�‡�•���‡�š�…�‡�’�–���ˆ�‘�”���•�—�…�…�‡�•�•�ˆ�—�Ž���•�—�”�’�”�‹�•�‡���’�ƒ�”�–�‹�‡�•���–�Š�”�‘�™�•���‹�•���Š�‹�•���Š�‘�•�‘�”�ï�����t�r�r�y�ã���u�u���ä��
���•�ƒ�‰�‹�•�‡�� ���ƒ�–�‡�ï�•�� �ˆ�”�‹�‡�•�†�•�� �Š�ƒ�˜�‡�� �Œ�‘�‹�•�‡�†�� �–�‘�‰�‡�–�Š�‡�”�� �‹�•�� �Š�‹�•�� �Ž�‹�˜�‹�•�‰�� �”�‘�‘�•�� �‘�•�� ���ƒ�–�‡�ï�•��
birthday, and they have so far succeeded in keeping both their plan to throw a 
surprise party for Nate, and their presence in his living room, a secret for the 

                                                             
62 For (somewhat contrived) examples with the same upshot, see David So�„�‡�Ž�ï�•��
�†�‹�•�…�—�•�•�‹�‘�•�� �‘�ˆ�� �™�Š�ƒ�–�� �Š�‡�� �…�ƒ�Ž�Ž�•�� �î�ˆ�”�ƒ�‰�‹�Ž�‡�ï�� �ƒ�•�†�� ���‡�•�’�‡�…�‹�ƒ�Ž�Ž�›���� �î�•�—�’�‡�”-�ˆ�”�ƒ�‰�‹�Ž�‡�ï�� �”�‡�ƒ�•�‘�•�•�� �‹�•�� �Š�‹�•��
(2001); also see Robertson (2003) and Sobel (2003). 
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guest of honor. Given how much Nate loves successful surprise parties, and 
how much he would enjoy being there, etc., it seems that the fact that his 
friends have gathered in his living room constitutes a good reason for Nate to 
go home and enter the living room. But, as Schroeder notes, the fact that his 
friends �Š�ƒ�˜�‡�� �‰�ƒ�–�Š�‡�”�‡�†�� �‹�•�� �•�‡�…�”�‡�…�›�� �‹�•�� �Š�‹�•�� �Ž�‹�˜�‹�•�‰���”�‘�‘�•�� �î�‹�•�� �•�‘�–�� �ƒ�� �”�‡�ƒ�•�‘�•�� �–�Š�ƒ�–�� ���ƒ�–�‡��
�…�‘�—�Ž�†���•�•�‘�™���ƒ�„�‘�—�–���‘�”���ƒ�…�–���‘�•�ï����ibid.), for if Nate were to find out that his friends 
have gathered in his living room in honor of his birthday, the surprise party 
would fail to be successful (qua surprise party), and thereby fail to be 
�•�‘�•�‡�–�Š�‹�•�‰�� �–�Š�ƒ�–�� �…�‘�—�•�–�•�� �‹�•�� �ˆ�ƒ�˜�‘�”�� �‘�ˆ�� ���ƒ�–�‡�ï�•�� �‰�‘�‹�•�‰�� �Š�‘�•�‡�� �ƒ�•�†�� �‡�•�–�‡�”�‹�•�‰�� �–�Š�‡�� �Ž�‹�˜�‹�•�‰��
room: Nate, let us suppose, would not at all have a good time at the party if he 
knew ahead of time what awaited him in the living room, and his lack of 
enjoyment would ruin the whole thing for everyone. The fact that his friends 
have gathered in his living room may even be a reason not to go home if Nate 
is aware of it, given how much he dislikes unsuccessful surprise parties. 
 If the fact that his friends have gathered in his living room is a reason 
for Nate to go home,  then there are reasons that cannot be acted on: since this 
fact would lose its status of being a reason if Nate becomes aware of it, if Nate 
were indeed to become aware of it (and we assume awareness is necessary for 
the fact to be the reason for which Nate acts), it would no longer be a reason 
�ˆ�‘�”���Š�‹�•���–�‘���‰�‘���Š�‘�•�‡�á���ƒ�•�†���•�‘���Š�‡���™�‘�—�Ž�†�•�ï�–���„�‡���‰�‘�‹�•�‰���Š�‘�•�‡���ˆ�‘�”���–�Š�‡���”�‡�ƒ�•�‘�•���–�Š�ƒ�–���–�Š�‹�•��
fact now provides him with. In brief, if this is a genuine example of a reason 
that cannot be acted on, then the explanatory requirement has to go. 
���…�Š�”�‘�‡�†�‡�”�� �™�”�‹�–�‡�•�� �–�Š�ƒ�–�� �î�–�Š�‹�•�� �‹�•�� �•�‘�–�� �ƒ�� �”�‡�ƒ�•�‘�•�� �–�Š�ƒ�–�� ���ƒ�–�‡�� �…�‘�—�Ž�†�� �•�•�‘�™�� �ƒ�„�‘�—�–�ï�â�� �–�Š�‹�•��
may suggest that the case also provides a direct counterexample to RAA. This 
impression is mistaken, though: the fact that there is a surprise party is, we 
can stipulate, a fact that Nate could come to know about; what is impossible is 
that he is aware of the fact and the fact is a reason to act. Given how I 
formulated RAA, the case does not provide a direct counterexample to that  
thesis (it is only a direct counterexample to REA). The example undermines 
one important motivation for RAA, but not the thesis itself, for if the relevant 
fact is a reason, then while that shows that not all practical reasons can be 
acted on, it does not show that it is false that all reasons are accessible.63  
 We can strengthen the grounds for rejecting the explanatory 
requirement by observing that there appear to be reasons that cannot be 
acted on, but not because awareness of these facts is incompatible with their 
                                                             
63 Is it not also true that this case undermines the motivation for RAA in a more direct 
way? For why would one hold on to the view that facts (or truths) which are reasons 
�•�—�•�–�� �„�‡�� �ƒ�…�…�‡�•�•�‹�„�Ž�‡�� �–�‘�� �–�Š�‡�� �ƒ�‰�‡�•�–�� �ˆ�‘�”�� �™�Š�‘�•�� �–�Š�‡�›�� �ƒ�”�‡�� �”�‡�ƒ�•�‘�•�•�á�� �‡�˜�‡�•�� �‹�ˆ�� �–�Š�‡�� �ƒ�‰�‡�•�–�ï�•��
awareness of some such facts would directly conflict with their status as a reason? 
Perhaps accepting the verdict on this case does directly challenge RAA��while I do 
think the question the case raises poses a serious challenge for the defendant of RAA, I 
do not want to put too much weight on this point at this stage, for perhaps some other 
motivation can be offered for RAA.  
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being a reason. Rather, the problem in such cases is that successfully engaging 
in the activities that are supported by these reasons requires not engaging in 
them with a certain intention, or (more broadly) while being focused on their 
aim or goal. To take a well-known example, while it seems that I can have 
excellent reasons to fall asleep right now��imagine that it is quite late already, I 
need to get up early in order to give a presentation, and if I am going to give a 
solid presentation, I need to be well-rested when I show up��yet I will surely 
not succeed at falling asleep at the moment if I were to intend to do so, nor, for 
that matter, if I remain focused on my reasons for falling asleep. I can, though, 
be perfectly well aware of my reasons for falling asleep, but it seems clear that 
I cannot act on or for these reasons.64 Or take another homely example: the 
fact that I would enjoy playing a game of tennis gives me a reason to play 
tennis. But my enjoying myself is not a reason on which I can act while 
playing, since consciously aiming at enjoying myself would, let us suppose, 
conflict with my playing the game in a competitive fashion, yet I will only 
enjoy myself if I play competitively. I need to set myself another aim (say, 
winning) in playing than the fact which gives me a reason to play. That aim 
will be the reason for which I play, but it is not the reason that there is for me 
to play if, say, I am indifferent towards winning; this means that I cannot play 
the game for the reason that there is for me to play.65 
 What these two examples bring out is that there is more than one way 
in which it can be true that a certain reason cannot be acted on, in the sense 
that the agent cannot perform the action this reason supports for that reason. 
Those insisting on the truth of the explanatory requirement can of course 
deny that the facts I cited as reasons in these different cases really are 
reasons,66 but broadening the range of situations serves to highlight that the 
counterintuitive implications of the requirement are not restricted to the issue 
at hand, nor to the (perhaps somewhat fanciful) example that I borrowed from 
Mark Schroeder. Facts that, on the face of it at least, clearly seem to count as 
good reasons, yet which cannot be acted on, are ubiquitous. Denying that 

                                                             
64 Provided we take falling asleep to be an action that I can perform; this last point 
could be disputed. It seems significantly less problematic to deny that falling asleep is 
an action I can perform than to deny that the facts that I need to get up early and be 
well-rested are reasons for me to fall asleep right now. Yet this move is not altogether 
without cost, though, for then one owes us an explanation of what these reasons are 
reasons for, if they are not reasons for action, and why reasons for activities-which-
are-not-�ƒ�…�–�‹�‘�•�•�� �ƒ�”�‡�� �•�‘�–�� �”�‡�ƒ�•�‘�•�•�� �–�Š�ƒ�–�� �™�‡�� �•�‡�‡�†�� �–�‘�� �„�‡�� �ƒ�„�Ž�‡�� �–�‘�� �î�ƒ�…�–�� �‘�•�ï�� �‹�•�� �ƒ��broad sense��
that is, by, e.g., responding to them by engaging in the activity the reasons supports 
engaging on grounds of our recognition of the reason.  
65 The example illustrates a general phenomenon, viz., that pleasurable states are 
generally not achieved by aiming at them; this is kno�™�•���ƒ�•���–�Š�‡���î�’�ƒ�”�ƒ�†�‘�š���‘�ˆ���Š�‡�†�‘�•�‹�•�•�ï�ä�� 
66 ���•�� ��‘�•�� ���Ž�•�–�‡�”�� �•�‡�‡�•�•�� �–�‘�� �†�‘�� �ˆ�‘�”�� �‹�•�•�–�ƒ�•�…�‡�á�� �‹�•�� �†�‹�•�…�—�•�•�‹�•�‰�� �™�Š�ƒ�–�� �Š�‡�� �…�ƒ�Ž�Ž�•�� �î�‡�•�•�‡�•�–�‹�ƒ�Ž�� �„�›-
�’�”�‘�†�—�…�–�•�ï�����s�{�z�u�ã���…�Š�ƒ�’�–�‡�”���t���ä���� 
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there are no reasons that cannot be acted on therefore comes at the price of 
denying a whole range of intuitive judgments about reasons. That price is high 
enough, in my estimation, to make it reasonable to reject the explanatory 
requirement, and accept that there are reasons that cannot be acted on. 
 If the explanatory requirement on reasons can be reasonably rejected, 
the argument from explanation collapses even on its weakest interpretation: 
not even a watered-down version of RAA, which holds merely that reasons are 
(and must be) in some sense accessible to us, can be defended in this way. And 
that in turn means that those who push the objection from failed normativity 
against the view that there are inaccessible obligations as of yet cannot claim 
even the meager victory of having established that obligations are (and must 
be) accessible in some sense.  
 
 
4.3.3. The argument from deliberation  
 
The second option for defending RAA that I want to examine is that of 
appealing to the deliberative constraint on reasons. To see how such an appeal 
might go, it might help to briefly recall the earlier discussion of this constraint. 
In section (4.2.3), I argued that an agent who is deliberating well will, as part 
of a fully good deliberative process, become aware of certain facts, either by 
inferring these facts from what she already knows, or by engaging in 
information -gathering activities. A process of practical deliberation will fail to 
be fully good if the agent does not become aware of these facts, and so it looks 
like there are facts that need to figure in good deliberation in a situation which 
agents can be unaware of (on the assumption that these agents can fail to 
draw the relevant inferences or engage in the relevant activities). This is why 
a deliberative constraint on reasons does not support REA. I noted that we can 
�”�‡�ˆ�‡�”�� �–�‘�� �–�Š�‡�� �”�‡�Ž�‡�˜�ƒ�•�–�� �ˆ�ƒ�…�–�•�� �ƒ�•�� �î�–�Š�‡�� �•�‡�–�� �‘�ˆ�� �ˆ�ƒ�…�–�•�� �–�Š�ƒ�–�� �ƒ�•�� �ƒ�‰�‡�•�–��ought to become 
a�™�ƒ�”�‡���‘�ˆ�ï���‹�•���ƒ���ˆ�—�Ž�Ž�›���‰�‘�‘�†���†�‡�Ž�‹�„�‡�”�ƒ�–�‹�˜�‡���’�”�‘�…�‡�•�•�â���‹�ˆ���™�‡���–�ƒ�•�‡���–�Š�‹�•���•�‡�•�•�‡���‘�ˆ���î�‘�—�‰�Š�–�ï���–�‘��
�‡�•�–�ƒ�‹�Ž�� �î�…�ƒ�•�ï, this set of facts is, of course, deliberatively accessible to the 
agent.67 Now, if all of the facts that need to figure in fully good deliberation in a 
situation are facts that the agent either is or ought to become aware of, then 
there are no deliberatively inaccessible facts which need to figure in fully good 
deliberation. When we combine this result with the claim that figuring in fully 
good deliberation in a situation is a necessary condition for being a reason to 
act in that situation, we get RAA: a fact is a reason only if it is deliberative 
accessible to the agent for whom it is a reason. 

                                                             
67 Let me note once again that t�Š�‡�� �•�‡�•�•�‡�� �‘�ˆ�� �î�‘�—�‰�Š�–�ï�� �–�Š�ƒ�–�� �‹�•�� �—�•�‡�†�� �Š�‡�”�‡�� �‹�•�� �•�ƒ�›�� �•�‘�–�� �„�‡��
expressing �î�Š�ƒ�•�� ���•�‘�•�–���� �”�‡�ƒ�•�‘�•�ï, but rather should be taken �–�‘�� �‡�š�’�”�‡�•�•�� �î�”�ƒ�–�‹�‘�•�ƒ�Ž�Ž�›��
�”�‡�“�—�‹�”�‡�†�ï�����•�‡�‡���•�‡�…�–�‹�‘�•���v�ä�t�ä�v���ˆ�‘�”���†�‹�•�…�—�•�•�‹�‘�•���ä 
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To resist this line of thought, we must reject one or more of the 
following claims: (a) all of the facts that figure in fully good practical 
deliberation in a situation are facts that the agent either is, or ought to become, 
aware of when deliberating about what to do; (b) all of the facts that agents 
ought to become aware of if their practical deliberations are to count as fully 
good are facts these agents can become of, when deliberating about what to 
do; (c) a fact is a reason for an agent in a situation only if this fact is a fact that 
figures in fully good practical deliberation in that situation. I will li mit the 
present discussion to (a) and (c); both of these claims can, I believe, be 
reasonably rejected. 

���”�‡�� �–�Š�‡�”�‡�� �ˆ�ƒ�…�–�•�� �•�—�…�Š�� �–�Š�ƒ�–�� �–�Š�‡�‹�”�� �ƒ�„�•�‡�•�…�‡�� �‹�•�� �ƒ�•�� �ƒ�‰�‡�•�–�ï�•�� �†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•��
constitutes a deliberative defect, yet of which it is not true that the agent ought 
to become aware of them when deliberating? Intuitively compelling examples 
of facts meeting these conditions are, I assume, facts that the agent can no 
longer become aware of, but which were once accessible to that agent, and 
which the agent ought to have taken notice at that time. Consider a doctor 
who, as of t, cannot access a certain �’�ƒ�–�‹�‡�•�–�ï�•���”�‡�…�‘�”�†�•�á���ƒ�•�†���™�Š�‘���•�‡�‡�†�•���–�‘���†�‡�…�‹�†�‡��
on whether to continue a certain treatment. At some time prior to t, she could 
easily have ac�…�‡�•�•�‡�†���–�Š�‡���’�ƒ�–�‹�‡�•�–�ï�•���”�‡�…�‘�”�†�•�á���„�—�–���ˆ�ƒ�‹�Ž�‡�†���–�‘���†�‘���•�‘�ä�����ƒ�†���•�Š�‡���†�‘�•�‡���•�‘�á��
she would have obtained information that would have put her in a position to 
determine that the treatment has become ineffective and positively harmful, 
�ƒ�•�†���–�Š�ƒ�–���‹�–���‹�•���‹�•���–�Š�‡���’�ƒ�–�‹�‡�•�–�ï�•���„�‡�•t interest to discontinue it. Despite the lack of 
access to this information at t, it still seems that its absence constitutes a 
defect in �–�Š�‡���†�‘�…�–�‘�”�ï�• deliberations at, and onwards from, t: her deliberations 
about whether to continue the treatment are less than fully good, precisely 
because she is unaware of (and thus does not rely on) the information 
�…�‘�•�–�ƒ�‹�•�‡�†���‹�•���–�Š�‡���’�ƒ�–�‹�‡�•�–�ï�•���ˆ�‹�Ž�‡���™�Š�‹�…�Š���„�‡�ƒ�”�•���‘�•���–�Š�‡���‹�•�•�—�‡���ƒ�–���Š�ƒ�•�†�ä�����•���‘�”�†�‡�”���ˆ�‘�”���–�Š�‡��
�†�‘�…�–�‘�”�ï�•�� �†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�•�� �ƒ�„�‘�—�–�� �™�Š�‡�–�Š�‡�”�� �–�‘�� �…�‘�•�–�‹�•�—�‡�� �–�Š�‡�� �–�”�‡�ƒ�–�•�‡�•�–�� �–�‘�� �…�‘�—�•�–�� �ƒ�• 
fully good, the information has to be part of her deliberative process at t; its 
absence entails that, and explains why, this process fails to be fully good. 
 ���Š�‡���‹�•�–�—�‹�–�‹�‘�•���–�Š�ƒ�–���–�Š�‡���†�‘�…�–�‘�”�ï�•���†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�•���‹�•���–�Š�‡���ƒ�„�‘�˜�‡���•�…�‡�•�ƒ�”�‹�‘���ƒ�”�‡��
less than fully good can be supported by noting that it is supported by an 
attractive idea of what fully good deliberation consists in. So far, I have not 
said anything regarding how to fill this notion out any further, but one natural 
�•�—�‰�‰�‡�•�–�‹�‘�•�� �‹�•�� �–�‘�� �–�ƒ�•�‡�� �î�ˆ�—�Ž�Ž�›�� �‰�‘�‘�†�� �†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�ï�� �–�‘�� �„�‡�� �–�Š�‡�� �†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�•�� �ƒ��fully 
virtuous agent would go through in the situation. And we can safely assume 
that a fully virtuous agent would have the information that the doctor in the 
example lacks: such an agent surely would not find herself ignorant of the 
�…�‘�•�–�‡�•�–�•�� �‘�ˆ�� �–�Š�‡�� �’�ƒ�–�‹�‡�•�–�ï�•�� �ˆ�‹�Ž�‡�á�� �ƒ�•�†�� �–�Š�—�•�� �™�‘�—�Ž�†�� �”�‡�Ž�›�� �‘�•�� �–�Š�‡�� �‹�•�ˆ�‘�”�•�ƒ�–�‹�‘�•�� �‹�–��
contains in determining whether or not to continue the treatment. The 
underlying idea here is, of course, that a fully virtuous agent will not find 
herself in some of the conditions that less than fully virtuous agents find 
themselves in. This observation underlies one of the well-known objections to 
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virtue ethical accounts of right action, which define right and wrong in terms 
of what a fully virtuous agent would do: given that there are situations we can 
find ourselves in but which are not situations that a fully virtuous agent would 
end up in, all of the alternatives in such situations lack a deontic status, 
because there is no action that a fully virtuous agent would perform, but 
intuitively, the alternatives we face in these situations do have a deontic 
status.68 But we are not directly concerned with such accounts here; in the 
present context, this observation helps bolster the case for the suggestion that 
fully good practical deliberation will involve making use of information that is 
no longer accessible to actual deliberating agents, because if this suggestion 
about what fully good deliberation consists in is correct, there is no argument 
from a deliberative constraint on practical reasons to RAA.69  

In addition, we can note that this view on what it takes to deliberate in 
a fully good way has some structural similarities to a view John McDowell 
�•�•�‡�–�…�Š�‡�•�� �™�Š�‡�•�� �†�‹�•�…�—�•�•�‹�•�‰�� ���‡�”�•�ƒ�”�†�� ���‹�Ž�Ž�‹�ƒ�•�•�ï�� �ˆ�ƒ�•�‘�—�•�� �ƒ�”�‰�—�•�‡�•�–�� �ƒ�‰�ƒ�‹�•�•�–��
motivational ly inert practical reasons. Williams (1981) defends the view that 
�–�Š�‡�”�‡�� �•�—�•�–�� �„�‡�� �ƒ�� �î�•�‘�—�•�†�� �†�‡�Ž�‹�„�‡�”�ƒ�–�‹�˜�‡�� �”�‘�—�–�‡�ï�� �ˆ�”�‘�•�� �‘�•�‡�ï�•�� �’�”�‡�•�‡�•�–�� �…�‘�Ž�Ž�‡�…�–�‹�‘�•�� �‘�ˆ��
�•�‘�–�‹�˜�‡�•�� ���‘�•�‡�ï�•�� �î�•�—�„�Œ�‡�…�–�‹�˜�‡�� �•�‘�–�‹�˜�ƒ�–�‹�‘�•�ƒ�Ž�� �•�‡�–�ï���� �–�‘�� �–�Š�‡�� �…�‘�•�…�Ž�—�•�‹�‘�•�� �–�Š�ƒ�–�� �‘�•�‡�� �Š�ƒ�•��
reason to act in a certain way, if it is true that one has a reason. On such a 
view, it seems that the set of motives one starts out with will circumscribe the 
�”�ƒ�•�‰�‡�� �‘�ˆ�� �™�Š�ƒ�–�� �‘�•�‡�� �…�ƒ�•�� �‡�•�†�� �—�’�� �™�‹�–�Š�â�� �‹�ˆ�� �–�Š�‡�”�‡�� �‹�•�� �•�‘�� �î�•�‘�—�•�†�� �†�‡�Ž�‹�„�‡�”�ƒ�–�‹�˜�‡�� �”�‘�—�–�‡�ï��
�ˆ�”�‘�•���‘�•�‡�ï�•���…�—�”�”�‡�•�–���•�‘�–�‹�˜�‡�•���–�‘���–�Š�‡���…�‘�•�…�Ž�—�•�‹�‘�•���–�Š�ƒ�–���‘�•�‡���Š�ƒs reason to do A, one 
does not have a reason to do A.70 ���…���‘�™�‡�Ž�Ž�� �‘�„�Œ�‡�…�–�•�� �–�Š�ƒ�–�� ���‹�Ž�Ž�‹�ƒ�•�•�ï�� �ƒ�…�…�‘�—�•�–��
rests on a mistaken view of the relation between practical reasons and good or 
proper practical deliberation, and proposes an alternative take on the matter 
whic�Š�� �†�‘�‡�•�� �•�‘�–�� �Š�ƒ�˜�‡�� �–�Š�‡�� �”�‡�•�–�”�‹�…�–�‹�˜�‡�� �‹�•�’�Ž�‹�…�ƒ�–�‹�‘�•�•�� �‘�ˆ�� ���‹�Ž�Ž�‹�ƒ�•�•�ï�� �ƒ�…�…�‘�—�•�–�ä��
McDowell writes that, on (what he takes to be) a more plausible view of the 
relation between reasons and deliberation,  
 

                                                             
68 For a clear and recent statement of this problem, see Svensson (2010: 259-260).  
69 One response to this line of argument would be to reject the characterization of 
�î�ˆ�—�Ž�Ž�›�� �‰�‘�‘�†�� �†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�ï�� �‹�•�� �–�‡�”�•�•�� �‘�ˆ�� �˜�‹�”�–�—�‡�á�� �ƒ�•�†�� �‹�•�•�–�‡�ƒ�†�� �’�—�–�� �ˆ�‘�”�™�ƒ�”�†�� �ƒ��procedural 
account of fully good practical deliberation, where one lives up to the highest standard 
just in case one complies with all rational requirements on combinations of mental 
states, transitions from one set of states to another, and (perhaps) transitions from 
mental states to bodily movements. But on such a view of what fully good deliberation 
amounts to, the thought of there being any intimate connection between deliberating 
well and what reasons there are seems already to have been given up on; see for 
instance Broome (2005, 2007 a, 2007 b), also Kolodny (2005).  
70 ���Š�‡�–�Š�‡�”�����‹�Ž�Ž�‹�ƒ�•�•�ï���ƒ�…�…�‘�—�•�–���”�‡�ƒ�Ž�Ž�›���‹�•�’�‘�•�‡�•���ƒ�•�›���”�‡�•�–�”�‹�…�–�‹�‘�•�•���‘�•���™�Š�ƒ�–���™�‡���Š�ƒ�˜�‡���”�‡�ƒ�•�‘�• 
to do in an issue that has been widely disputed. See the first part of Finlay (2009) for a 
comprehensive overview of these debates, and see the second part of the same paper 
�ƒ���•�—�‰�‰�‡�•�–�‹�‘�•���ˆ�‘�”���ƒ���†�‹�ˆ�ˆ�‡�”�‡�•�–���™�ƒ�›���‘�ˆ���—�•�†�‡�”�•�–�ƒ�•�†�‹�•�‰�����‹�Ž�Ž�‹�ƒ�•�•�ï���˜�‹�‡�™�•�ä�� 
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�å���–�Š�‡�”�‡�� �‹�•�� �•�‘�� �‹�•�’�Ž�‹�…�ƒ�–�‹�‘�•�á�� �ƒ�•�� �‹�•�� ���‹�Ž�Ž�‹�ƒ�•�•�ï�� ���ƒ�…�…�‘�—�•�–���á�� �–�Š�ƒ�–�� �–�Š�‡�”�‡�� �•�—�•�–�� �„�‡�� �ƒ��
deliberative or rational procedure that would lead anyone from not being 
so motivated to being so motivated. On the contrary, the transition to being 
so motivated is a transition to deliberating correctly, not one effected by 
deliberating correctly; effecting the transition may need some non-rational 
alteration such as conversion (1998: 107, emphases in original). 

 
���…���‘�™�‡�Ž�Ž�ï�•�� �ƒ�…�…�‘�—�•�–�� �”�‡�–�ƒ�‹�•�•�� �–�Š�‡�� �…�‘�•�•�‡�…�–�‹�‘�•�� �„�‡�–�™�‡�‡�•�� �†�‡�Ž�‹�„�‡�”�ƒ�–�‹�•�‰�� �™�‡�Ž�Ž�� �ƒ�•d 
�„�‡�‹�•�‰�� �•�‘�–�‹�˜�ƒ�–�‡�†�� �„�›�� �‘�•�‡�ï�•�� �”�‡�ƒ�•�‘�•�•�á�� �„�—�–�� �‹�–�� �‡�•�’�Š�ƒ�–�‹�…�ƒ�Ž�Ž�›�� �”�‡�Œ�‡�…�–�•�� �–�Š�‡�� �•�—�‰�‰�‡�•�–�‹�‘�•��
that one must be able to arrive at a state of being motivated by way of a 
deliberative process from any given starting point whatsoever. By construing 
the relation between reaso�•�‹�•�‰�� �™�‡�Ž�Ž�� �ƒ�•�†�� �„�‡�‹�•�‰�� �•�‘�–�‹�˜�ƒ�–�‡�†�� �„�›�� �‘�•�‡�ï�•�� �”�‡�ƒ�•�‘�•�•��
�†�‹�ˆ�ˆ�‡�”�‡�•�–�Ž�›�á���–�Š�‡���ƒ�…�…�‘�—�•�–���‹�•���ƒ�„�Ž�‡���–�‘���”�‡�Œ�‡�…�–���–�Š�‡���‹�•�’�Ž�‹�…�ƒ�–�‹�‘�•���–�Š�ƒ�–���‘�•�‡�ï�•���•�‘�–�‹�˜�ƒ�–�‹�‘�•�ƒ�Ž��
starting point can circumscribe the range of possible deliberative outcomes 
without denying that there is an intimate connection between good reasoning 
about what to do and reasons to act. 

Taking our cue from this, the analogous idea is that a transition from 
not thinking about the facts that are reasons that one is not aware of to 
thinking about these facts is to be conceived of as a transition to fully good 
practical deliberation, quite irrespective of whether this is a transition that 
can be achieved in or by way of �†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�ä�����•�‡�ï�•���’�”�ƒ�…�–�‹�…�ƒ�Ž���†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�•���ˆ�ƒ�Ž�Ž��
short of being fully good as long as one is not thinking about all of the relevant 
facts71; what is required for one to come to think of these facts is a wholly 
separate matter however, the details of which have no bearing on whether 
these facts are reasons or not. The resulting view can accommodate the idea 
that what an agent will be thinking about when she is deliberating in a fully 
good way are her reasons, yet it is clearly compatible with a rejection of RAA, 
for it is silent on how, if at all, a fully good deliberative process is to be brought 
about within an agent as she actually is, and it makes what counts as fully 
good deliberation in the circumstances independent of what the agent is, or 
can become aware of, given her actual circumstances.  
 If some view along these lines is defensible, we can reject (a): it is just 
not true that all of the facts that figure in fully good practical deliberation in a 
situation are facts that the agent either is, or ought to become, aware of when 
deliberating about what to do. There are facts that would figure in fully good 
deliberation that an agent can sometimes no longer become aware of, and with 
respect to such facts, it is therefore not (or at least, no longer) true that she 
ought to become aware of them. This suffices for undermining the argument 

                                                             
71 Thinking about (all) of the relevant facts presumably does not exhaust the criteria 
for deliberating well, of course; in order to deliberate well one must also, as we might 
put it, be thinking about them in the right way, e.g., take these facts as reasons, and 
�ƒ�…�…�‘�”�†�‹�•�‰���–�Š�‡�•���–�Š�‡���’�”�‘�’�‡�”���™�‡�‹�‰�Š�–���‹�•���‘�•�‡�ï�•���†�‡�Ž�‹�„�‡�”ations, and so on.  
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from deliberation for RAA. But once again, the considerations adduced may 
appear to support the idea that reasons have to be accessible in some sense. 
Even a fully virtuous agent will not be aware of facts that were at no point 
accessible to her, so if we were to maintain that it is a necessary condition for 
reasonhood that a fact figures in the deliberations of a fully virtuous agent, a 
weaker epistemic restriction seems well-supported. In order to block this 
inference, we need to reject a further claim; it is (c) that I think is false. 
 ���…�Š�”�‘�‡�†�‡�”�ï�•�� �‡�š�ƒ�•�’�Ž�‡�� �‘�ˆ�� �–�Š�‡�� �•�—�”�’�”�‹�•�‡�� �’�ƒ�”�–�›�� �–�Š�ƒ�–�� ���� �ƒ�’�’�‡�ƒ�Ž�‡�†�� �–�‘�� �‹�•��
rejecting the explanatory constraint on reasons also shows why the 
deliberative constraint needs to go. Nate loves successful surprise parties, but 
detests unsuccessful surprise parties. The fact that his friends have gathered 
in his living room in honor of his birthday is a reason for Nate to go home only 
if he is unaware of it. This is not just a fact that cannot figure in the 
explanation of why Nate goes home while retaining its status as a reason for 
him to do so; it is also a fact that cannot figure in his deliberations about 
whether to go home while retaining that status. If figuring in his deliberations 
entails that he is aware of it (which seems plausible, and either way is a claim 
that those who want to push this line of argument against inaccessible reasons 
require), then if it figures in his deliberations, it would not be a reason for him 
to go home. Imagine that Nate is fully virtuous; assuming this does not conflict 
with his preferences regarding surprise parties, it looks like the fact that his 
friends have gathered in his living room would not figure in his deliberations 
about whether to go home while at the same time being a reason for him to go 
home. And that means there are facts which are reasons which do not figure in 
the deliberations of a fully virtuous agent: their being a reason to do A is 
incompatible with their figuring in deliberations about whether to do A, given 
that meeting the latter condition entails that the agent is aware of the fact in 
question. Therefore, figuring in the deliberations of a fully virtuous agent is 
not �ƒ�� �•�‡�…�‡�•�•�ƒ�”�›�� �…�‘�•�†�‹�–�‹�‘�•�� �ˆ�‘�”�� �•�‘�•�‡�–�Š�‹�•�‰�ï�•�� �„�‡�‹�•�‰�� �ƒ�� �”�‡�ƒ�•�‘�•�ä�� ���ˆ�� �„�›�� �î�ˆ�—�Ž�Ž�›�� �‰�‘�‘�†��
�†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�ï�� �™�‡�� �•�‡�ƒ�•�� �–�‘�� �”�‡�ˆ�‡�”�� �–�‘�� �™�Š�ƒ�–�‡�˜�‡�”�� �’�”�‘�…�‡�•�•�� �‘�ˆ�� �†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�� �ƒ�� �ˆ�—�Ž�Ž�› 
virtuous person would go through in the situation at hand, the upshot is that 
there are facts that are reasons to act which do not figure in fully good 
deliberation; therefore, (c) is false.  
 Once again, we can bolster the case for this conclusion by noting that 
there are other facts that cannot figure even in fully virtuous deliberation 
about whether to perform an action, but which nonetheless seem to be 
reasons to perform those actions, where the problem with their playing a role 
in deliberation is not �†�—�‡�� �–�‘�� �ƒ�� �•�™�‹�–�…�Š�� �‘�ˆ�� �–�Š�‡�� �ˆ�ƒ�…�–�ï�•�� �•�‘�”�•�ƒ�–�‹�˜�‡�� �˜�ƒ�Ž�‡�•�…�‡�� �—�’�‘�•��
awareness. There are many worthwhile things that we can only achieve when 
acting spontaneously, without deliberation about whether to perform the 
actions required to obtain them. Making the right moves in a game of soccer 
would be an example: the possible results of performing the right moves give 
us reasons to perform them, but were we to deliberate about whether to 
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perform them, the desirable results would be beyond our reach. It is 
presumably not the case that we cannot at any point be aware of these results 
or their desirability; rather, the point is that practical deliberation of any kind 
prior to performing the required actions that would interfere with our 
obtaining the desired results. It is not plausible to infer that, therefore, there 
actually are no reasons to perform actions that can only be performed 
successfully if one acts spontaneously, without deliberation; rather, it is the 
deliberative constraint on reasons that needs to go. 
 It could be objected that the above attempt to bolster the case for 
rejecting the deliberative constraint fails, because regarding the range of cases 
appealed to, what we can do (and would do, if we were fully virtuous) is 
deliberate about whether to adopt a certain policy or strategy. Obviously, a 
successful soccer player will not deliberate about how exactly to kick the ball 
if he is presented with an opportunity to make a goal, but he can deliberate 
about whether to let himself be guided by instinct or intuition (or whatever) 
on the field, knowing both that he has honed his skills at making the ball end 
up exactly where he wants it to be if he does so, and that thinking about what 
to do will interfere with the successful exercise of his skills. There is, 
therefore, a deliberative process about which policy or strategy for dealing 
with certain situations to adopt, and the actions in the relevant situations are 
performed when, and because, the agent executes this strategy; the reasons 
for action there are for the agent do (or at least, can) play a role in 
deliberations about what strategy to adopt. And that suffices for these reasons 
to count as things that will play some role in good deliberations about 
whether to perform the actions in question.  
 I am not convinced. What figures in the deliberations of the soccer 
player who settles on not thinking about what to do when confronted with an 
opportunity for scoring a goal but instead going by his instincts or intuitions 
are not the facts that give him reasons to kick the ball in such-and-such way 
right now (the current position of the keeper, his own position, the speed and 
direction of the ball, etc.). But those facts are among the reasons for him to 
kick the ball in such-and-such way right now, with a certain velocity, and in a 
certain angle, and so on. If these facts did not obtain, he would not have good 
reason to make the movements that he needs to make in order to score a goal 
at this moment. As these facts are surely not among those he has been thinking 
about in the locker room or during training, these facts did not play any role in 
his deliberations about whether to let himself be guided by his instincts or 
intuitions in the field. But as they nonetheless are reasons to act for him in this 
very moment, there are facts that are reasons for him that do not play a role in 
his deliberation even if the process of deliberation was fully good. While 
indeed we can deliberate about what policy or strategy to adopt in those 
situations where deliberation would interfere with acting in a way that 
secures the desirable result which provides the reason for action, what figures 
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in our deliberations at those points simply does not exhaust the reasons for 
performing the relevant actions. The fact that if our soccer player kicks the 
ball in such-and-such way right now, it will hit the back of the net is of course 
only a reason to do so given that scoring a goal contributes to winning the 
game and that winning the game is something desirable (and so on), but it is 
only these latter facts that will be part of the deliberative process prior to 
entering the field (no matter how good that process is), not the facts of the 
situation��yet these facts are reasons to act in a certain way as well. 
 Alternatively, it could be objected that the examples rely on a far too 
�‡�š�ƒ�Ž�–�‡�†���˜�‹�‡�™���‘�ˆ���™�Š�ƒ�–���î�†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�ï���‹�•�ä�����Š�‡���•�‘�…�…�‡�”���’�Ž�ƒ�›�‡�”�ï�•���”�‡�•�’�‘�•�•�‡���–�‘���–�Š�‡���ˆ�ƒ�…�–�•��
of the situation constitutes deliberation, simply because he responds aptly to 
those facts upon becoming aware of them. But if one wants to water down 
�‘�•�‡�ï�•�� �˜�‹�‡�™���‘�ˆ�� �™�Š�ƒ�–���†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�� �‹�•���–�‘�� �•�‘�•�‡�–�Š�‹�•�‰���–�Š�ƒ�–�� �•�ƒ�•�‡�•�� �–�Š�‡���•�‘�…�…�‡�”�� �’�Ž�ƒ�›�‡�”��
count as someone who deliberates, it is no longer clear that the deliberative 
constraint is distinct from the explanatory constraint, for the latter requires 
merely that facts are capable of playing a role in the explanation of what an 
agent does on an occasion, without requiring that the agent deliberates (in a 
more substantial sense) about what to do. The details of the situation will 
presumably play a central role in the explanation of why the soccer player 
makes the move he makes, and so if this is �Š�‘�™���™�‡���—�•�†�‡�”�•�–�ƒ�•�†���î�†�‡�Ž�‹�„�‡�”�ƒ�–�‹�‘�•�ï, 
this case is no counterexample. However, if the deliberative constraint is to 
add anything, it must be distinct from the explanatory constraint; 
furthermore, I have already argued against the explanatory constraint, and so 
if we these constraint to amount to the same thing, we can reject them both. 
 Even if this attempt to bolster the case fails (because this response is 
inadequate), examples of reasons that favor certain action only if the agent is 
unaware of them tell against the requirement of figuring in fully good (fully 
virtuous) deliber ation; this, to my mind, by itself suffices for rejecting the 
deliberative constraint. And with that constraint thrown out, not even the 
meager victory of establishing that reasons to act are accessible in some sense 
has been obtained, because the crucial step in the argument leading up to this 
conclusion��the deliberative constraint��is incorrect, or at least, something that 
we can reasonably reject. And with that, the second major possible source of 
support for RAA drops out of the picture. 

This concludes the discussion of the possible lines of argument 
supporting RAA that I have been able to come up with . I will leave it to those 
who find this thesis attractive to formulate a different defense of their view, 
either by showing that it in fact does not need any support, or that it can be 
supported by some as-of-yet unknown argument. For the moment, I conclude 
that we are entitled to rejecting RAA. I have not offered much by way of direct 
support for its rejection, but the task I had set myself was to show that 
rejecting it is reasonable, and I hope to have succeeded at showing that this is 
indeed reasonable. The last section of the chapter will summarize the moves 
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made along the way to this conclusion, and connect it to the worry about 
inaccessible obligations we started out with. 

 
 

4.4 Summary and conclusion  
 
In this chapter, I have addressed the worry that inaccessible obligations fail to 
be normative. The claim that obligation is a normative phenomenon us, I 
suggested, plausibly understood as the claim that obligations entail reasons. 
More specifically, the claim is that necessarily, if an action is morally 
obligatory, then there is most moral reason to perform this action (i.e., the 
balance of moral reasons favors an action that is obligatory). The worry that 
inaccessible obligations fail to be normative can then be understood as 
claiming that the entailment fails to hold for inaccessible obligations��it is, in 
other words, possible that the balance of moral reasons does not favor actions 
that are (claimed to be) obligatory, and where the deontic status of these 
actions is inaccessible to the agents for whom they are obligatory. I examined 
two claims that can be offered to support this contention: either one can 
maintain that reasonhood entails awareness, in the sense that if a fact is a 
reason to act for an agent, then that agent has to be aware of this fact (REA), or 
one can maintain that reasons to act are necessarily accessible, in the sense 
that if a fact is a reason to act for an agent, that agent has to be able to become 
aware of this fact (RAA). If either of these claims is correct, the reasons there 
are to act in a certain way cannot be inaccessible, in which case agents are 
always able to determine what the balance of reasons favors in a given 
situation. And if that is the case, then agents also are always able to determine 
whether an action is obligatory for them; this of course contradicts the claim 
that inaccessible obligations are possible.  
 After having clarified the objection in this way, I examined REA and 
RAA in turn. I argued, first, that REA cannot be successfully supported by 
�ƒ�’�’�‡�ƒ�Ž�� �–�‘�� �‡�‹�–�Š�‡�”�� �î�–�Š�‡�� �‡�š�’�Ž�ƒ�•�ƒ�–�‘�”�›�� �…�‘�•�•�–�”�ƒ�‹�•�–�ï�� �‘�”�� �î�–�Š�‡�� �†�‡�Ž�‹�„�‡�”�ƒ�–�‹�˜�‡�� �…�‘�•�•�–�”�ƒ�‹�•�–�ï�ä��
That is, if one holds that reasons must be capable of explaining why an agent 
acts on a certain occasion, or that reasons figure in good deliberation, neither 
of these claims will help in motivating the claim that reasonhood entails 
awareness. I also argued that the fact that accepting that unknown facts can be 
reasons brings with it accepting that it can be irrational or unreasonable to do 
what one has most reason to do is not an embarrassment. Rather, we should 
embrace the possibility that reasons and rationality diverge, for the view that 
only facts that agents are aware of can be reasons has wildly implausible 
implications.  
 Second, I argued that while both the explanatory and the deliberative 
constraint appear to hold out some promise for supporting the view that 
reasons must, in some sense, be accessible, both of these constraint can be 
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reasonably rejected. Counterexamples to both are easily generated, and 
additionally, there is a diverse range of cases which cannot be reconciled with 
either of these proposed constraints on reasons. With the two main possible 
sources of support for an accessibility constraint on reasons out of the picture, 
accepting that there is no such constraint is reasonable; this in turn means 
that there is no obstacle to accepting that there are reasons that are 
inaccessible, not just deliberatively, but in any sense. And if that is so, then 
inaccessible obligations do not fail to be normative��or at the very least, we 
have not seen any ground for doubting that such obligations are normative, in 
the sense of entailing that the balance of (moral) reasons favors the 
performance of the relevant actions. 
 The main purpose of this chapter was to answer a possible objection 
to the idea that there can be inaccessible obligations. The exploration of 
whether considerations familiar from discussions of whether the existence of 
practical reasons requires the presence of desires should be of some 
independent interest as well. Putative epistemic conditions on reasonhood 
have not received anything close to the amount of attention that has been 
given to conative conditions, even though the former are arguably as 
important as the latter for the question of whether reasons to act should be 
thought of as being �î�•�—�„�Œ�‡�…�–�‹�˜�‡�ï�� �‘�”���î�‘�„�Œ�‡�…�–�‹�˜�‡�ï�ä������ �ƒ�”�‰�—�‡�†���–�Š�ƒ�–���™�Š�ƒ�–���‹�•�‹�–�‹�ƒ�Ž�Ž�›���•�ƒ�›��
have looked like considerations capable of supporting quite strong epistemic 
constraints (e.g., awareness or deliberative accessibility) turn out to be 
incapable of doing so, not just because they fail to support anything but the 
weakest possible epistemic constraint once they are properly understood, but 
(more fundamentally)  because these considerations themselves cannot 
withstand scrutiny. While I have not shown that there cannot be a successful 
defense of epistemic conditions for reasonhood, I take it that negative results 
are of interest even if they do not amount to an impossibility proof. 
 This concludes my examination of possible justifications for the claim 
that the deontic status of actions is deliberatively accessible. The next and 
final chapter of this essay will review what has been shown so far, and 
indicate what still needs to be shown. 
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Chapter 5 Summary and conclusion 
 
 
 
 
 
5.1. Summary 
 
The main aim of this essay was to examine if the following claim is defensible: 
when you are under an obligation to perform a particular action, you are 
always able to come to know that you are, at or prior to the time of action. I 
called this claim ‘ACCESS’, and formulated it as follows in Chapter 1:  
 

ACCESS: For any agent S and action A, necessarily, if S ought to do A at t i, 
then there is a time tj such that 

ACCESS is true, and not the other way around. I also argued that 
understanding the demand for a useful moral theory in a logically weaker way, 
so that it amounts to nothing more than the claim that a moral theory is better 
if (and because) it is practically useful, is not something that can do any work, 
for the sense in which a theory might be a better theory if it is practically 
useful is incapable of providing us with (independent) reasons to believe a 
theory. In the last part of the chapter, I examined whether or not wishful 
thinking in moral theorizin g is rationally defensible, that is, whether there are 
valid instances of arguments of the form ‘it would be good if p, therefore, p’ 
where ‘p’ stands for a moral (or evaluative) claim. I argued that, contrary to 
what some have claimed, this is not the case. 
 Chapter 3 turned to discuss the widely accepted principle that ‘ought’ 
implies ‘can’ (OIC). I first examined whether or not a ban on inaccessible 
obligations is entailed by OIC on any plausible formulation of the principle, 
and argued that this is not so. After that, I examined whether popular 
theoretical justifications for the OIC-principle are, by the same token, 
justifications for ACCESS as well. I considered three such justifications: the 
first was the ‘argument from blame’, the second the ‘argument from fairness’, 
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and the third appealed to a view about the ‘point ’ or purpose of deontic 
evaluation (which I dubbed ‘PURPOSE’). I argued that the arguments 
discussed not only fail to support ACCESS, but also fail to support the ‘ought’ 
implies ‘can’-principle . When discussing the argument from blame, I argued 
against the following claim about the relation between wrongdoing and 
blameworthiness: 
 

Wrongdoing Entails Blameworthiness (WEB): Necessarily, if an agent S acts 
wrongly in performing action A, then S is blameworthy for doing A 

 
Contrary to what WEB entails, there are excuses for wrongdoing, understood 
in the standard way, and therefore, there is such a thing as blameless 
wrongdoing. With regard the argument from fairness, I argued that 
considerations of fairness do not properly apply to deontic principles, and in 
addition, that even if they do, such considerations would support some wildly 
implausible results. Finally, when discussing the third justification for OIC, I 
argued that if providing practical guidance is what deontic evaluation ‘is for’, 
that is, if we have and use the deontic concepts (RIGHT, WRONG, and OBLIGATORY) 
in order to help us make decisions about what to do, this gives us no reason at 
all for thinking that deontic evaluation is capable of providing practical 
guidance. It may very well be true that our deontic concepts simply cannot do 
what they were meant to do. 
 Chapter 4 went on to consider what I dubbed the ‘objection from failed 
normativity’ against inaccessible obligations. In a nutshell, the idea behind the 
objection is that if the fact that you ought to act in a certain way is inaccessible 
to you, this fact would fail to be normative for you–the fact would be, so to 
speak, not ‘part of the normative landscape’ for you. I proposed to understand 
‘normativity’ in terms of reasons. Obligations are normative in the sense that 
the fact that an action A is obligatory entails that there is sufficient (moral) 
reason to perform A. Is there ground for thinking that the entailment does not 
hold when the fact that A is obligatory is inaccessible? I started with 
considering the claim that only facts that agents are aware of can be reasons to 
act for them, a claim that I dubbed ‘REA’:  
 

Reasonhood Entails Awareness (REA): For any fact F, agent S, and action A, 
necessarily, if F is a reason for S to do A, then S is aware of F 

 
This claim, I argued, is incorrect: not only does it fail to receive support from 
the considerations that can be offered in its defense (the explanatory and 
deliberative conditions), it also restricts what reasons there are in a way that 
cannot make sense of how we think and talk about reasons. Furthermore, the 
fact that allowing for reasons that agents are unaware of forces us to accept 
that what there is (most) reason to do and what it is rational to do can come 
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apart is not an embarrassment. Then I considered the weaker claim that only 
deliberatively accessible facts are reasons to act, which I dubbed ‘RAA’:  
 

Reasons Are (Deliberatively) Accessible (RAA): For any fact F, agent S, and 
action A, necessarily, if F is a reason for S to do A, then F is deliberatively 
accessible to S 

 
This less demanding view does not suffer from the same problems as REA, but 
just like the stronger view, it too fails to be supported by what may look like 
considerations counting in its favor, i.e., the explanatory and deliberative 
conditions on reasons. These conditions, I argued, are indefensible on closer 
inspection: reasons need not be capable of explaining why agents act, nor 
need they figure in fully good (or virtuous) practical deliberation. The upshot 
of this is that there is no good ground for thinking that the entailment (from 
obligations to reasons) fails to hold for inaccessible obligations, because facts 
can be reasons to act even if the agents for whom these facts are reasons are 
unaware of them, and even when they are unable to become aware of them. 
 
 
5.2. Concluding remarks  
 
Where does this leave us? What I hope to have shown is that there is no sound 
theoretical rationale for ACCESS; if I have succeeded at that task, we can 
reasonably conclude that this claim should not be taken as something that is 
capable of constraining what the correct account of deontic status can be. In 
other words, objections to a proposed account of the deontic status of actions 
that are based on the observation that the account in question is incompatible 
with  ACCESS lack force. Yet if there is no theoretical rationale for ACCESS, this 
does not by itself show that this claim is false. For all I have said, it may be true 
that what we morally ought to do is always within our epistemic reach, when 
we are deliberating about what to do. But if that is the case, this will have to 
‘fall out’ of the correct account of deontic status, an account that has to be fully 
defensible on other grounds, not by appeal to the considerations that were 
discussed (and rejected) in the foregoing. We might put this by saying that, if 
ACCESS is correct, then the claim has the status of a theorem, not that of an 
axiom, in moral theorizing. 
 A natural question to ask at this point is this: is there reason to expect 
that the correct account of deontic status implies that deontic status will be 
deliberatively accessible? I believe that, in fact, we have reason to expect the 
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opposite to be the case, for the following reason.1 An account of deontic status 
identifies those features of actions that ‘make’ actions wrong, i.e., the features 
of an action in virtue of which an obligatory action is obligatory (likewise for 
‘right’ and ‘wrong’). These features, which either are always co-instantiated 
with or are the base properties upon which deontic properties supervene (in 
case there are deontic properties), or the properties that our deontic concepts 
refer to (in case there are no deontic properties) better be properties that 
matter, that is, properties that are worth caring about. There have to be such 
properties in case we want to maintain that the deontic evaluation of actions 
ought to play an important, perhaps even overriding, role in practical 
deliberation (see section 3.4). I have argued that if deontic status is 
deliberatively accessible, then so are the features of actions in virtue of which 
actions have the deontic status that they have (see Chapter 1). Defending an 
account of the deontic status of actions that implies ACCESS would, then, 
involve showing that the only features of actions which matter in the relevant 
sense are features that are accessible, but on the face of it, this is clearly not 
the case: for example, facts about the amount of suffering that will result if an 
action is performed matter morally (if anything does2), yet such facts are, we 
can safely assume, at best only in part accessible to us. If we cannot appeal to 
ACCESS, then we cannot rule such facts out from the set of facts that are 
relevant to whether an action ought or ought not to be performed. And it will 
not do, I take it, to argue that these kinds of facts do not matter ‘in the right 
way’, at least if we take the suggestion here to be that such facts do not 
provide practical reasons–for the view that these kinds of facts fail to provide 
reasons can, it seems, only be defended if there is some epistemic restriction 
which facts can be or provide a reason to act, but I have argued that there is no 
ground for believing that there is any such restriction (in Chapter 4). 
Therefore, we should not expect that the features which ‘make’ actions 
obligatory (right, wrong) are accessible, and therefore, we should not expect 
that the correct account of deontic status will imply ACCESS. 

These observations also suggest some further comments on what I 
dubbed ‘the deflationary view’ in Chapter 1, i.e., the view that consists of the 
following two claims (a): our deontic terms have different senses, and (b) 

                                                           
1 The basic idea presented in this paragraph is far from new–Julia Driver for example 
(2012: 96) traces it back to G. E. Moore (1988 [1903]). However, the way that I spell it 
out is, I believe, original. 
2 By ‘matter morally’, I do not mean to say that these facts necessarily matter to what 
we morally ought to do (for that is what is in question), merely that they matter 
irrespectively of whether we in fact care about them. Some philosophers hold that 
nothing matters in this sense; defending such a view would be a way of resisting the 
claims I make in this paragraph which does not rest on an appeal to the sort of 
considerations that I have dismissed in this essay. I leave this form of moral 
skepticism aside here, as I have been doing throughout. 
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these senses are all equally important, or basic. If our deontic terms indeed 
have different senses, including an ‘objective’ and a ‘subjective’ sense, one 
ground for maintaining that the objective sense is the most important among 
these is that it is only if an action is obligatory in the objective sense that we 
can infer that we will have most (moral) reason to perform that action, and 
reasons, I have suggested, are what is ‘basic’ to normativity. Perhaps the 
deontic terms also have a subjective sense, however, we do not always have 
most or sufficient reason to do what is subjectively obligatory (or right), nor 
do we always have most or sufficient reason to refrain from doing what is 
subjectively wrong. Put differently, subjective rightness (etc.) lacks ‘normative 
force’, and thus even if there is a ground for using the deontic terms in this 
way in addition to using them in the objective sense, that ground is not that 
falling under the relevant subjective deontic concept has normative force. 
Normativity is a matter of what there is reason to do; the balance of reasons, 
which is determined by all of the facts counting in favor or against an action, 
can weigh against a subjectively right (or subjectively obligatory) action, and 
in favor of a subjectively wrong action. As there is reason to expect that the 
facts that are or provide reasons will not  always be accessible, this is not 
merely an abstract possibility, but rather something that we should expect to 
be the case quite often. 

There is also a different way of spelling out what the basic, 
fundamental, or most important sense of our deontic terms is: we could hold 
that the objective sense is conceptually basic, meaning that we can understand 
the other senses in terms of it. If we take the subjective sense of ‘wrong’ to be 
tied to blameworthiness, then, provided the picture I have sketched of the 
relation between wrongdoing and blameworthiness (in 3.2.5) is on the right 
track, the objective sense of ‘wrong’, which is tied to what we have most or 
good reason not to do, is conceptually basic. We can understand the conditions 
of ‘being blameworthy’, and thus of what it is to act ‘subjectively wrong’, in 
terms of failures to respond properly to the reasons one is aware of, or in 
terms of the reasons one takes there to be. If, on the other hand, we take the 
subjective sense of ‘obligatory’ to be tied to what we are rationally required to 
do, then, provided the picture I have sketched of the relation between what we 
have reason to do and what we are rationally required to do (in 4.2.4) is on the 
right track, we can understand the conditions under which we are rationally 
required, and thus ‘subjectively obligated’, to do a certain thing in terms of 
meeting requirements that are instrumental, both in doing what there is most 
reason to and avoiding doing what there is most reason not to do. On either 
picture, the objective sense of the deontic terms is conceptually basic. And so 
we can maintain that even if the deontic terms have different senses, there is 
ground for holding that the objective sense is the sense that is fundamental, 
and the one that matters most. 
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Finally, to return to the concerns of Chapter 2, it should be 
acknowledged that we may well not be able to use the correct principles that 
specify the conditions under which actions are morally right, wrong, or 
obligatory (in the fundamental, objective sense) when we are engaged in 
practical deliberation, for it is unlikely that we are always able to determine 
what the deontic status is of the alternatives open to us. In other words, the 
argument outlined supports taking a skeptical stance towards the demand for 
a practically useful moral theory. Be that as it may, even if our moral 
obligations are often inaccessible, we need not be wholly in the dark in our 
efforts to do what we ought to do. This is so because we might be able to 
specify a set of practically useful requirements (or ‘secondary rules’, if you 
will ) that can help us, albeit imperfectly and unreliably, in acting in morally 
successful ways, and in avoiding serious moral failures. But if the arguments 
offered in the foregoing have succeeded, it would be a serious mistake to view 
these requirements either as basic or as equally important as the principles 
characterizing what we objectively ought to do, and refrain from doing. If any 
such requirements can indeed be specified, they would be of a derivative 
nature, both conceptually and normatively, and they would at best provide an 
us with an approximation of what we ought, and have most reason, to do. 
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Samenvatting in het Nederlands 
 
 
 
 
 
Dit proefschrift , getiteld ‘Ontoegankelijke Verplichtingen’, bespreekt de vraag: 
wanneer een handeling moreel vereist is voor ons, zijn we dan altijd in staat 
om te bepalen dat dit zo is? Veel filosofen zijn de opvatting toegedaan dat er 
niet zoiets is als een ‘onkenbare plicht’, en stellen dan ook dat het antwoord op 
deze vraag positief is. Als zij gelijk hebben, dan zijn de moreel relevante 
eigenschappen van een handeling–de eigenschappen op grond waarvan een 
handeling moreel vereist, toegestaan, of niet toegestaan is–eveneens altijd 
kenbaar, of ‘epistemisch toegankelijk’. Als deze stelling correct is, heeft dat 
grote gevolgen voor hoe een adequate morele theorie er uit zou kunnen zien. 
Een adequate morele theorie kan in dat geval de morele status van een 
handeling niet funderen op eigenschappen van een handeling die epistemisch 
ontoegankelijk kunnen zijn, zoals (bijvoorbeeld) de kwaliteit van de gevolgen 
van een handeling, of de mate waarin een handeling de rechten van eenieder 
respecteert. Een adequate morele theorie zou de morele status van 
handelingen op louter toegankelijke eigenschappen moeten funderen, zoals de 
door de actor verwachte gevolgen van een handeling, bijvoorbeeld. Hoofdstuk 
1 werkt deze suggesties over de relevantie van de vraag naar de epistemische 
toegankelijkheid van de morele status van handelingen verder uit, en 
introduceert enige terminologie. 

Hoofdstuk 2 onderzoekt of de stelling dat de morele status van 
handelingen kenbaar is gefundeerd kan worden in de eis dat een morele 
theorie praktisch bruikbaar is. Na het verhelderen van het begrip ‘praktische 
bruikbaarheid’ worden drie interpretaties van de eis van praktische 
bruikbaarheid besproken: de ‘constitutieve interpretatie’, die inhoudt dan een 
set van uitspraken niet als een morele theorie geldt als zij niet praktisch 
bruikbaar is, de ‘alethische interpretatie’, die inhoudt dat een morele theorie 
niet correct is indien zij niet praktisch bruikbaar is, en de ‘evaluatieve 
interpretatie’, die praktische bruikbaarheid als een wenselijke eigenschap van 
een morele theorie opvat (in tegenstelling tot strikt vereiste). De constitutieve 
interpretatie van de eis wordt verworpen omdat zij zowel ongefundeerd en 
onverdedigbaar is, en de evaluatieve interpretatie omdat zij ofwel tot de 
conclusie leidt dat er geen goede reden is om ons te bekommeren om 
praktische bruikbaarheid, ofwel een beroep moet doen op de implausibele 
afleidingsregel ‘indien het goed zou zijn als p, dan p’. De alethische 
interpretatie is acceptabel, maar zij heeft tot gevolg dat de eis dat een morele 
theorie praktisch bruikbaar is slechts als legitiem kan worden beschouwd 
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indien de morele status van handelingen epistemisch toegankelijk is; dit 
impliceert dat de eis dat een morele theorie praktisch bruikbaar is niet als 
grond kan dienen voor de stelling dat de morele status van handelingen altijd 
epistemisch toegankelijk is. Deze stelling zal op een andere wijze verdedigd 
moeten kunnen worden, indien zij inderdaad verdedigbaar is. 

Hoofdstuk 3 onderzoekt of de stelling dat de morele status van 
handelingen kenbaar is gefundeerd kan worden in het principe dat ‘behoren’ 
(‘ought’) ‘kunnen’ (‘can’) impliceert. Dit onderzoek valt in twee deelvragen 
uiteen: (1) bestaat er een interpretatie van ‘kunnen’ in dit principe zodanig dat 
kan worden gesteld dat we niet in staat zijn te doen wat we behoren te doen, 
indien we niet in staat zijn te bepalen wat we behoren te doen? En (2) zijn de 
redenen om het principe dat ‘behoren’ ‘kunnen’ impliceert te accepteren 
tegelijkertijd ook redenen om te accepteren dat ‘behoren’ ‘kan weten dat je 
behoort’ impliceert te accepteren? Met betrekking tot deelvraag (1) wordt 
beargumenteerd dat het antwoord negatief is: het is een vergissing om te 
denken dat met niets dan een beroep op een specifieke interpretatie van het 
begrip ‘kunnen’ de stelling dat er geen epistemisch ontoegankelijke morele 
plichten zijn verdedigd kan worden. Met betrekking tot deelvraag (2) worden 
drie populaire gronden voor het accepteren van het principe (dat ‘behoren’ 
‘kunnen’ impliceert) onderzocht: (a) een beroep op de conceptuele relatie 
tussen verkeerd handelen en verwijtbaarheid, (b) een beroep op een principe 
van billijkheid (‘fairness’), en (c) een beroep op de functie van morele 
oordelen. Deze drie gronden blijken, wanneer zij nader geïnspecteerd worden, 
niet enkel geen steun te bieden voor de stelling dat ‘behoren’ ‘kan weten dat je 
behoort’ impliceert, maar eveneens geen steun te bieden voor het 
aanvankelijke principe. 

Hoofdstuk 4 bespreekt de vraag of er altijd afdoende reden is om een 
handeling te verrichten, wanneer deze handeling verplicht is maar we geen 
toegang hebben tot het feit dat zij verplicht is. Indien dit niet zo zou zijn, zou 
epistemisch ontoegankelijke plichten geen ‘normatieve kracht’ bezitten, maar 
normatieve kracht is nu juist kenmerkend voor moraal. De discussie in dit 
hoofdstuk spitst zich toe op twee stellingen over redenen: (1) een feit F is een 
reden voor een actor slechts dan als de actor zich bewust is van F, en (2) een 
feit is een reden voor een actor slechts dan als de actor epistemische toegang 
heeft tot F. Centraal staat de vraag of beide stellingen ondersteund kunnen 
worden met een beroep op ofwel (a) het vereiste dat praktische redenen een 
rol moeten kunnen spelen in een verklaring van waarom een actor handelt 
(het ‘verklarende vereiste’) ofwel (b) het vereiste dat redenen een rol moeten 
kunnen spelen in goede praktische deliberatie (het ‘deliberatieve vereiste’). 
Met betrekking tot stelling (1) wordt geconcludeerd dat noch (a) noch (b) de 
vereiste steun biedt; met betrekking tot stelling (2) wordt geconcludeerd dat 
alhoewel (a) en (b) mogelijk de vereiste steun kunnen bieden, deze vereisten 
zelf geen stand houden wanneer we hen nader bestuderen. Er zijn zowel 
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