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Chapter 1

Introduction and Overview

This dissertation investigates two issues regarding the behaviour of �rms and
the role of �rms for business cycles. The �rst issue is whether �nancial inno-
vation has led to a change in the �rm �nancing behaviour, which could be one
of the reasons for the relatively long period of macroeconomic stability before
the recent crisis. A well-documented stylised fact is that the time from around
1980 to the beginning of the recent recession has been marked by relatively mild
macroeconomic �uctuations, which led Stock and Watson (2002) to label this
period as the Great Moderation. This period coincided with the rapid develop-
ments in the �nancial sector, due to both �nancial innovation and deregulation.
A natural question that arises is whether the developments in the �nancial sec-
tor and the moderation of the business cycle are related. Dynan, Elmendorf,
and Sichel (2006) argue that the developments in the �nancial sector could be
the cause for the Great Moderation. The hypothesis is that if �nancial innova-
tion has reduced frictions in lending, so that economic agents are able to obtain
additional �nancing during an economic downturn, then the downturn may be
shorter and less severe than before. This view is not necessarily inconsistent
with the view that �nancial innovation and deregulation triggered the recent
�nancial crisis. The reason is that changes in �nancial markets may have made
it easier for �nancial intermediaries to provide �nancing during mild economic
downturns, but may also have increased risk taking and the chance of a severe
economic downturn. Chapters 2 and 3 address the hypothesis that �nancial in-
novation has reduced frictions in lending from the perspective of �rm �nancing.
They examine the empirical evidence for this hypothesis and �nd that there
are indications that the reduction of frictions in lending to �rms had a positive
e�ect on the moderation of the business cycle.

The second issue this dissertation addresses is whether the announcement of
good news about future productivity can cause a joint increase in consumption,
investment, output and employment before the good news becomes reality. This
phenomenon is referred to as the Pigou cycle, after the British economist A. C.
Pigou, who argued as early as 1927 that beliefs about future developments can
have consequences on current macroeconomic conditions. Recent empirical re-
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search indicates that this may indeed be the case and that good news about
future productivity causes a Pigou cycle (Beaudry and Portier, 2004 and 2006;
Schmitt-Grohé and Uribe, 2008). The standard real business cycle model, how-
ever, cannot generate a Pigou cycle. Den Haan and Kaltenbrunner (2009) show
that a simple labour market matching model can generate Pigou cycles, but
only for a limited range of parameter values. The contribution of chapters 4
and 5 is that they present two models that can robustly generate Pigou cycles.
The key ingredients of both models are the strong and quick response of �rms
to shock announcement and the presence of frictions in the labour market.

There are two common threads that appear throughout this dissertation.
The �rst theme is �rms and the consequences of their responses to shocks for the
business cycle. The second theme is frictions, either in lending or in the labour
market, which can alter the strength, the persistence or even the direction of
�rms' responses to shocks, and thus a�ect the business cycle.

Overview

Chapter 2 focuses on a comprehensive measure for �rm debt. The aim is
to investigate whether the behaviour of total �rm debt at the aggregate level
before the Great Moderation is di�erent from its behaviour during the Great
Moderation. More precisely, the chapter investigates whether the changes in the
behaviour of �rm debt are consistent with the hypothesis about how �nancial
innovation has contributed to the moderation of the business cycle.

This hypothesis, called the �nancial innovation hypothesis, has four impli-
cations for �rm debt and output. First, the comovement between �rm debt and
output should decrease after �nancial innovation. Second, during an economic
downturn the decrease in output should be larger before than after �nancial in-
novation. Third, the decrease in �rm debt during an economic downturn should
be larger before �nancial innovation than after it. Finally, �rm debt should
a�ect output.

The main �nding of chapter 2 is that, conditional on the monetary policy
shock, the evidence is consistent with the implications of the �nancial innovation
hypothesis. The results indicate that there has been a change in the behaviour of
�rm debt and output after an unexpected monetary tightening. An unexpected
monetary tightening is followed by a signi�cant decrease in �rm debt before
1980, and by a signi�cant increase in �rm debt after 1985. Moreover, output
used to fall sharply and signi�cantly after a monetary tightening before 1980,
but after 1985 the response of output is almost �at. Monetary policy shocks
used to be important drivers of the positive comovement between �rm debt and
output before 1980, but but this is no longer the case after 1985. These �ndings
are consistent with the �nancial innovation hypothesis.

The �ndings conditional on the real activity shock are less favourable for the
�nancial innovation hypothesis. In particular, after the negative shock to real
activity, �rm debt decreases by more after 1985 than before 1980.1

1However, given the identi�cation assumption used in the chapter, the shock to real ac-
tivity is not a structural shock. The �ndings conditional on the real activity shock should
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Chapter 2 investigates two alternative hypotheses that could explain the dif-
ferences found in the responses of �rm debt and output. The �rst alternative
hypothesis is that the change in the response of �rm debt to a monetary tight-
ening is driven by the change in the response of output. The second alternative
hypothesis is that the changes in the responses of �rm debt and output are
due to the change in the way monetary policy is conducted. Counterfactual
experiments provide no support for either of the alternative hypotheses. An ad-
ditional hypothesis about the mechanism through which �rm debt enables �rms
to smooth out �uctuations in production is also investigated. The idea is that if
it is possible for �rms to borrow more in order to �nance a temporary increase
in inventories, they do not have to decrease production as much as without this
possibility. The results show that �rm debt and inventories are more closely
linked after 1985, which indicates that this additional hypothesis is plausible.

Chapter 3 extends the analysis of the e�ects of �nancial innovation to in-
dividual components of �rm debt. Total �rm debt investigated in chapter 2
consists of bonds, mortgages, bank loans, other loans and advances, and com-
mercial paper. These types of �rm liabilities have very di�erent properties and
�nancial development could a�ect them in a di�erent way. Moreover, it is not
necessary that every �rm debt component has the same e�ect on real activity
as total debt.

The aim of chapter 3 is to investigate the changes in the �rm debt portfo-
lio induced by the monetary policy shock. One reason for investigating these
changes is to shed more light on the reasons behind the change in the response
of total debt to a monetary tightening. The change in the response of total debt
could for example be driven by a single debt component or by a subset of �rm
debt components.

The main result of chapter 3 is that, conditional on the monetary policy
shock, the behaviour of intermediated �rm debt components (bank loans, other
loans and advances, and mortgages) is consistent with the implications of the
�nancial innovation hypothesis, while the behaviour of market debt components
(bonds and commercial paper) is not. After a monetary tightening, interme-
diated debt components decrease before 1980 and increase after 1985. The
opposite is the case for market debt components.

Moreover, an attempt to identify whether the change in the responses of
debt components to a monetary tightening is driven by supply or by demand
for �nancing reveals that the supply of intermediated debt components increases
after a monetary tightening after 1985, while the supply of market debt compo-
nents decreases. In particular, the bank lending channel analysed by Kashyap,
Stein, and Wilcox (1993) is present in the data before 1980, but not after 1985.
These results indicate that �nancial intermediaries have become more e�cient
(or less constrained) in providing �nancing to �rms after a monetary tightening
in the period after 1985.

therefore be viewed with more caution than the �ndings conditional on the monetary policy
shock.
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The results regarding the e�ect of �rm debt components on real activity are
not so clear-cut. The evidence suggests that long-term debt components (bonds
and mortgages) do have an e�ect on output, but short-term debt components
(commercial paper, bank loans, and other loans and advances) have either no
e�ect or the e�ect on output is negative. The results also indicate that short-
term debt components have a strong e�ect on inventories, which is consistent
with the hypothesis that �nancial innovation has enabled �rms to use debt more
e�ectively to �nance a temporary increase in inventories during an economic
downturn.

Chapter 4 is joint work with Wouter J. den Haan. It builds on the model
of den Haan and Kaltenbrunner (2009), who show that a simple labour market
matching model can generate Pigou cycles in response to news about future
macroeconomic developments. However, in their model investment increases
only for a small set of parameter values. Chapter 4 shows that an open-economy
version of the model, in which international capital �ows dampen domestic
interest rate responses, can robustly generate Pigou cycles. In models with a
spot market for labour, sticky interest rates reinforce the wealth e�ect and make
it more di�cult to generate Pigou cycles. In a matching model, however, both
the demand and the supply of labour are investment decisions and sticky interest
rates reinforce the increase in these investments following a positive news shock.
The stronger employment response raises the expected return on capital, which
ensures a robust increase in capital investment as well. This chapter will be
published in the NBER International Seminar on Macroeconomics as den Haan
and Lozej (2010).

Two di�erences between an open and a closed economy are important for
the ability of a model to generate Pigou cycles. The �rst di�erence is related to
what is feasible when aggregate employment is either decreasing or unchanged.
In a closed economy, consumption and investment cannot both increase when
productivity is unchanged, unless employment increases. However, if a country
can import commodities, then it is possible for all domestic spending compo-
nents to increase without an increase in employment. The second di�erence is
related to the endogeneity of prices. In an open economy, domestic asset and
commodity prices are at least to some extent determined by world prices and
thus sheltered from domestic events.

Interest rates at which domestic residents lend and borrow from abroad
and the prices at which they buy (sell) imported (exported) goods cannot be
completely independent from domestic developments, because this would lead to
unrealistically high �uctuations in the trade balance. The chapter assumes that
domestic prices are determined by world prices and a markup or markdown that
depends on the amount of international trade. For example, if the net amount
borrowed by a country increases, then this puts upward pressure on the interest
rate paid. In the open economy, prices and interest rates are, thus, still a�ected
by domestic developments, but less so than in the closed economy.

In an open economy with a sticky interest rate, news shocks have larger
e�ects on output than in a closed economy. In a matching model, the employ-
ment decision is an investment decision. This is true for both labour supply and
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for labour demand. To take advantage of the increase in productivity, both em-
ployers and employees have to start searching for a match before the anticipated
productivity increase occurs. In anticipation of higher future consumption lev-
els, interest rates increase in closed-economy matching models. Real interest
rates can still change in the open economy with sticky interest rates, but their
increase turns out to be smaller than the one observed in the closed economy. A
lower real interest rate implies that the proceeds of investments, including the
investment in employment relationships by employers and employees, are dis-
counted less. This makes the net present value of the investment more valuable.
Moreover, there is an interaction between the investment to search for work by
workers and the investment to search for workers by �rms. An increase in labour
demand increases the job �nding rate for a worker and thus the bene�ts of a
worker of searching for a job. Similarly, an increase in labour supply increases
the probability that a �rm �nds a worker, making it more attractive to post
vacancies.

Therefore, despite the stronger wealth e�ect in the open-economy model with
sticky interest rates, employment and thus output increase by more than in the
closed economy. The larger increases in employment and output imply that
the sum of consumption and investment also increases by more. However, this
stronger increase in resources is in general not su�cient for both consumption
and investment in capital to increase, unless there are incentives to increase
investment in capital. The open-economy version of the model with sticky
interest rates ensures that these incentives are present. The reason is that the
larger increase in employment puts upward pressure on the expected rate of
return on capital, which in turn leads to an increase in investment.

Chapter 5 describes a model that can make Pigou cycles a robust outcome
in a closed economy. Generating a robust Pigou cycle in a closed economy is not
trivial. Den Haan and Kaltenbrunner (2009) show that a standard matching
model can generate a su�cient increase in resources before the shock mate-
rialises, but it is di�cult to allocate these additional resources so that both
consumption and investment increase. This is possible, but only for a very
narrow range of parameter values. In the open economy model of chapter 4,
resources from abroad can be used to �nance the joint increase in consumption
and investment. A closed economy cannot import resources from abroad, which
implies that in order to �nance an increase in both consumption and invest-
ment before a positive productivity shock materialises, a closed economy has to
generate su�cient additional resources.

The setup of the model assumes that there are three agents, each with a
speci�c skill, who have to match in order to produce. These agents are the
entrepreneur (manager-entrepreneur), who has the ability to generate a busi-
ness idea, the capitalist (capitalist-entrepreneur), who has the ability to invest
in capital goods (equipment, machines), and the worker, who supplies labour.
Production can take place only when all three agents match. The matching pro-
cess begins when the entrepreneur starts an `empty project' (a business plan).
To make it operational, he �rst has to �nd suitable equipment (a machine),
which is owned by the capitalist. When the entrepreneur and the capitalist
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Introduction and Overview

match, they create an idle �rm, which post a vacancy for the worker. When
an idle �rm �nds a worker, it produces one unit each period. The three agents
involved in the �rm share the proceeds.

When a positive productivity shock is announced, the agents know they will
be richer in the future and consumption increases (this is the standard wealth
e�ect). At the same time, entrepreneurs anticipate future pro�ts and increase
the number of empty projects. Capitalists would also like to increase invest-
ment in equipment, but in the beginning resources are �xed and not su�cient
to �nance an increase in consumption, investment in empty projects, and in-
vestment in equipment. This is why investment in equipment decreases initially.
But the increase in empty projects increases the number of matches between
entrepreneurs and capitalists and therefore the number of idle �rms. Because
idle �rms search for workers, there is an increase in vacancies. More vacancies
mean that more workers �nd work, which causes output to increase. After only
a few periods, the creation of additional resources is strong enough that invest-
ment in equipment can increase. The key ingredient of the model that ensures
the robust increase in investment is the interaction e�ect. A strong increase
in empty projects increases the probability that capitalists will match with an
entrepreneur, which makes it attractive for capitalists to invest in new equip-
ment. The model therefore generates a robust positive comovement of output,
employment, consumption and investment - a Pigou cycle.
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Chapter 2

Financial Innovation and
Firm Debt over the
Business Cycle

2.1 Introduction

Recent decades have been marked by rapid developments in the �nancial sector,
caused by both �nancial innovation and deregulation.1 A natural question to
ask is how these developments have in�uenced the business cycle, in particular,
could �nancial innovation be the reason why business cycles became less severe
during the Great Moderation?2

Given the events during the recent �nancial crisis, one could argue that
�nancial innovation has not been bene�cial but harmful for business cycles.
Although it is di�cult to deny the harmful e�ects, the verdict that �nancial
innovation has only been bad for business cycles may be too harsh. For example,
it may be the case that �nancial innovation helped to dampen shocks and smooth
business cycles when shocks were small. The price for this bene�t enjoyed during
more moderate times seems to have been a greater fragility and an increased risk
of a major collapse when a large shock hits. If there were bene�ts of �nancial
innovation, then one should be careful when designing future policies in order
not to destroy these bene�ts. This view is also held by some prominent policy
makers. For example:

1What is usually meant by �nancial innovation is the introduction of something new, for
example new �nancial instruments (such as credit derivatives). Deregulation usually means
the removal of administrative barriers (e.g., permission of interstate banking, abolition of
deposit ceilings, etc.).

2The Great Moderation is the term used for the period between the mid-eighties to the
beginning of the recent recession (the Great Recession). Business cycle �uctuations during
this period were relatively mild compared to those observed before the Great Moderation.
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�To be clear, I do not deny that �nancial liberalisation and �nancial inno-
vation over the past two decades have made important contributions to the
overall productivity of our economies. For example, the securitisation of as-
sets - the transformation of bilateral loans into tradable credit instruments -
had tremendous potential for the diversi�cation and e�cient management of
economic risk." (Trichet, 2009, p.2)

The purpose of this chapter is to investigate whether those bene�ts of �nan-
cial innovation that supposedly were present during the pre-crisis period were
really there. The issue at stake is how much would be thrown away if the deci-
sion was taken to re-regulate the �nancial sector in order to reduce the risk of
another major crisis.

Before the onset of the current crisis, the belief that �nancial innovation and
deregulation helped to reduce frictions in lending, which in turn dampened the
volatility of output, was quite common. 3 Most of the literature investigating
the impact of �nancial innovation on the business cycle has focused either on
consumer and housing �nance (Campbell and Hercowitz, 2005, den Haan and
Sterk, 2009) or on monetary policy (Cecchetti and Krause, 2001, Boivin and
Giannoni, 2002 and 2006). One view is that, after �nancial innovation and
deregulation, �nancial intermediaries are able to ful�ll their role during economic
downturns more e�ciently, which helps to stabilise the economy. A related view
is that changes in the �nancial sector have an impact on the ability of monetary
policy to stabilise the economy (for instance Cecchetti and Krause, 2001).

A typical way to investigate the e�ect of �nancial innovation on business
cycles is to split the time series into two subsamples and look at the uncondi-
tional comovement between debt and a measure of real activity. For example,
Campbell and Hercowitz (2005) have done this for household borrowing and
hours worked and found that the correlation between these variables has fallen
considerably.

As pointed out by den Haan and Sterk (2009), the comovement between
two variables is a�ected by many di�erent shocks and not all of them cause
variables to move in the same direction. A reduction in the comovement could
then be the result of a change in the relative importance of those shocks that
generate the positive comovement. Conditioning on a shock can therefore make
the analysis more precise. A framework that allows conditioning on shocks is
a vector autoregressive model (VAR). This framework allows a researcher to
investigate the dynamic impulse response functions (IRF) of each variable to a
particular shock and to decompose the covariance between two variables into
contributions of di�erent shocks.

The aim of this chapter is to focus on �rms. The idea is to investigate
whether the changes in the behaviour of �rm debt are consistent with the hy-

3Examples of papers exploring the topic are Campbell and Hercowitz (2005), Dynan,
Elmendorf, and Sichel (2006), Cecchetti, Flores-Lagunes, and Krause (2006), Boivin and
Giannoni (2002 and 2006), Jermann and Quadrini (2006), and many others.
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pothesis about how �nancial innovation has contributed to the moderation of
the business cycle.4

The �nancial innovation hypothesis has four implications for �rm debt and
output. First, the comovement between �rm debt and output should decrease
after �nancial innovation. Second, during an economic downturn the decrease
in output should be larger before than after �nancial innovation. Third, the
decrease in �rm debt during an economic downturn should be larger before
�nancial innovation than after it. Finally, �rm debt should a�ect output. An
additional hypothesis that �nancial innovation has enabled �rms to use debt
more e�ectively to �nance inventories is also investigated.

To rule out alternative hypotheses, the chapter considers two alternative
explanations. The �rst alternative explanation is that �rm debt follows output.
The second alternative explanation is that changes in the way monetary policy
is conducted are the reason for the Great Moderation.

The empirical strategy is to start by examining the more general statistics
(levels, trends, unconditional moments) and then to investigate the shocks that
drive the changes in these statistics. The VAR framework is used to examine
the changes in the impulse response functions of �rm debt and output in two
subsamples and to establish whether the results are consistent with the implica-
tions of the �nancial innovation hypothesis. The same analytical framework is
used to decompose the covariance between �rm debt and output and to explain
which shocks drive their comovement. The results should show whether the
observed changes are consistent with the �nancial innovation hypothesis or not.

The main �nding of the chapter is that the evidence conditional on the mon-
etary policy shock is consistent with the empirical implications of the �nancial
innovation hypothesis. The evidence based on the shock to the real activity is
less favourable. There is no support in the data for either of the alternative hy-
potheses. The data do indicate that �rm debt and inventories are more closely
linked after �nancial innovation.

The most prominent result is that there has been a change in the behaviour
of �rm debt and output after an unexpected monetary tightening. Before 1980,
an unexpected monetary tightening is followed by asigni�cant decrease in �rm
debt, while after 1985 it is followed by asigni�cant increase. Moreover, output
used to fall sharply and signi�cantly after a monetary tightening, but this does
not seem to be the case after 1985. The response of output to an unexpected
monetary tightening is almost �at in the second subsample that starts in 1985.
Monetary policy shocks used to be important drivers of the positive comovement
between �rm debt and output, but their contribution to the comovement has
become negligible in the second subsample. These �ndings - conditioned on a
monetary policy shock - are consistent with the �nancial innovation hypothesis.

The results conditional on the real activity shock are less favourable for the
�nancial innovation hypothesis. The response of �rm debt to a negative real
activity shock is negative in both subsamples and is stronger in the second

4 It would be interesting to look at equity �nancing, but getting good data on equity
�nancing is more di�cult.
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subsample. Shocks to real activity are particularly important drivers of the
comovement between �rm debt and output, and their role has not diminished
in the second subsample. These �ndings are not consistent with the �nancial
innovation hypothesis.5

The results regarding the e�ect of �rm debt on output are somewhat more
favourable. There is no evidence that a positive shock to �rm debt has a positive
in�uence on output in the �rst subsample. In contrast, for the second subsample
the results are consistent with the hypothesis that an increase in �rm debt
stimulates output. This change in the relation between �rm debt and output is
consistent with the �nancial innovation hypothesis.

To examine whether an alternative explanation of these empirical �ndings
is plausible, two alternative hypotheses are investigated. The �rst alternative
hypothesis states that the change in the debt response following a monetary
tightening is due to the change in the output response. The evidence from
the counterfactual experiments suggests that this is not the case. For example,
when the response of output to a monetary tightening in the second subsample
is counterfactually made to decrease sharply, the �rm debt response still remains
positive.

The second alternative hypothesis states that the change in the way mon-
etary policy is conducted is the reason for the observed changes in debt and
output responses. Again the evidence suggests that this is not the case. If the
monetary policy coe�cients from the second subsample are used in the VAR
estimated over the �rst subsample, the responses of both debt and output to a
monetary tightening become even more negative. If the monetary policy coe�-
cients from the �rst subsample are used in the second subsample, the response
of debt to a monetary tightening becomes more positive and the response of
output less volatile. The data therefore do not support the hypothesis that the
reason for the changes in the debt and output responses is the change in the
way monetary policy is conducted.6

Finally, an attempt is made to delve deeper into the transmission of the
e�ects of �nancial innovation and to investigate the link between �rm debt and
inventories. The idea is that greater availability of �nance during economic
downturns has enabled �rms to use borrowing more e�ectively to �nance a tem-
porary increase in inventories.7 The evidence indicates that output, inventories
and �rm debt decrease after a monetary tightening in the �rst subsample. In
the second subsample, both �rm debt and inventories increase after a mone-
tary tightening. Moreover, if the debt response to a monetary tightening in the
second subsample is counterfactually held constant, then the increase in inven-

5Note that the real activity shock is a reduced-form shock, whereas the monetary shock is -
under the relatively standard identi�cation assumptions adopted in this chapter - a structural
shock.

6The evidence from such counterfactual experiments is subject to several criticisms (in
particular to the Lucas critique) and should therefore be taken with caution.

7 If �rms attempt to sustain the level of production even if demand slows down, inventories
will increase. This is possible as long as �rms are able to borrow. If �nancial innovation has
improved the ability of �rms to borrow, they would be able to sustain a more prolonged
increase in inventories.
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tories disappears. This suggests that inventories in the second subsample have
become more closely linked to �rm debt.

The remainder of this chapter is organised as follows: section 2 describes a
standard �nancial innovation hypothesis and its implications; section 3 presents
the data and methods used; section 4 looks at the unconditional moments;
section 5 investigates the impulse response functions and conditional moments;
section 6 provides a more thorough analysis of the relation between output and
�rm debt; section 7 investigates an alternative hypothesis, namely that changes
in the debt and output responses are driven by the change in the way monetary
policy is conducted; and �nally, section 8 investigates whether the increase in the
responses of �rm debt and inventories following a monetary tightening observed
in the second subsample are related.

2.2 Financial innovation hypothesis

There are many theories about the channels through which �nancial innovation
could have a�ected business cycles. An intuitive way to think about the e�ect of
�nancial innovation and deregulation on the real economy would be to consider
a �rm that �nds itself in a temporary economic downturn. Its sales fall, so it
cannot generate as much cash �ow as it used to do. Such a �rm has two options:
to cut back on production (e.g. by �ring employees) or to maintain the scale
of operations and temporarily borrow more in order to weather the downturn.8

The second option may be viable only if external �nancing is available. Financial
innovation is supposed to have increased the availability of external �nancing
to �rms, enabling them to smooth production. Figures 2.1 and 2.2 display the
responses of output and debt after a contractionary shock both before and after
�nancial innovation according to this simple way of thinking about �nancial
innovation.

8Firms could also sell some �nancial assets.
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Figure 2.1: Change in the output response consistent with the �nancial innova-
tion hypothesis
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Figure 2.2: Change in the debt response consistent with the �nancial innovation
hypothesis
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In line with the intuition outlined above, the following set of observations
would be consistent with the standard �nancial innovation hypothesis:

� Financial innovation leads to a reduction in the comovement between the
cyclical components of �rm debt and output.

� During an economic downturn, output decreases by more before �nancial
innovation than after it.

� During an economic downturn, �rm debt decreases by more before �-
nancial innovation than after it. It might even increase after �nancial
innovation.

� Firm debt a�ects output, at least to some extent.

As for the third point in the list above, it is important to emphasize that it
is enough that after �nancial innovation debt decreases by less than it decreased
before. It is not necessary that debt increases during an economic downturn.

Even if it is possible to �nd empirical evidence for the entire set of obser-
vations consistent with the �nancial innovation hypothesis, this does not yet
constitute a proof that �nancial innovation had a favourable impact on the
cyclical behaviour of output. It is possible that a completely di�erent theory
leads to the same set of empirical implications. Nevertheless, it is still useful
to know whether there have been changes that are consistent with the �nancial
innovation hypothesis.

2.3 Data and methods

2.3.1 Data sources

The key variables are real U.S. GDP and real �rm debt. Firm debt data are from
the US Flow of funds accounts and span the period from 1954Q3 to 2009Q1.
GDP and GDP de�ator are from the national accounts and cover the same
period. The sector for which �rm debt is examined is the nonfarm non�nancial
corporate sector.

The debt series used in the analysis is labeled as `total debt' (or sometimes as
`�rm debt') and is the sum of bonds, mortgages, municipal securities, bank loans,
other loans and advances, and commercial paper. These series comprise virtually
all identi�able sources of �rm debt �nancing and thus represent a comprehensive
measure of borrowing of the nonfarm non�nancial corporate sector. The reason
for using this measure is that it is a good proxy for those debt components
that can be actively managed by the �rm when it attempts to raise additional
funds. Because the focus of the analysis is total funds obtained by �rms through
debt �nancing, it is not important (in terms of the typical �nancial innovation
hypothesis) whether debt �nancing has come from bank loans, bonds or some
other source. What is important is if the behaviour of total �rm debt has
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changed and not the behaviour of its components. Changes in the structure of
�rm debt are the subject of the next chapter.9

2.3.2 Levels and trends

To see how large this comprehensive measure of �rm debt is and how it evolved
over time, it is useful to look at its magnitude relative to GDP. Figure 2.3 plots
�rm debt as a proportion of GDP over time. Both the level of �rm debt as well
as its share in GDP have increased considerably over the last thirty years. In
the beginning of the sample, in 1954Q3, total debt was 24.7% of GDP, and at
the end of the sample, in 2009Q1, total debt as a fraction of GDP more than
doubled to 51.2% of GDP. Note that the proportion of �rm debt in GDP has
been rising throughout the sample, and somewhat more rapidly after 1981.10

Note also the sharp increase in the volatility of the ratio of �rm debt to GDP.

Figure 2.3: Firm debt as a proportion of GDP
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2.3.3 Choice of subsamples

The empirical strategy of this chapter is to estimate a VAR over two subsamples
and investigate whether the behaviour of some variables has changed. To do

9More detail on the series used can be found in appendix 2.C.
10 The change in the proportion of �rm debt in GDP could to some extent also be due to

the composition e�ect, because, loosely speaking, more `small' �rms have become `corporate'.
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this, it is necessary to split the data into two subsamples. There is no clean and
unambiguous way to do this. The process of �nancial innovation and deregula-
tion was gradual and took place in many steps, so it is impossible to point at a
particular date that splits the sample in two subsamples.

The approach adopted here is pragmatic: after examining some general prop-
erties of data (see section 2.3.2 and section 2.4) and following some commonly
proposed dates in the literature, the data were split as follows: the �rst sub-
sample (the early period) is from 1954Q3 to 1978Q4 and the second subsample
(the late period) is from 1985Q1 to 2009Q1. In this way, the two subsamples
are separated by several years and both subsamples exclude the volatile Volcker
period. This separation is also consistent with what other authors propose to
be a structural break (for instance, McConnell and Perez-Quiros (2000), and
Kahn et al. (2002) and follows the approach adopted by den Haan and Sterk
(2009)).

2.3.4 VARs and the identi�cation scheme

The main tool used in this and the next chapter is an estimated structural VAR.
The basis is the following reduced-form VAR equation:

Yt = c + t + D t + A1Yt � 1 + ::: + AqYt � q + ut ; (2.1)

where c is a constant, t is a linear trend, D t is a vector of quarterly dummies,
Yt is a vector of endogenous variables (including a policy instrument) andut is
a reduced-form error term. More precisely,Y 0

t = [ X 0
1;t ; r t ; X 0

2;t ], where X 1;t is
a vector of variables whose current values are in the central bank's information
set (and the central bank can respond to them),X 2;t is a vector of variables
whose current values are not in the central bank's information set, andr t is
the policy instrument. 11 The above equation is estimated with all variables in
levels by means of ordinary least squares (OLS).12 The benchmark VAR uses a
constant, a linear trend and quarterly dummies as exogenous variables, and 4
lags of endogenous variables.13

Identi�cation

In order to transform the reduced-form VAR to a structural VAR, one has to
assume some relation between the reduced-form errors,ut , and the structural
shocks,� t . Assuming that this relation is linear, it can be written as follows:

ut = A� t ; (2.2)

11 It is assumed that all lagged values are in the central bank's information set.
12 Estimating a VAR in levels yields consistent estimates even if variables are (co)integrated,

provided that enough lags are included to ensure that residuals can be stationary.
13 The results are robust to other speci�cations, see appendix 2.B.
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where A is a matrix that relates structural shocks to reduced-form shocks. Struc-
tural shocks are by de�nition uncorrelated with each other and are assumed
to have a unit variance. Therefore the covariance matrix of the reduced-form
shocks,� u , can be written as:

� u = E[ut u0
t ] = AA 0: (2.3)

The elements of the matrix A are not known. If k is the number of variables
(and hence the number of reduced-form errors inut ), then matrix A has k2 ele-
ments. From equation 2.3 one can obtaink(k+1) =2 conditions to identify the k2

elements of A. Therefore,k(k � 1)=2 additional restrictions are required. There
are many ways to obtain these additional restrictions. The standard practice,
which is also used in this chapter, is to compute the Cholesky decomposition of
� u and thus assume that the matrix A is triangular, which gives the missing
k(k � 1)=2 restrictions. In principle, this identi�es all `structural' shocks, but
the identi�cation depends on the ordering of the variables. However, Christiano,
Eichenbaum, and Evans (1999) have shown that in order to identify the mon-
etary policy shock, it is enough to assume that A isblock-triangular, i.e., that
the ordering of variables within X 0

1;t and X 0
2;t is not important. 14

Monetary policy shock. This chapter follows the standard approach and
assumes that the federal funds rate is the instrument used by the central bank
(see Bernanke and Blinder, 1992).15 Because the data are quarterly, it is as-
sumed that the central bank can react contemporaneously to all other variables
used in the VAR. In terms of the above notation, this means that Y 0

t = [ X 0
1;t ; r t ].

Real activity shock. Identifying a meaningful (structural) real activity shock
is more di�cult than identifying a monetary policy shock. This is why the la-
bel real activity shock will be used to indicate a shock to real output, without
taking a stand on the structural source of this shock. Interpretation of such
a shock is di�cult and this should be taken into account when real activity
shocks are discussed. Identi�cation requires additional assumptions. The ap-
proach adopted here relies onA being triangular and the assumption is that
the variables within X 0

1;t are ordered as follows: GDP de�ator; real output; real
debt; and the federal funds rate.16 The rationale for such an ordering is that
it is likely that �rm debt will be the fastest variable to respond to shocks and
in�ation will be the slowest variable to respond to shocks.

14 This implies that it is not necessary to take a stand on the relation between the remaining
structural shocks (other than the monetary policy shock) and the reduced-form errors in ut .

15 The federal funds rate used in this chapter is the average of the daily federal funds rates
during the quarter.

16 This ordering is used whenever non-monetary policy shocks are analysed.
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Comovement decomposition

One of the aims of this chapter is to investigate the reasons behind the observed
change in the comovement between �rm debt and output. A useful tool is the
comovement statistic proposed by den Haan (2000), which captures the dynamic
aspects of the correlation between two variables and at the same time allows
determination of the importance of di�erent shocks that drive it.

Given the estimated VAR, the covariance between the K-period ahead fore-
cast errors of two variables (x t and yt ), COVK (x t ; yt ), can be written as:

COVK (x t ; yt ) =
MX

m =1

COVK;m (x t ; yt ); (2.4)

where

COVK;m (x t ; yt ) =
KX

k=1

x imp;m
k yimp;m

k : (2.5)

Variables x imp;m
k and yimp;m

k are the kth -period impulse-responses of vari-
ables x and y to a one-standard-deviation shock to the mth structural shock.
The sign of the product gives an indication whether the two variables move
together after a particular shock or not. The total covariance between two
variables is a sum of the accumulated products for all possible shocks. An im-
portant advantage is that no identi�cation assumption is required to calculate
the covariances at di�erent forecast horizons.17

To obtain a correlation coe�cient, the covariances are `standardised' using
the total standard deviations of both variables. By using the total standard
deviations, the sum of `standardised' covariances adds up to the total correlation
coe�cient. The procedure to compute these correlations is outlined below.

CORK (x t ; yt ) =
MX

m =1

CORK;m (x t ; yt ); (2.6)

with

CORK;m (x t ; yt ) =
P K

k=1 x imp;m
k yimp;m

k

SDx t ;K SDy t ;K
; (2.7)

where

SDzt ;K =

 
MX

m =1

COVK;m (zt ; zt )

! 1=2

; for zt = x t ; yt :

17 Identi�cation assumption is only necessary to decompose the total covariance into con-
tributions of each shock.
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2.4 Unconditional moments

This section investigates changes in the unconditional moments of output and
�rm debt over time. As explained in section 2.3.2, the level of debt relative to
output has changed, but this does not imply that its cyclical properties have
changed, too. What is particularly of interest for the �nancial innovation story
is the (co)movement between the cyclical components of �rm debt and output.
To obtain the cyclical component of each series, the data are �rst seasonally
adjusted,18 transformed to logs, and then HP-�ltered (with the smoothing con-
stant set to 1,600). Figure 2.4 below displays the cyclical components of �rm
debt and output over the sample period. Shaded areas are recessions (as dated
by the NBER). Because the series are in logs, deviations from zero can be in-
terpreted as percentage deviations from trend.

Figure 2.4: Cyclical components of �rm debt and GDP
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Notes: Cyclical components are obtained from the quarterly data using the HP-�lter with the
smoothing constant set to 1,600. The shaded areas indicate recessions as dated by the NBER.

The message conveyed by �gure 2.4 is that the volatility of total debt relative
to the volatility of output increased substantially after the mid-1980s. Taking
into account that debt is a larger proportion of GDP later in the sample, the
larger volatility of debt means that �uctuations of debt as a proportion of output
have increased even more. A change in the correlation between debt and output

18 This was achieved using the X12-ARIMA procedure.
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is not obvious from �gure 2.4, but it should be noted that outside the NBER
recessions in particular, debt has often tended to move countercyclically after
1985.

To pinpoint the time of the change in the volatility more precisely, it helps
to look at 20-year rolling-window unconditional volatilities of real debt and
output. These are depicted in �gure 2.5 below. The standard deviation of the
cyclical component of total debt is increasing throughout the sample, but tends
to be close to the standard deviation of the cyclical component of output until
around the early 1980s (year 1970 on the x-axis marks thebeginning of the 20-
year rolling window from 1970 to 1990). From then on the standard deviation of
output begins to decrease (the standard deviation of output in rolling-windows
starting after around 1970 is smaller), but the standard deviation of �rm debt
keeps increasing.19

Figure 2.5: Rolling standard deviations of �rm debt and GDP
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Notes: Cyclical components are obtained from the quarterly data using the HP-�lter with
the smoothing constant set to 1,600. The x-axis indicates the beginning of the 20-year rolling
window.

Table 2.1 displays unconditional standard deviations in each of the subsam-
ples. Standard deviation of total debt in the �rst subsample (from 1954Q3 to
1978Q4) is 1.5%, whereas it is 2.7% in the second subsample (from 1985Q1
to 2008Q2). This constitutes an 80%increase in volatility. In contrast, the

19 This change in standard deviations is one of the reasons to split the sample in two
subsamples.
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volatility of real output in the �rst subsample is 1.8% and only 0.9% in the
second subsample, which is a 50%decreasein volatility. Unsurprisingly given
these numbers, the standard deviation of debt relative to that of output has
also increased.

Table 2.1: Standard deviations
Series First subsample Second subsample Ratio

Total debt 1.5% 2.7% 1.8
Real output 1.8% 0.9% 0.5

Notes: The table shows the standard deviations of the cyclical components of each data series,
obtained by detrending the quarterly data with the HP-�lter and using the smoothing constant
set to 1,600.

The remainder of this section discusses the correlation coe�cient between
�rm debt and output. It is again illustrative to look at unconditional correlations
of cyclical components of output and total debt, computed over 20-year rolling
windows. These are depicted in �gure 2.6. The correlation �rst increased,
but at least from the mid-1960s on it gradually fell and the decrease became
somewhat stronger after around 1980. Compared to the change in volatilities,
this reduction in the correlation is not so impressive.

Figure 2.6: Rolling correlations of �rm debt and GDP
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Notes: Cyclical components are obtained from the quarterly data by detrending with the
HP-�lter and using the smoothing constant set to 1,600. The x-axis indicates the beginning
of the 20-year rolling window.
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The correlation coe�cients for �rm debt and output in the two subsamples
are shown in table 2.2. The correlation of total debt and output is 0.47 in the
�rst subsample and 0.38 in the second subsample, which corresponds to a drop
of around 20%. Figure 2.6 shows that this decrease in correlation has been
more intensive since the 1980s.20 This is a similar result to that of Campbell
and Hercowitz (2005) for consumer debt and hours worked, but less strong.21 A
decrease in the comovement as presented in �gure 2.6 and table 2.2 is consistent
with the �nancial innovation hypothesis.

Table 2.2: Correlations
Statistic First subsample Second subsample Ratio

COR(Debt, GDP) 0.47 0.38 0.81

Notes: The table shows the correlations of the cyclical components of each data series, obtained
by detrending the quarterly data with the HP-�lter and using the smoothing constant set to
1,600.

All statistics reported in this section are unconditional, i.e., they are the re-
sult of all possible shocks that have a�ected the business cycle. Key observations
are that the unconditional volatility of total debt has increased substantially,
that the unconditional volatility of output has decreased, and that (abstract-
ing from the sharp initial increase) there has been a gradual decrease in the
correlation of total debt and output. The decline is small, but it is consistent
with the �nancial innovation hypothesis. However, without further analysis, it
is impossible to attribute these changes to a particular type of shock. It could
be the case that these changes are the result of some shocks becoming more (or
less) important. To examine this issue further, it is necessary to condition on a
particular shock. This is done in the next section.

2.5 Evidence from VARs

This section presents and examines the evidence regarding the �nancial innova-
tion hypothesis by conditioning on a particular shock. The evidence consists of
dynamic responses of variables to di�erent shocks and the comovement decom-
position of forecast errors.

2.5.1 Responses to shocks

This section investigates the impulse responses to a monetary policy shock, a
shock to real activity, and a shock to �rm debt. 22 There are several reasons

20 The discussion ignores the increase in the correlation coe�cient at the beginning of the
sample. It is odd to see such a sharp increase in the correlation coe�cient, but because it
covers such a small period of time at the very beginning of the sample, it is disregarded in
the discussion.

21 They found a decrease in the correlation coe�cient of around 50%.
22 For completeness, appendix 2.A documents the impulse responses to a price level shock.
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for focusing on these shocks. First, they are useful in investigating whether the
response of a variable to a shock has changed. Second, the impulse responses
will be used to explain the comovement between debt and output. Third, the
responses to shocks will help to understand more clearly the counterfactual ex-
periments later in the text. In all cases, the benchmark VAR is used. The
shaded areas are 90% con�dence regions, computed from the bootstrapped im-
pulse responses.

Monetary policy shock

An attractive feature of looking at a monetary policy shock is that the magnitude
of the federal funds rate response on impact is a good measure of the size of the
underlying structural shock. The reason for this is that the impact response of
the federal funds rate is a direct measure of the actual policy variable. Therefore,
the change of the federal funds rate on impact can be viewed as the magnitude of
the monetary policy shock that has hit the economy. Another attractive feature
is that, if the adopted identi�cation scheme is taken seriously, a monetary policy
shock is a true structural shock. This implies that it is the same type of shock
in both subsamples, which facilitates the comparison of the impulse responses
across the subsamples.

Figure 2.7 below displays the impulse responses of variables in the VAR to a
one-standard-deviation monetary policy shock in each subsample. The impulse
responses in the �rst subsample look standard: after a monetary tightening,
both �rm debt and output decrease signi�cantly, and after a while prices fall
(there is only a slight price puzzle). Debt reaches the trough after about eight
quarters at approximately 0.7% below its initial value, while the output trough
seems to precede that, with the trough 0.5% below its initial value after about
�ve quarters.

The picture in the second subsample is not as standard. After a monetary
tightening, �rm debt increases signi�cantly and the output response is practi-
cally nil and insigni�cant. A similarly insigni�cant output response was found
by others (for instance by Boivin and Giannoni, 2002, and den Haan and Sterk,
2009). Prices fall after some delay, but insigni�cantly.23 The debt response
peaks about 0.5% above the starting value after approximately seven quarters.

23 These responses are quite robust. The exception is the output response, which can
in some alternative VAR speci�cations be slightly positive (but insigni�cant) in the second
subsample. See appendix 2.B for details.
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Figure 2.7: Impulse responses to a monetary policy shock
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Notes: Responses to a one-standard-deviation shock to the federal funds rate.

Before comparing the magnitude of the impulse responses, it should be noted
that the size of the monetary policy shock in the second subsample is roughly
half of what it is in the �rst subsample. To facilitate the comparison of the
magnitudes of the impulse responses, it is useful to control for the size of the
monetary policy shock. This is done in �gures 2.8 and 2.9 below, where the
monetary policy shock has been standardised to 1 in both subsamples. At the
peak, the debt response in the second subsample is now even larger than it is
in the �rst subsample and has the opposite sign. The output response in the
second subsample is still negligible even when the size of the monetary policy
shock in the second subsample is increased and equal to the one used for the
response in the �rst subsample.
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Figure 2.8: Debt response to a standardised monetary policy shock
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Notes: The �gure plots the impulse responses of �rm debt when the monetary policy shock
size is equal to one in each subsample.

Figure 2.9: Output response to a standardised monetary policy shock
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Notes: The �gure plots the impulse responses of output when the monetary policy shock size
is equal to one in each subsample.
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Thus, if the size of the monetary policy shock is controlled for, then the
response of �rm debt in the second subsample is larger than in the �rst sub-
sample and has the opposite sign, while the response of output is still roughly
zero. The sign reversal of the �rm debt response and the disappearance of the
output response is a pattern consistent with the standard �nancial innovation
hypothesis, according to which �rms can increase debt to preserve the output
level (or to reduce or spread out its decrease).24

Real activity shock

A real activity shock should be considered because in both subsamples this is
the most important shock that drives the comovement between �rm debt and
output. However, as mentioned in the previous discussion, it is di�cult to think
of a real activity shock as an underlying structural shock. There are many
structural shocks that can cause output to change and the combination of these
underlying shocks could have changed over time. The way to think about the
real activity shock is that it is a reduced-form shock which by construction
a�ects real activity.

Figure 2.10 shows the responses to a one-standard-deviationnegative real
activity shock in each subsample. The size of the response on impact is roughly
halved from 0.93% in the �rst subsample to 0.46% in the second subsample, but
the shock has become somewhat more persistent. In the �rst subsample output
decreases sharply on impact, returns to its initial value after nine quarters and
even increases (insigni�cantly) later on. In the second subsample output keeps
decreasing and reaches the trough after three quarters at 0.54% below its initial
value. After 12 quarters, output in the second subsample is still below its initial
value.

The response of debt to a negative real activity shock in the second subsam-
ple is stronger than its response in the �rst subsample. On impact, �rm debt
falls by almost the same amount (slightly more than 0.2%) in both subsamples.
This is interesting given the fact that, on impact, the real activity shock in the
second subsample is only about half the size of the real activity shock in the
�rst subsample. After the �rst period, debt in the �rst subsample continues to
fall for six quarters before beginning to return to its initial level. The negative
debt response in the second subsample is much more persistent. Its relatively
small response on impact is ampli�ed and persists for much longer. The trough
of the debt response to a negative real activity shock in the second subsam-
ple is reached after ten quarters (in contrast, the trough of the debt response
in the �rst subsample is reached after six quarters). The negative response of
debt is signi�cant in both subsamples, but the con�dence intervals in the second
subsample are much wider.

The federal funds rate decreases after a negative real activity shock by ap-
proximately the same amount in both subsamples. Because the size of the real

24 Because a monetary policy shock is a typical example of a demand shock, the above
results are consistent with the idea that �nancial innovation has helped �rms to smooth out
demand shocks.
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activity shock is roughly 50% smaller in the second subsample, the reaction of
the federal funds rate to this shock has actually become stronger. Prices fall
after a negative real activity shock in both subsamples, but the decline is smaller
in the second subsample, even when taking into account the size of the shock.

Figure 2.10: Impulse responses to a negative real activity shock
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Notes: Responses to a one-standard-deviation negative shock to GDP.

The question arises of how the evidence presented above complies with the
�nancial innovation hypothesis. The impulse response of �rm debt to a negative
real activity shock has not changed its direction and the decline in debt has
become stronger and more persistent. At �rst sight, this does not support
the �nancial innovation story. However, this evidence should be treated with
some caution. The reason for the more persistent and stronger negative debt
response could be due to the more persistent negative response of real activity
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in the second subsample. Some of the debt response may also be driven by the
stronger and more persistent responses of other variables, such as the federal
funds rate.25

Also, it should be remembered that the structural shocks behind the shock
labeled as the real activity shock are not identi�ed. As long as the mix of
the underlying structural shocks remains the same across both subsamples, the
comparison of debt responses to such a shock is still meaningful. However, if
the mix of the underlying structural shocks has changed (e.g., some shocks have
become more important), then such comparisons are less meaningful.26 Bearing
these caveats in mind, the evidence from the real activity shock nevertheless
seems to indicate that there have been no bene�ts of �nancial innovation in
terms of smoothing the shock to output by increasing the access to loans during
economic downturns.

Firm debt shock

One reason to consider a shock to �rm debt is that �rm debt should have an
e�ect on output if the �nancial innovation explanation of the Great Moderation
is true. The �nancial innovation hypothesis states that, if �rms can borrow
more, this should prevent or alleviate a sharp reduction in output after a con-
tractionary shock. Thus, more debt should have a positive in�uence on real
activity. Figure 2.11 shows the impulse responses to a one-standard-deviation
shock to �rm debt in each subsample.

25 An attempt to control for the persistence of the federal funds rate and output responses
is presented in section 2.6.

26 For example, Gerali et al. (2010) argue that the �nancial sector helps to dampen demand
shocks, but propagates supply shocks. If the reduced-form shock contains a di�erent mix of
demand and supply shocks in each subsample, the responses to such a reduced-form shock
cannot be meaningfully compared.
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Figure 2.11: Impulse responses to a shock to total debt
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Notes: Responses to a one-standard-deviation shock to �rm debt.

A casual look at �gure 2.11 would lead to the conclusion that an increase in
�rm debt causes a recession in the �rst subsample and a small increase in GDP
in the second subsample. Thus, the relation of �rm debt to real activity seems
to be negative in the �rst subsample (i.e., an increase in �rm debt leads to a
decrease in real activity) and positive in the second subsample. The direction of
the e�ect of �rm debt on output in the second subsample has therefore changed
in a way that is consistent with the �nancial innovation hypothesis (�rms borrow
more and this seems to stimulate output). Note that shock sizes are very similar
in both subsamples, but that the shock to �rm debt in the second subsample is
ampli�ed and much more persistent than in the �rst subsample. Despite this
ampli�cation, the e�ect of the debt increase on output is not that strong.
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However, a shock to �rm debt su�ers from the same problem as the shock to
real activity - it is a reduced-form shock, which makes it di�cult to interpret and
compare the response of the two subsamples. In particular, if the positive debt
shock is not a mainly structural shock that increases the supply of debt, but
rather a response to a reduction in GDP, then these results suggest that �rms
would have more access to external debt �nance during an economic downturn
in the �rst subsample. With the above caveat in mind, it is still the case that
an increase in �rm debt is associated with a decreasein real activity in the
�rst subsample and a small increase in real activity in the second subsample.
Therefore, there is an interpretation of the results that is supportive of the
�nancial innovation hypothesis (it indicates that the relation between �rm debt
and output has changed), but does not allow us to draw strong conclusions.

2.5.2 Comovement decomposition

If one abstracts from the sharp initial increase in the �rst �ve years of the sam-
ple, then the unconditional correlation coe�cient between cyclical components
of �rm debt and output in section 2.4 does not display dramatic changes.27

There has been a gradual decrease in correlation, but this decrease has been
relatively small (about 20%). In contrast, the unconditional standard devia-
tions indicate that �rm debt has become much more volatile over time, while
the volatility of output has decreased. As explained in section 2.3.4, the co-
movement decomposition allows investigation into which shock is responsible
for changes in unconditional moments and whether changes are due to changes
in the short-run or in the long-run comovement.28

Figures 2.12 and 2.13 show how the comovement between �rm debt and
output can be decomposed into contributions of each particular shock at dif-
ferent time horizons.29 The thick line represents the total correlation between
debt and output across di�erent time horizons, while the other lines show the
contribution of each shock to the total. Although there has been a small and
gradual decrease in the unconditional correlation between �rm debt and GDP
since the early 1960s (see �gure 2.6), there is no obvious decrease in uncondi-
tional comovement when one compares the �rst and the second subsample.30

Even though the correlation coe�cients display little or no change, there are
interesting changes in what is behind these correlation coe�cients.

27 See section 2.4.
28 It is important to remember that while the total comovement does not depend on identi-

�cation used in the VAR, the contributions of various shocks do depend on the identi�cation
scheme.

29 The decomposition is based on the benchmark VAR model.
30 Small di�erences arise because the statistics reported in �gure 2.6 are obtained by de-

trending the data using the HP-�lter.
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Figure 2.12: Comovement decomposition in the �rst subsample
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Notes: Correlation of forecast errors, decomposed into contributions of each particular shock.

Figure 2.13: Comovement decomposition in the second subsample
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Notes: Correlation of forecast errors, decomposed into contributions of each particular shock.

Figures 2.12 and 2.13 show that in both subsamples, shocks to output were
the most important driving force behind the positive comovement of �rm debt
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and output, despite the decrease in the magnitude of GDP shocks in the second
subsample. Interestingly, a substantial amount of the positive comovement in
the �rst subsample was driven by shocks to the federal funds rate and this is
no longer the case. Moreover, the decrease in the comovement is larger than
the decrease in the size of the monetary policy shock would warrant. Shocks to
�rm debt, which induced a negative comovement in the �rst subsample, induce
a positive comovement in the second subsample.31

To understand the changes in the comovement one has to consider both the
size of each shock and the impact it has on the variables. This evidence is
summarised by the impulse responses reported in section 2.5.1, but for easier
reference table 2.3 summarises the magnitude of shocks to each variable in the
VAR.

Table 2.3: Shock sizes
Shock to a variable First subsample Second subsample Ratio

GDP de�ator 0.0030 0.0016 0.53
GDP 0.0093 0.0046 0.49

Total debt 0.0054 0.0063 1.17
Federal funds rate 0.0085 0.0038 0.45

Notes: The table shows the standard deviations of (structural) errors, based on the benchmark
identi�cation.

Consider the shock to the federal funds rate (the monetary policy shock),
which has driven a large share of the positive comovement between debt and
output in the �rst subsample and had almost no impact on the comovement
in the second subsample. The reason for this negligible impact in the second
subsample is not so much that the shock has become smaller, because it has
become smaller only relative to the shock to �rm debt, but not relative to other
shocks (see table 2.3). Nor is the reason due to a change in the impact of the
monetary policy shock on �rm debt, because the magnitude of the �rm debt
response in the second subsample is similar to that in the �rst subsample (see
�gure 2.7). The main reason for the negligible impact of the monetary policy
shock on the comovement in the second subsample is that the output response
to the monetary policy shock has become negligible.

Following a similar reasoning one can explain why there is little change in the
part of the comovement driven by the real activity shocks. These shocks have
become smaller in the second subsample. The magnitude of the debt response to
a real activity shock has also increased in the second subsample (see �gure 2.10),
but because GDP returns to almost zero when debt is still high, the crossprod-
uct of their impulse responses is small and the comovement does not increase.
Finally, the shock to �rm debt, which generates a negative comovement between
debt and output in the �rst subsample, generates a positive comovement in the
second subsample. This is because output reacts positively to an increase in

31 The shock to the price level in the second subsample induces a positive comovement
between �rm debt and output over longer time horizons.
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�rm debt in the second subsample (see �gure 2.11). Even though shocks to �rm
debt have become more important relative to other shocks, this had compara-
tively little e�ect on the comovement in �gure 2.13, because the e�ect of the
debt shock on output has been relatively small.32

The explanation for the decrease in the unconditional volatility of output and
an increase in the volatility of �rm debt is similar to the explanation of their
comovement.33 The main reason for the decrease in the volatility of output
are smaller shocks to the real activity and almost no e�ect of monetary policy
shocks on the output volatility in the second subsample. The volatility of �rm
debt has increased because shocks to �rm debt have increased, and also because
of the stronger response of �rm debt to real activity shocks. Monetary policy
shocks have not lost their e�ect entirely. Price level had a very small role for
both variables, but has become more important at longer time horizons.

2.5.3 Summary of �ndings

The evidence conditional on shocks has yielded the following �ndings: after a
monetary policy shock, the response of �rm debt has changed from negative
in the �rst subsample to positive in the second subsample, while the response
of output has changed from negative in the �rst subsample to practically zero
in the second subsample. This is the reason why, conditional on a monetary
policy shock, the strong positive comovement between �rm debt and output in
the �rst subsample has disappeared in the second subsample. Taken together,
such a �nding is favourable for the �nancial innovation hypothesis.34

The results conditional on the real activity shock are less favourable. The
impulse responses of debt do not change signs between the subsamples, and �rm
debt and output still move together. The debt response has even become more
persistent in the second subsample. This may be because the output response
remains negative in the second subsample for a longer time period or because the
response of the federal funds rate to a real activity shock in the second subsample
is stronger and more persistent. Such evidence does not provide support for the
standard view that �nancial innovation dampens business cycles because �rms
have more access to external �nance during economic downturns.

The results based on a shock to �rm debt indicate that output decreases
after a positive debt shock in the �rst subsample and increases in the second
subsample. The increase in output in the second subsample is weak, but it
indicates that the relation between �rm debt and output has changed in a way
that could be favourable to the �nancial innovation hypothesis (an increase in
debt has a positive impact on output).

32 The comovement between �rm debt and output, conditional on a shock to �rm debt, has
changed sign from negative in the �rst subsample to positive in the second subsample.

33 The �gures showing the decomposition of variance are reported in appendix 2.A.
34 Dynan et al. (2006) have argued that because �rm leverage has become higher in the

second subsample, it should be more di�cult for �rms to increase debt, yet this is exactly
what happens after a monetary policy shock.
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Taken together, the evidence regarding the �nancial innovation hypothesis is
mixed. The results based on a monetary policy shock, which is a reasonably well
identi�ed structural shock, seem to support the standard �nancial innovation
story. The evidence based on the real activity shock does not support it, while
the evidence conditional on a shock to �rm debt is somewhat more favourable.
However, because the mix of structural shocks that are driving the real activity
shock and the shock to �rm debt could have changed, the evidence from such
reduced-form shocks is less reliable and should be taken with caution.

2.6 Do output and debt a�ect each other?

This section investigates two issues. First, it examines the alternative hypothesis
that �rm debt follows real activity. Second, it investigates whether �rm debt has
an e�ect on output, which is one of the implications of the �nancial innovation
hypothesis. It is di�cult to investigate these issues in the VAR context, because
all variables are endogenous. Nevertheless, several counterfactual experiments
presented in this section could prove useful.

2.6.1 Link from real activity to �rm debt

An obvious alternative to the �nancial innovation hypothesis is the hypothesis
that debt follows real activity. According to this alternative hypothesis, the
response of �rm debt to a monetary tightening in the �rst subsample is negative
because the response of real activity is negative. Similarly, the response of
�rm debt to a monetary tightening in the second subsample is positive because
real activity in the second subsample does not decline. If this were the case,
then the alternative hypothesis that debt follows real activity would also be
an explanation of the evidence presented so far as favourable to the �nancial
innovation hypothesis.

An intuitive way to investigate whether output in�uences the response of
�rm debt is to set the output response to zero and recompute the impulse
response of �rm debt to a monetary tightening in the �rst subsample.35 Such
a counterfactual impulse response is then compared to the benchmark response
of debt in the �rst subsample. If the counterfactual response of �rm debt is
signi�cantly di�erent from the benchmark response (in particular, if it changes
sign from negative to positive), then this indicates that �rm debt follows real
activity and not the other way around. The result of such counterfactual exercise
is presented in �gure 2.14. When the response of real activity is set to zero,
the decrease of �rm debt after a monetary tightening is less severe (-0.57% at
the trough compared to -0.82% in the benchmark case), but debt still declines.

35 Note that setting a variable's response to zero is the same as setting all its coe�cients in
the VAR equation to zero and there is no guarantee that doing this will keep the roots of the
characteristic equation within the unit circle. This is why such counterfactual experiments
may result in explosive impulse responses.
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Moreover, the counterfactual impulse response of debt is not very di�erent from
its benchmark response.

The question is whether the di�erence between both impulse responses re-
ported in �gure 2.14 is signi�cant. Figure 2.15 shows the di�erence between the
benchmark debt response and its counterfactual response in the �rst subsam-
ple.36 The shaded area indicates the 90% con�dence interval. The di�erence
between both impulse responses is not signi�cant for most of the forecast hori-
zon. Taken together, the evidence in �gures 2.14 and 2.15 does not lend much
support to the hypothesis that the �rm debt response in the �rst subsample is
driven by the negative real activity response.

Figure 2.14: Response of debt to a monetary policy shock
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Notes: The �gure shows the benchmark impulse response of debt to a monetary policy shock
in the �rst subsample and the counterfactual impulse response of debt to a monetary policy
shock in the same subsample, where the output response is set to zero.

36 The di�erence is computed as the benchmark impulse response minus the counterfactual
impulse response.
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Figure 2.15: Di�erence in the responses of debt to a monetary policy shock
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Notes: The �gure shows the di�erence between the benchmark impulse response and the
counterfactual impulse response of debt to a monetary policy shock in the �rst subsample.
The shaded area indicates the 90% signi�cance band.

The same exercise as shown above can in principle be applied to the second
subsample. However, the benchmark output response to a monetary tightening
in the second subsample is already practically zero (see �gure 2.7), meaning
that such an experiment is not very useful. A more interesting exercise is to
force the impulse response of output after a monetary tightening in the second
subsample to decrease exactly as it does in the �rst subsample and recompute
the impulse response of debt.37 This counterfactual debt response can then be
compared to its benchmark response. If the positive response of �rm debt after
a monetary tightening in the second subsample is indeed caused by the absence
of the negative output response, then forcing output to respond as in the �rst
subsample should make the response of �rm debt to a monetary tightening
negative.

Figure 2.16 shows the outcome of this experiment. If a monetary tightening
in the second subsample is accompanied by the negative output response, then
the positive debt response is somewhat weaker (at the peak, the debt response
is reduced from 0.56% to 0.37%), but it still remains positive for more than
three years. Moreover, the di�erence between the benchmark debt response
and its counterfactual response is not signi�cant. This is shown in �gure 2.17,

37 This is achieved if the economy in the second subsample faces a series of shocks to GDP,
such that its path is exactly the same as in the �rst subsample. Note that the GDP response
in the �rst subsample corresponds to a monetary policy shock that is more than twice the
size of that in the second subsample (see table 2.3). To control for this, the monetary policy
shock in both subsamples equals the shock in the second subsample.
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which plots the di�erence between both debt responses together with the 90%
con�dence bands.

Figure 2.16: Response of debt to a monetary policy shock
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Notes: The �gure shows the benchmark impulse response of debt to a monetary policy shock
in the second subsample and the counterfactual impulse response of debt to a monetary policy
shock in the same subsample, where the output response follows the same path as in the �rst
subsample.
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Figure 2.17: Di�erence in the responses of debt to a monetary policy shock
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Notes: The �gure shows the di�erence between the benchmark impulse response and the
counterfactual impulse response of debt to a monetary policy shock in the second subsample.
The shaded area indicates the 90% signi�cance band.

The evidence presented so far is not favourable to the alternative hypothesis
that the change in the output response drives the change in the debt response.
The experiments do show that an increase (a decrease) in output is followed by
an increase (a decrease) in debt, but the e�ect is not strong enough to change
the sign of the debt response to a monetary tightening (and is not signi�cant).
In particular, the positive response of debt to a monetary tightening in the
second subsample does not disappear if output is forced to decrease.38

Finally, the exercise proposed by den Haan and Sterk (2009) can provide
additional insight into whether the debt response to a monetary tightening has
changed. Their idea is to control for both the real activity response and the
federal funds response in the second subsample by forcing them to follow exactly
the same path as in the �rst subsample. This experiment controls for the size of
the monetary policy shock, as well as for the persistence of the federal funds rate
and the direction and persistence of the output response. The result consistent
with the �nancial innovation hypothesis is that the counterfactual debt response
to a monetary tightening in the second subsample remains positive or is less
negative than its benchmark response in the �rst subsample. Figure 2.18 shows
the outcome of this experiment.

38 This conclusion is quite robust. Appendix 2.B presents the benchmark VAR with output
of the nonfarm non�nancial corporate sector as the measure of real activity. This measure of
real activity decreases signi�cantly after a monetary tightening in the second subsample, but
the response of �rm debt remains positive.
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Figure 2.18: Response of debt to a monetary policy shock
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Notes: The �gure shows the benchmark impulse response of debt to a monetary policy shock
in the �rst subsample and the counterfactual impulse response of debt to a monetary policy
shock in the second subsample, if the economy faces a sequence of monetary policy and real
activity shocks that make the time paths of the federal funds rate and output identical to
those observed after a monetary policy shock in the �rst subsample.

Even if the federal funds rate and output follow the same path as after a
monetary tightening in the �rst subsample, the counterfactual debt response in
the second subsample in �gure 2.18 remains positive and very di�erent from the
benchmark debt response to a monetary tightening in the �rst subsample. The
explanation for this is that the counterfactual experiment uses the path of the
federal funds rate from the �rst subsample, where the monetary tightening is
stronger than in the second subsample. Because �rm debt in the second sub-
sample responds positively to an increase in the federal funds rate, using a larger
monetary shock in the counterfactual experiment would result in a stronger in-
crease in �rm debt. But the counterfactual experiment also forces the response
of output to be negative (exactly as in the �rst subsample), which dampens the
increase in �rm debt (see �gure 2.16). However, the e�ect of declining output
is not strong enough to eliminate the positive debt response. Therefore, even
when one controlls for the federal funds rate and output responses, �rm debt
still increasesafter a monetary tightening in the second subsample.

The analysis above does not take into account that the level of �rm debt
relative to GDP increased from 30.0% of GDP on average in the �rst subsample
to 42.2% of GDP on average in the second subsample, which is a 40.7% increase.
This implies that, relative to GDP, the amount of funds obtained by �rms
through borrowing in the second subsample is much greater than implied by
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the impulse responses.39 To account for the change in the proportion of �rm
debt in GDP, one would have to multiply the response of �rm debt in the second
subsample by a factor of 1.407 to obtain a comparable measure of how much
funds - relative to GDP - are provided to the �rms after a monetary tightening
in the second subsample.

The outcome of this exercise is very di�erent from the �ndings of den Haan
and Sterk (2009), who perform the same exercise for home mortgages and con-
sumer credit and �nd that they decrease by morein the second subsample fol-
lowing a monetary tightening. The fact that the empirical �ndings for �rm debt
are di�erent from the �ndings for consumer �nance could be an indication that
�nancial innovation had a di�erent impact on �rms than it had on consumers.

The evidence reported in this section indicates that the positive response of
�rm debt after a monetary tightening in the second subsample is not the result
of the almost �at response of output. The response of �rm debt to a monetary
policy shock in the second subsample remains positive even if output is arti�-
cially forced to decrease. If the evidence from such counterfactual experiments
is taken seriously, then there is nothing to support the alternative hypothesis
that �rm debt follows output.

2.6.2 Link from debt to real activity

One of the implications of the �nancial innovation hypothesis is that debt has
an e�ect on output. If the increase in �rm debt after a monetary tightening
in the second subsample really dampens the output response, as the �nancial
innovation hypothesis predicts, then it is necessary to show that �rm debt in�u-
ences output. A straightforward way to investigate this issue is to �x the debt
response after a monetary tightening to zero and observe what happens to the
response of output.

Setting the debt response to zero in the �rst subsample implies that the
economy faces a series of positive shocks to �rm debt (�gure 2.7 shows that
debt decreases after a monetary tightening in the �rst subsample), to the ex-
tent that the counterfactual debt response is equal to zero. The e�ect of this
counterfactual exercise on the real activity response is presented in �gure 2.19.
The counterfactual increase in debt does have an e�ect on real activity, but the
e�ect has the wrong sign (an increase in debt causes adecreasein output). 40

39 The impulse responses show the percentage change in �rm debt from the initial value.
Relative to GDP, the initial value of debt in the second subsample is 40.7% larger.

40 This is consistent with the result in �gure 2.11, where a positive shock to �rm debt results
in a recession in the �rst subsample.
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Figure 2.19: Response of output to a monetary policy shock
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Notes: The �gure shows the benchmark impulse response of output to a monetary policy
shock in the �rst subsample and the counterfactual impulse response of output to a monetary
policy shock in the same subsample, where the debt response is set to zero.

The problem with this exercise is that setting the debt response to zero
leads to an endogenous increase in the federal funds rate. Because the latter
has a strong e�ect on output, the counterfactual decrease of output in �gure
2.19 could be the consequence of the higher federal funds rate. An alternative
experiment is to control for the federal funds rate response by keeping it the
same as in the benchmark VAR. In this case the e�ect on output of keeping �rm
debt constant after the monetary tightening is practically zero, as �gure 2.20
shows.41

41 Because the experiment controls for the federal funds rate response, the result of such
exercise has a slightly di�erent interpretation. It should be viewed as the evidence of the
e�ect of �rm debt on output without the e�ect that goes through the federal funds rate. This
is more in line with the notion of the credit channel of monetary transmission, as described
by Bernanke and Gertler (1995). They have pointed out that according to the (broad) credit
channel, any e�ect of debt on output should come on top of the e�ect of the interest rate.
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Figure 2.20: Response of output to a monetary policy shock
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Notes: The �gure shows the benchmark impulse response of output to a monetary policy
shock in the �rst subsample and the counterfactual impulse response of output to a monetary
policy shock in the same subsample, where the debt response is set to zero and the time path
of the federal funds rate is identical to its benchmark path in the �rst subsample.

The same set of counterfactual experiments can be performed in the second
subsample. Because the benchmark debt response to a monetary tightening
in the second subsample is positive, setting the debt response to zero in the
counterfactual experiment implies that the economy faces a series of negative
shocks to �rm debt. The observation consistent with the �nancial innovation
hypothesis is that such a counterfactual decrease in the debt response has a
negative e�ect on real activity. As �gure 2.21 shows, holding debt constant
after a monetary tightening in the second subsample does result in a decrease
of the output response. The e�ect is consistent with the �nancial innovation
hypothesis, but the di�erence between the benchmark and the counterfactual
output response is small (the benchmark decrease of output at the trough is
-0.03% and the counterfactual decrease is -0.13%).42

42 To understand this result, it should be remembered that in the second subsample a
positive shock to �rm debt caused an increase in output (see �gure 2.11).
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Figure 2.21: Response of output to a monetary policy shock
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Notes: The �gure shows the benchmark impulse response of output to a monetary policy shock
in the second subsample and the counterfactual impulse response of output to a monetary
policy shock in the same subsample, where the debt response is set to zero.

As in the �rst subsample, setting the debt response to a monetary tightening
to zero changes the endogenous response of the federal funds rate, which in
turn a�ects output. To isolate the e�ect of debt, it is again useful to control
for the response of the federal funds rate by keeping it the same as in the
benchmark case. However, while the e�ect of �rm debt on the federal funds rate
in the second subsample is still strong, the e�ect of the federal funds rate on
output is weak (see �gure 2.7). This is why controlling for the federal funds rate
has practically no e�ect and results in almost exactly the same counterfactual
response of output as in �gure 2.21. The di�erences are not noticeable to the
naked eye.43

The evidence from the counterfactual experiments above does not give a
clear support to the hypothesis that �rm debt has an e�ect on output. The
evidence from the �rst subsample indicates that an increase in �rm debt leads
to a decrease in output, which is the opposite of what is expected. The evidence
from the second subsample is more favourable. The e�ect of �rm debt on output
goes in the right direction (a decrease in debt leads to a decrease in output),
but the e�ect is not very large. With such mixed evidence, it is di�cult to
argue strongly in favour of the �nancial innovation hypothesis, but at least the
evidence from the second subsample points in the right direction.

43 At the trough, the counterfactual output response is -0.1267% without controlling for the
federal funds rate response and -0.1285% when controlling for the federal funds rate response.
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The evidence from such counterfactual experiments should be taken with
caution. First, �rm debt is an aggregate of potentially very di�erent debt series.
It consists of bonds, mortgages, bank loans, other loans and advances, and
commercial paper. It could be the case that some debt components have a
positive e�ect on output and the others do not, which could make the e�ect
of the aggregate series weaker (or less signi�cant). This issue is investigated in
the next chapter. Second, these counterfactual experiments involve a series of
reduced-form shocks to a variable (�rm debt or output). There is no guarantee
that such shocks are the same in each of the subsamples (a mix of the underlying
structural shocks could change), which makes it di�cult to interpret the results.
Finally, such experiments are subject to the Lucas critique (see, e.g., Boivin and
Giannoni, 2002). If one arti�cially changes the response of one of the variables
in the VAR, the behaviour of the economy does not necessarily remain the same
(coe�cients in the VAR could change). Such counterfactual experiments can
be useful to understand what is happening in the economy represented by the
VAR, but the evidence from such exercises should be taken with caution.

2.6.3 Granger causality

An alternative way of looking at the link between �rm debt and output is to
test whether �rm debt Granger causes output and vice versa. Note that the
standard �nancial innovation hypothesis does not give any explicit predictions
about the Granger causality between �rm debt and output. Moreover, few
economists would claim that output has no e�ect on �rm debt. However, it is
still interesting to use the Granger causality test to examine whether the relation
between �rm debt and output between both subsamples has changed.

The test performed in this section controls for the exogenous variables (con-
stant, seasonal dummies and trend) as well as for the other variables in the
VAR. For example, the test of whether debt Granger causes output involves
the regression of output on a constant, seasonal dummies, a linear trend and
four lags of in�ation, output, federal funds rate and �rm debt. The Granger
causality test is the test of the hypothesis that all coe�cients on debt lags are
equal to zero. The test of whether output causes debt is analogous. The results
for each subsample are reported in table 2.4.

Table 2.4: Granger causality
Subsample Debt causes output Output causes debt

First subsample
F-stat.: 0.7772 F-stat.: 3.3897
Prob.: 0.5436 Prob.: 0.0134

Second subsample
F-stat.: 0.9348 F-stat.: 1.8913
Prob.: 0.4491 Prob.: 0.1219

Notes: The table shows the values of the F-statistic and the corresponding p-values for the
null hypothesis that all coe�cients on debt (output) lags are jointly equal to zero.
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The results indicate that �rm debt does not Granger cause output in either
of the subsamples. Output Granger causes �rm debt in the �rst subsample, but
this is no longer the case in the second subsample. These results, however, are
sensitive to the sample choice, lag length, and the choice of the conditioning
variables. For example, for the subsamples starting after 1990 it is often the
case that output does not Granger cause debt and that debt does Granger cause
output.

The evidence from the Granger causality test therefore indicates that not
much has changed in the relation between �rm debt and output, except that
output does not Granger cause debt in the second subsample. Nevertheless, if
the evidence were stretched and applied to the �nancial innovation hypothesis,
then the result that output does not Granger cause �rm debt in the second
subsample would be evidence against an alternative hypothesis that debt follows
output. But then the result that debt does not Granger cause output in both
subsamples would be evidence against the �nancial innovation hypothesis.

2.7 Did the change in monetary policy cause the
change in the impulse responses?

A possible alternative explanation for the change in the sign of the impulse
responses of �rm debt to a monetary tightening is that there was a change in
monetary policy. For example, Boivin and Giannoni (2002, 2006) have argued
that a change in the way monetary policy is conducted could be the reason
for smaller �uctuations in output during the Great Moderation. The change
in monetary policy could in principle cause both the reversal in the �rm debt
response as well as the moderation in output response to a monetary tightening.
This section investigates both issues.

The systematic component of monetary policy (i.e., the way monetary policy
is conducted) is represented by the endogenous response of the federal funds rate
(the instrument of the central bank) to changes in other variables in the VAR. A
change in the way a central bank conducts monetary policy is therefore re�ected
in the change of the coe�cients that `belong' to the federal funds rate (these
coe�cients can be viewed as a monetary policy rule). The endogenous response
of monetary policy in each subsample can therefore be changed by changing
the coe�cients of the federal funds rate. For example, Boivin and Giannoni
(2002) estimate a VAR on two subsamples and then replace the coe�cients
of the federal funds rate in the VAR estimated over the �rst subsample with
those from the VAR estimated over the second subsample. This enables them to
examine what happens in the �rst subsample if the monetary policy is conducted
in the same way as in the second subsample. This section employs the same
type of the analysis.44

44 The counterfactual change in the monetary policy rule is a typical experiment that is
subject to the Lucas critique. The evidence from this section should therefore be taken with
caution.
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2.7.1 Monetary policy and the debt response

If the response of debt to a monetary tightening in the second subsample changes
from positive to negative when the monetary policy rule from the �rst subsample
is used in the VAR estimated over the second subsample, then this is an indi-
cation that the change in monetary policy could be the reason for the change
in the debt response. If this is not the case, then there must be another reason,
possibly �nancial innovation. A similar exercise can be performed in the �rst
subsample. If the change in monetary policy is the reason for the sign change
in the debt response, then using the monetary policy rule from the second sub-
sample should change the response of debt to a monetary tightening in the �rst
subsample from negative to positive. Figure 2.22 shows the outcome of this
experiment in the �rst subsample and �gure 2.23 in the second subsample.

Figure 2.22 shows that if monetary policy in the �rst subsample is conducted
in the same way as it is in the second subsample, then the debt response to a
monetary tightening is more negative for most of the forecast horizon than the
benchmark response of debt in the �rst subsample (at the trough, the bench-
mark debt response is -0.82% and the counterfactual debt response is -1.21%
below the initial value). The e�ect of such counterfactual monetary policy in
the �rst subsample therefore goes in the wrong direction (against the alterna-
tive hypothesis that the change in monetary policy caused the change in the
debt response to a monetary tightening). This is also the case in the second
subsample. Figure 2.23 shows that if monetary policy in the second subsample
is conducted in the same way as it was in the �rst subsample, debt still increases
after a monetary tightening and its increase is stronger than the benchmark in-
crease.45 The evidence from this counterfactual experiment therefore does not
support the alternative hypothesis that the sign reversal in the debt response
to a monetary tightening was caused by the change in the way monetary policy
is conducted.

45 If the coe�cients of the federal funds rate from the �rst subsample are used in the VAR
estimated over the second subsample, the debt response becomes explosive. The reason is
that there is no guarantee that the VAR will remain stable if a set of coe�cients is changed.
For this reason the impulse responses from such counterfactual experiments can be unreliable
at longer forecast horizons.
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Figure 2.22: Response of debt to a monetary policy shock in the �rst subsample
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Notes: The �gure shows the benchmark impulse response of debt to a monetary policy shock
in the �rst subsample and the counterfactual impulse response of debt to a monetary policy
shock in the same subsample, where the endogenous response of the federal funds rate in the
�rst subsample is identical to its endogenous response in the second subsample.
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Figure 2.23: Response of debt to a monetary policy shock in the second sub-
sample
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Notes: The �gure shows the benchmark impulse response of debt to a monetary policy shock
in the second subsample and the counterfactual impulse response of debt to a monetary policy
shock in the same subsample, where the endogenous response of the federal funds rate in the
second subsample is identical to its endogenous response in the �rst subsample.

2.7.2 Monetary policy and the output response

A change in the way monetary policy is conducted could also cause the moder-
ation in the output response to a monetary policy shock. If this is true, then
using the monetary policy rule from the second subsample in the VAR estimated
over the �rst subsample should attenuate the decrease in output after a mon-
etary tightening in the �rst subsample. Similarly, using the monetary policy
rule from the �rst subsample in the VAR estimated over the second subsample
should lead to a recession after a monetary tightening.46 Figures 2.24 and 2.25
show that this is not the case.

46 This type of the counterfactual experiment takes the shock as something unavoidable
and investigates how monetary policy further responds to the e�ects of such a shock.
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Figure 2.24: Response of output to a monetary policy shock in the �rst sub-
sample
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Notes: The �gure shows the benchmark impulse response of output to a monetary policy
shock in the �rst subsample and the counterfactual impulse response of output to a monetary
policy shock in the same subsample, where the endogenous response of the federal funds rate
in the �rst subsample is identical to its endogenous response in the second subsample.

Figure 2.24 shows that using the monetary policy rule from the second sub-
sample in the VAR estimated over the �rst subsample causes astronger recession
in the �rst three years after the monetary tightening (and a more volatile output
response). That is the opposite of what should happen if a `better' monetary
policy (that is, monetary policy used in the second subsample) is the reason for
the Great Moderation.
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Figure 2.25: Response of output to a monetary policy shock in the second
subsample
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Notes: The �gure shows the benchmark impulse response of output to a monetary policy shock
in the second subsample and the counterfactual impulse response of output to a monetary
policy shock in the same subsample, where the endogenous response of the federal funds rate
in the second subsample is identical to its endogenous response in the �rst subsample.

A similar exercise, applied to the second subsample, points in the same
direction. Figure 2.25 shows that using the monetary policy rule from the �rst
subsample in the VAR estimated over the second subsample does not cause a
sharp recession after a monetary tightening, but actuallyattenuates slightly the
output response when compared to the benchmark response of output in the
second subsample.

Such counterfactual experiments cannot be pushed too far and the results
should be interpreted with caution. However, if one is willing to accept the
evidence from such experiments, then there is no support for the alternative
hypothesis that the reason for the change in the debt response to a monetary
tightening is the change in the way monetary policy is conducted. Moreover,
there is no support either for the hypothesis that the change in monetary policy
is the reason for the lower �uctuations of output in the second subsample. In
short, all the evidence presented in this section points to the conclusion that
the change in the way monetary policy is conducted is not the reason for the
changes in the responses of �rm debt and output to a monetary tightening.
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2.8 Financing of inventories

This section investigates an auxiliary hypothesis about the channel through
which �nancial innovation could contribute to lower output �uctuations. Sup-
pose that �rms do not wish to decrease production after a contractionary shock,
but prefer to accumulate inventories instead. In order to maintain the level of
production and accumulate inventories, �rms require �nancing, because they
have to pay for material and workers. If �nancing is not available, then the only
option left to them is to decrease production. Greater availability of �nancing
could therefore allow �rms to use inventories as a bu�er in a more extensive
way. This is the hypothesis investigated in this section.

The idea that �rms use inventories as a bu�er to absorb shocks is not new
(see, for instance, Carpenter et al., 1994). Neither is the idea that the availability
of �nancing is an important determinant of inventories (Kashyap et al., 1994,
have shown that the availability of �nancing can explain inventory movements
much better than interest rates, and Christiano, Eichenbaum, and Evans, 1996,
state that �rms often use debt to �nance inventories). This section attempts to
link the change in the �rm debt response to a monetary tightening to the change
in the response of inventories. If the response of inventories to a monetary
tightening follows the change in the response of �rm debt and if �rm debt has
an e�ect on inventories, then this would indicate that �nancial innovation has
enabled �rms to use inventories more e�ciently to smooth out shocks.

2.8.1 Monetary policy shock and inventories

The same approach as in the previous sections is used to investigate the response
of inventories to a monetary policy shock and its relation to the response of �rm
debt. To this end, a time series for inventories is included in the benchmark
VAR, which is then estimated over the same two subsamples as in the previous
sections.47 Figure 2.26 displays the impulse responses to a monetary tightening
for the variables in such augmented VAR.48

47 There are several available time series for inventories. Book values are problematic be-
cause they may contain valuation e�ects (�rms can use several methods to value inventories
and can in principle change them over time, possibly in a systematic way). Moreover, even if
the valuation method is known (such as historical cost), the value of inventory is a�ected by
the method �rms use to draw from the inventory (�rst-in-�rst-out or last-in-�rst-out). The
benchmark VAR in this section uses the inventories series from the System of National Ac-
counts (SNA), which attempts to remove valuation e�ects. This series is also in line with what
is used in the related literature (for instance, Carpenter et al., 1994). Appendix 2.B shows
that the results are not materially a�ected if the book value of inventories is used instead.

48 A potential problem of the VAR reported in �gure 2.26 is that the response of output
to a monetary tightening in the second subsample is positive (but insigni�cant). This might
lead to an objection that the VAR is misspeci�ed. It is possible that real activity decreases
in the second subsample if output of the nonfarm non�nancial corporate sector is used as the
measure of real activity. Appendix 2.B shows that this does not materially a�ect the results
reported in the main text.
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Figure 2.26: Impulse responses to a monetary policy shock
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Notes: Responses to a one-standard-deviation shock to the federal funds rate.

The fourth row of �gure 2.26 shows that the response of inventories to a
monetary tightening changed from the �rst to the second subsample in a simi-
lar fashion as the response of �rm debt. In the �rst subsample, a small initial
increase of inventories after a monetary tightening is followed by a strong and
prolonged decrease, reaching the trough at -0.74%below the initial value after
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thirteen quarters. In the second subsample, inventories increase after a mone-
tary tightening and peak after nine quarters at 1.23% above the initial value.
Because the size of the monetary policy shock in the second subsample is only
about half of its size in the �rst subsample, the increase in inventories in the
second subsample would be almost twice as large for the same shock as in the
�rst subsample. The responses of inventories and �rm debt to a monetary tight-
ening move in the same direction in both subsamples and they are similar in
terms of persistence.49 The question is whether this is a coincidence or whether
the responses of inventories and �rm debt to a monetary shock are related.

2.8.2 Does �rm debt in�uence inventories?

A counterfactual analysis similar to that performed in the previous sections can
be used to investigate whether there is a link between �rm debt and inventories.
The simplest exercise is to set the response of �rm debt to a monetary tight-
ening to zero, recompute the impulse response of inventories and compare this
counterfactual response to the benchmark response in �gure 2.26. The result
consistent with the idea that �rms borrow to �nance an increase in inventories
is that setting �rm debt to zero in the �rst subsample reduces the decreasein
inventories and setting �rm debt to zero in the second subsamplereduces the
increase in inventories after a monetary tightening.

49 The response of �rm debt to a monetary tightening in the second subsample is stronger
when inventories are included in the VAR.
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Figure 2.27: Response of inventories to a monetary policy shock
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Notes: The �gure shows the benchmark impulse response of inventories to a monetary pol-
icy shock in the �rst subsample and the counterfactual impulse response of inventories to a
monetary policy shock in the same subsample, where the debt response is set to zero.

Figure 2.27 shows the e�ect of holding debt constant on the response of
inventories to a monetary tightening in the �rst subsample. The counterfactual
response of inventories liesbelow their benchmark response, which indicates
that the relation between �rm debt and inventories in the �rst subsample is
the opposite of what is expected if �rm debt is used to �nance inventories
(the experiment shows that more debt leads to less inventories). However, the
di�erence between the benchmark and the counterfactual impulse response of
inventories is small and insigni�cant (see �gure 2.28). Note that this result is
similar to that for the relation between �rm debt and output.
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Figure 2.28: Di�erence in the responses of inventories to a monetary policy
shock
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Notes: The �gure shows the di�erence between the benchmark impulse response and the coun-
terfactual impulse response of inventories to a monetary policy shock in the �rst subsample.
The shaded area indicates the 90% signi�cance band.

The result is very di�erent if the same counterfactual exercise is performed in
the second subsample. Figure 2.29 shows that a positive response of inventories
to a monetary tightening in the second subsample disappears almost entirely
if debt is held constant. Moreover, �gure 2.30 shows that the di�erence be-
tween the benchmark response and the counterfactual response of inventories is
signi�cant.
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Figure 2.29: Response of inventories to a monetary policy shock
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Notes: The �gure shows the benchmark impulse response of inventories to a monetary policy
shock in the second subsample and the counterfactual impulse response of inventories to a
monetary policy shock in the same subsample, where the debt response is set to zero.

The evidence suggests that the relation between �rm debt and inventories has
changed over time. The e�ect of �rm debt on inventories in the �rst subsample
is weak, insigni�cant, and shows that an increase in debt leads to a reduction in
inventories. In the second subsample, the relation is strong, signi�cant, and has
a sign that is consistent with the idea that �rms use debt to �nance inventories
(a counterfactual reduction in the debt response results in a reduction in the
response of inventories). This is consistent with the hypothesis that �nancial
innovation enabled �rms to use borrowing more extensively in order to �nance
the increase in inventories.
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Figure 2.30: Di�erence in the responses of inventories to a monetary policy
shock
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Notes: The �gure shows the di�erence between the benchmark impulse response and the coun-
terfactual impulse response of inventories to a monetary policy shock in the second subsample.
The shaded area indicates the 90% signi�cance band.

2.8.3 Do inventories follow output?

An obvious alternative explanation for the change in the response of invento-
ries to a monetary tightening is that inventories follow output. If this is the
case, then the reason for the negative response of inventories after a monetary
tightening in the �rst subsample is that the recession is sharp. Similarly, the
reason for the positive response of inventories after a monetary tightening in the
second subsample is that there is no recession. This issue is investigated using
counterfactual experiments.
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Figure 2.31: Response of inventories to a monetary policy shock
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Notes: The �gure shows the benchmark impulse response of inventories to a monetary pol-
icy shock in the �rst subsample and the counterfactual impulse response of inventories to a
monetary policy shock in the same subsample, where the output response is set to zero.

In the �rst subsample, the question is whether the response of inventories
after a monetary tightening becomes less negative (or even positive) if output
is held constant. Similarly, the question in the second subsample is whether
the response of inventories to a monetary tightening becomes negative if the
output response is set to zero or forced to be negative. Figure 2.31 shows that
if output is held constant in the �rst subsample, the response of inventories to a
monetary tightening changes from negative to positive. The di�erence between
the benchmark and the counterfactual response of inventories is signi�cant (see
�gure 2.32). Based on this evidence, the alternative hypothesis that inventories
follow output in the �rst subsample seems plausible.
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Figure 2.32: Di�erence in the responses of inventories to a monetary policy
shock
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Notes: The �gure shows the di�erence between the benchmark impulse response and the coun-
terfactual impulse response of inventories to a monetary policy shock in the �rst subsample.
The shaded area indicates the 90% signi�cance band.

When the same counterfactual exercise is performed in the second subsample,
the problem is that the benchmark response of output to a monetary tightening
is already very close to zero (see �gure 2.26). Because the counterfactual change
in the output response is small, the benchmark and the counterfactual response
of inventories are also very close together (see �gure 2.33).
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Figure 2.33: Response of inventories to a monetary policy shock
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Notes: The �gure shows the benchmark impulse response of inventories to a monetary policy
shock in the second subsample and the counterfactual impulse response of inventories to a
monetary policy shock in the same subsample, where the output response is set to zero.

A more interesting counterfactual exercise for the second subsample is to
force both the federal funds rate and output to follow exactly the same path
as in the �rst subsample and compare the resulting counterfactual impulse re-
sponse of inventories to a monetary tightening with their benchmark response
in the �rst subsample. Figure 2.34 shows that the counterfactual response of
inventories in the second subsample lies above their benchmark response in the
�rst subsample for most of the forecast horizon. Moreover, the counterfactual
response of inventories to a monetary tightening peaks at approximately the
same time as their benchmark response reaches the trough. Figure 2.35 shows
that such counterfactual response of inventories in the second subsample is sig-
ni�cantly di�erent from their benchmark response in the �rst subsample, even
though the federal funds rate and output follow the same path as in the �rst
subsample. Thus, a large monetary policy shock and a sharp recession cannot
overturn the positive response of inventories to a monetary tightening in the
second subsample.
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Figure 2.34: Response of inventories to a monetary policy shock
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Notes: The �gure shows the benchmark impulse response of inventories to a monetary pol-
icy shock in the �rst subsample and the counterfactual impulse response of inventories to a
monetary policy shock in the second subsample, if the economy faces a sequence of monetary
policy and real activity shocks that make the time paths of the federal funds rate and output
identical to those observed after a monetary policy shock in the �rst subsample.

The results reported in this section can be summarised as follows. First, the
response of inventories to a monetary tightening has changed from negative in
the �rst subsample to positive in the second subsample. The evidence indicates
that in the �rst subsample, the response of inventories to a monetary tightening
follows output and that �rm debt has little or no e�ect on inventories. The
evidence from the second subsample is very di�erent. The response of inventories
after a monetary tightening follows �rm debt and the in�uence of output on
inventories is much weaker.50 The evidence from the second subsample seems
to support the hypothesis that �nancial innovation has enabled �rms to borrow
in order to �nance an increase in inventories.

50 The same caveats as in the previous sections apply for the counterfactual experiments
conducted in this section.
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Figure 2.35: Di�erence in the responses of inventories to a monetary policy
shock
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Notes: The �gure shows the di�erence between the benchmark impulse response and the coun-
terfactual impulse response of inventories to a monetary policy shock in the second subsample.
The shaded area indicates the 90% signi�cance band.

2.9 Conclusion

The �nancial innovation hypothesis has four implications for the empirical pat-
terns observed in the data.

The �rst implication is that there should be a reduction in the comovement
between �rm debt and output. The evidence suggests that the unconditional
correlation coe�cient between �rm debt and output has indeed decreased, but
the decrease is not very large. Conditional on the monetary policy shock, the
comovement between �rm debt and output has decreased sharply. Conditional
on the real activity shock, which is one of the most important shocks driving
the comovement between �rm debt and output, the correlation has remained
the same.

The second implication of the �nancial innovation hypothesis is that during
an economic downturn output should decrease by less after �nancial innovation.
The results indicate that this is indeed the case. In the �rst subsample, output
decreases sharply after a monetary tightening, but in the second subsample this
is not the case and output remains almost constant.

The third implication is that during an economic downturn �rm debt should
decrease by more before �nancial innovation and by less afterwards. The evi-
dence suggests that this is the case if the downturn is induced by a monetary
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tightening, which results in a decrease in �rm debt in the �rst subsample and
an increase in �rm debt in the second subsample. If the downturn is induced by
the (reduced-form) real activity shock, then debt decreases in both subsamples
and the decrease is stronger in the second subsample.

The �nal implication of the �nancial innovation hypothesis is that �rm debt
should a�ect output. The results from the �rst subsample indicate that this
is not the case and that an increase in debt leads to a decrease in output (the
e�ect has the wrong sign). The results from the second subsample indicate that
�rm debt has a positive e�ect on output, which is consistent with the idea that
an increase in �rm debt should stimulate output.

To summarise, the evidence based on the monetary policy shock is favourable
for the �nancial innovation hypothesis, but the evidence based on the real activ-
ity shock is not. The monetary policy shock is a structural shock (it is reasonably
well identi�ed under the fairly standard identi�cation scheme adopted in this
chapter), which means that the responses of variables to the monetary policy
shock are responses to the same type of shock. This cannot be said for the
responses of variables to the real activity shock, which is a reduced-form shock
and can be a mix of di�erent shocks in each of the subsamples. This is why it
may be reasonable to put somewhat more weight on the evidence based on the
monetary policy shock.

The chapter also investigates a more speci�c hypothesis that �nancial inno-
vation has enabled �rms to borrow in order to �nance an increase in inventories
during the economic slowdown. The results from the �rst subsample are not
favourable (the e�ect of debt on inventories is small and insigni�cant). The
evidence from the second subsample is more favourable. Debt has a strong and
signi�cant e�ect on inventories, which suggests that �nancial innovation has en-
abled �rms to borrow in order to �nance the increase in inventories during the
economic slowdown in the second subsample.

Two alternative hypotheses are investigated. One alternative hypothesis
is that the change in the way monetary policy is conducted is the reason for
the sign change in the debt response to a monetary tightening and for the
negligible output response to a monetary tightening in the second subsample.
The counterfactual experiments indicate that the change in the way monetary
policy is conducted does not seem to be the reason for the change in the debt
response to a monetary policy shock. Moreover, it does not seem to be the
reason for the more moderate output response to a monetary policy shock.

The second alternative hypothesis is that �rm debt follows output. This hy-
pothesis cannot be con�rmed, either. Even if the output response to a monetary
tightening in the second subsample is arti�cially forced to decrease along exactly
the same path as in the �rst subsample, the counterfactual debt response in the
second subsample remains positive. Moreover, even if both the federal funds
rate and output follow the same path as in the �rst subsample, the counterfac-
tual debt response in the second subsample does not decrease. This result di�ers
from the evidence in a related study of consumer �nance by den Haan and Sterk
(2009). In this chapter, an increase of �rm debt after a monetary tightening in
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the second subsample is more robust, which indicates that �nancial innovation
could have a di�erent e�ect on �rms than on households.

The analysis in this chapter has focused on total �rm debt, which is a very
heterogeneous aggregate. It includes both short-term and long-term debt, as
well as funds borrowed on �nancial markets and those obtained in bilateral
transactions. Di�erent forms of debt can potentially have di�erent e�ects on
GDP and inventories. This is the subject of the next chapter.
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2.A Appendix A: Additional impulse responses
and variance decomposition

This appendix shows some of the statistics that complement the main text. It
�rst presents the impulse responses to a shock to the price level. These impulse
responses are not shown in the main text, but they are needed to understand
the contribution of the price level shock to the comovement between debt and
output. They are reproduced in �gure 2.36 below. The appendix also displays
contributions of each particular shock to the variances of output and debt.

Figure 2.36: Impulse responses to a price level shock
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Notes: Responses to a one-standard-deviation shock to GDP de�ator.

Contributions of individual shocks to variances of the two variables of interest
(output and �rm debt) are presented in �gures 2.37 to 2.40. The total adds up
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to one, so that the lines display the shares of each shock in the total variance of
the variable at di�erent time horizons.

Figure 2.37: Variance decomposition for GDP in the �rst subsample

0 2 4 6 8 10 12 14 16 18 20
0

0.2

0.4

0.6

0.8

1

 

 

Total
GDP deflator shock
Real activity shock
Total debt shock
Monetary policy shock

Notes: Contributions of each particular shock to the variance of forecast errors.

Figure 2.38: Variance decomposition for GDP in the second subsample
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Notes: Contributions of each particular shock to the variance of forecast errors.

65



Financial Innovation and Firm Debt over the Business Cycle

Figure 2.39: Variance decomposition for debt in the �rst subsample
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Notes: Contributions of each particular shock to the variance of forecast errors.

Figure 2.40: Variance decomposition for debt in the second subsample
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Notes: Contributions of each particular shock to the variance of forecast errors.
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2.B Appendix B: Robustness

2.B.1 Lags, trends, seasonality, de�ators

Lags

The results of the benchmark VAR are robust to di�erent lag length speci�ca-
tions. Because the benchmark VAR is estimated in levels, the estimates are not
consistent if not enough lags are used. For the benchmark VAR in the �rst sub-
sample, the AIC criterion indicates two lags, the BIC one lag, and the Lagrange
multiplier test two lags. For any of the suggested lag lengths, the results are
not materially a�ected. For the benchmark VAR in the second subsample, the
AIC suggests �ve lags, the BIC two lags, and the Lagrange multiplier test four
lags. The results are not materially di�erent for any of these lag lengths. To
keep matters simple and because quarterly data are used, a `natural' choice of
the lag length of four seems plausible. This also facilitates the comparison with
the existing literature (for instance, Christiano, Eichenbaum, and Evans, 1996).

Trends

Using a di�erent trend does not a�ect the results materially. Using a quadratic
or cubic trend gives very similar impulse responses both in terms of magnitudes
and signi�cance.

Seasonally adjusted data

Using the seasonally adjusted data (X-12-ARIMA) and omitting quarterly dum-
mies in the VARs does not a�ect the results. The impulse responses remain
almost the same and the signi�cance is not materially a�ected.

CPI as the measure of the price level

Using CPI as the measure of the price level (but de�ating the variables by GDP
de�ator) has no e�ect on the direction or magnitude of the debt and output
responses. A weak price puzzle that appears in the �rst subsample when GDP
de�ator is used disappears if CPI is used. However, a slight price puzzle then
appears in the second subsample.

De�ators

Picking a di�erent de�ator (CPI, PPI or GDP de�ator) has negligible e�ects on
the results.

Reordering

Benchmark VAR assumes that total debt cannot react to the federal funds rate
contemporaneously. When the �nancial variable is long-term debt, this is a
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reasonable assumption, as it is unlikely to adjust by much in the same quar-
ter when the interest rate changes (although this is possible). If the �nancial
variable is short-term debt, then it is reasonable to allow it to adjust contem-
poraneously to the federal funds rate (see Christiano, Eichenbaum, and Evans,
1996). Firm debt is a mix of both long-term and short-term debt, so this issue
may be subject to di�erent interpretations. However, if the VAR is reordered in
such a way that debt is allowed to react contemporaneously to the federal funds
rate, this does not a�ect the results materially. In this case, the debt response
to a monetary tightening in the second subsample is even more pronounced.

2.B.2 Using sectoral GDP

The main text presents the evidence using GDP of the entire economy as the
measure of real activity. Given that the analysis is focused on �rms in the
nonfarm non�nancial corporate sector, using the real activity measure that is
associated with this particular sector could be more appropriate. Moreover,
because the aggregate output response to a monetary policy shock in the second
subsample is almost zero, the question arises as to whether the VAR is correctly
speci�ed. Figure 2.41 shows the impulse responses after a monetary tightening
in a VAR in which sectoral output is used instead of aggregate output. The
impulse responses in the �rst subsample are almost the same as in the case where
the aggregate output is used. The main di�erence in the second subsample is
that output of the nonfarm non�nancial corporate sector decreases signi�cantly,
as would be expected after a monetary tightening. The decrease in real activity
is less than in the �rst subsample, which is consistent with the notion of the
Great Moderation. More importantly, the positive response of �rm debt to a
monetary tightening is still present.
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Figure 2.41: Impulse responses to a monetary policy shock with sectoral output
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Notes: Responses to a one-standard-deviation shock to the federal funds rate.

2.B.3 Inventories

To investigate the hypothesis that the increase in debt after a monetary tight-
ening in the second subsample is used to �nance the increase in inventories, it is
desirable to have a measure of how much �rms actually paid for inventories (in
terms of the cost of materials, wages, etc.). The book value of inventories is the
�rst that comes to mind, but this is a�ected by the valuation method chosen
by the �rms. Depending on whether the �rms use FIFO (�rst-in-�rst-out) or
LIFO (last-in-�rst-out) to draw on their inventory, inventories in books will be
valued either at the most recent cost, or at the cost from the previous periods,
respectively.
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The fact that �rms are free to change the valuation method may be even
more problematic and it is possible that they do this in a systematic way over the
business cycle. The main text displays the impulse responses for the inventories
series from the System of National Accounts (SNA), which is adjusted by the
BEA for the valuation e�ects. Valuation e�ects are also excluded in the previous
literature. For example, Carpenter et al. (1994) adjust book values for the
valuation e�ects due to FIFO or LIFO methods. Given their description of the
procedure (in the data appendix), the SNA series seems to be the closest to their
measure of inventories. As a robustness check, this section presents the impulse
responses to a monetary tightening in a VAR that uses book value of inventories
(that is, a series that includes the valuation e�ects). The series comes from the
Flow of Funds balance sheet data. As �gure 2.42 shows, the impulse responses
are not materially di�erent from those in the main text.
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Figure 2.42: Responses to a monetary policy shock
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Notes: Responses to a one-standard-deviation shock to the federal funds rate.

In the main text, a monetary tightening in the second subsample in a VAR
with inventories leads to a somewhat unexpected result that GDP increases
(although the increase is small and insigni�cant). It is prudent to investigate
whether the results reported in the main text still remain valid when the VAR
uses a measure of real activity that decreases after a monetary tightening in the
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second subsample. A measure of real activity that ensures a robust decrease of
real activity in the second subsample is GDP of the nonfarm non�nancial cor-
porate sector. When this series is used in the VAR, real activity decreases after
a monetary tightening in the second subsample, but �rm debt and inventories
still increase (as reported in the main text). Figure 2.43 displays the result.

Figure 2.43: Responses to a monetary policy shock when real activity decreases
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2.C Appendix C: Data

The following data series are used in the main analysis. Total debt series is
the sum of commercial paper, municipal securities, corporate bonds, bank loans
not elsewhere classi�ed, mortgages, and other loans and advances. Other loans
and advances are themselves the sum of loans from savings institutions, loans
from �nance companies, loans from the U.S. government, acceptance liabilities
to banks, loans from the rest of the world and loans from issuers of asset-
backed securities. The series that is equivalent to total debt is credit market
instruments.

Table 2.5: Data series
Code Series

FL104104005 Credit market instruments
FL103169700 Commercial paper
FL103162005 Municipal securities
FL103163003 Corporate bonds
FL103168005 Bank loans n.e.c.
FL103165005 Mortgages
FL103169255 Other loans and advances
FL103169525 Savings institutions
FL103169535 Finance companies
FL103169205 U.S. government loans
FL103169605 Acceptance liabilities to banks
FL263068000 Rest of the world
FL673069505 ABS issuers
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Chapter 3

Financial Innovation and
Firm Debt Portfolio

3.1 Introduction

The results of the previous chapter indicate that there are interesting changes
in the response of �rm debt to a monetary tightening over time. Firm debt de-
creases after a monetary tightening before 1980 and increases after 1985. These
�ndings are related to the belief, popular before the onset of the current �nancial
crisis, that �nancial innovation and deregulation helped to reduce frictions in
lending, which reduced the volatility of output. 1 This line of thought, labeled
as the �nancial innovation hypothesis, argues that after �nancial innovation
and deregulation, �nancial intermediaries are able to ful�ll their role during
economic downturns more e�ciently, which helps to stabilise the economy.

This chapter has three broad goals. The �rst goal is to extend the analysis of
the e�ects of �nancial innovation to individual components of �rm debt. Total
�rm debt investigated in the previous chapter is a very heterogeneous aggregate
that consists of bonds, mortgages, bank loans, other loans and advances, and
commercial paper. These types of �rm liabilities have very di�erent properties
(maturity, they can be obtained on the market or through an intermediary, etc.),
which implies that �nancial innovation could a�ect them in a di�erent way. It is
therefore not obvious that the �ndings for total debt from the previous chapter
extend to all �rm debt components.

The �nancial innovation hypothesis is not very speci�c about the type of
�rm debt to which it applies. In particular, the �nancial innovation hypothesis
does not require that its implications extend to individual components of �rm
debt. Nevertheless, it is still interesting to see whether individual �rm debt
components behave in a way that is consistent with the implications of the �-

1Examples of papers exploring this topic are Campbell and Hercowitz (2005), Dynan,
Elmendorf, and Sichel (2006), Cecchetti, Flores-Lagunes, and Krause (2006), Boivin and
Giannoni (2002 and 2006), Jermann and Quadrini (2006), and many others.
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nancial innovation hypothesis. If a debt component or a set of debt components
can be found that behave in a way that is consistent with the �nancial inno-
vation hypothesis, then this could potentially serve as an indication about the
form of �nancial innovation that was bene�cial for the more moderate output
�uctuations during the Great Moderation.

The second goal of this chapter is to investigate the changes in the �rm debt
portfolio induced by the monetary policy shock. One reason for investigating
these changes is to shed more light on what drives the change in the response
of total debt after a monetary tightening. The change in the response of total
debt could for example be driven by a single debt component, or it could be
weaker because the responses of some �rm debt components tend to o�set the
responses of other debt components. Another reason is that individual �rm debt
components are to some extent substitutes, which makes it possible to identify
whether the change in the response of a debt component happened because
the supply of this debt component has changed. A well-known example of such
identi�cation strategy is the investigation of the bank lending channel (Kashyap,
Stein, and Wilcox, 1993).

The �nal goal of this chapter is to investigate which shocks drive the changes
in the unconditional standard deviations of �rm debt components and their
correlations with GDP and total debt. The reason is that a typical way to
investigate the e�ect of �nancial innovation is to investigate the changes in
the unconditional comovement between debt and real activity (for example,
Campbell and Hercowitz, 2005). The reduction in the comovement between
debt and real activity is then taken as evidence favourable to the �nancial
innovation hypothesis. However, as pointed out by den Haan and Sterk (2009),
the comovement between two variables is the result of many di�erent shocks
that a�ect the economy and not all of them cause variables to move in the same
direction. Therefore, a reduction in the unconditional comovement could be the
result of a change in the relative importance of those shocks that generate the
positive comovement. The analysis in this chapter follows the latter approach
and makes the analysis of the changes in the unconditional moments explicitly
conditional on a particular shock.

The analytical framework used throughout the chapter follows den Haan
and Sterk (2009). A vector autoregressive model (VAR) is estimated over two
subsamples, which enables comparison of the dynamic impulse response func-
tions (IRF) of each variable to a particular shock across the subsamples. This
reveals not only whether the direction of the response of a variable to a shock
has changed over time, but also whether a variable reacts more strongly to a
shock and whether two variables tend to move together after a particular shock.
This framework therefore makes it possible to be more precise in pointing out
what is the reason for the changes in the unconditional moments.

The chapter begins with an overview of the unconditional statistics, such
as the size of each debt component relative to GDP over time and their un-
conditional standard deviations and correlation coe�cients with total debt and
GDP. This is followed by an investigation into whether the behaviour of �rm

76



debt components is consistent with the implications of the �nancial innovation
hypothesis.

The standard �nancial innovation hypothesis has the following implications
for �rm debt (see, e.g., den Haan and Sterk, 2010). First, the comovement
between �rm debt and output should become less positive (and possibly turn
negative) after �nancial innovation. Second, during an economic downturn the
decrease in output should be larger before �nancial innovation and lower after
it. Third, the decrease in �rm debt during an economic downturn should be
larger before �nancial innovation than after it. Finally, �rm debt should a�ect
output. An additional hypothesis about the channel through which �nancial
innovation a�ects �rms was proposed in the previous chapter, namely that �-
nancial innovation has enabled �rms to use debt more e�ectively to �nance a
temporary increase in inventories during an economic downturn.

The changes in the responses of some �rm debt components can in princi-
ple be explained by a plausible alternative hypothesis, namely that �rm debt
components follow output. This means that the changes in the responses of
�rm debt components to a monetary tightening in the second subsample are
caused by the milder decrease in real activity in the second subsample. If this
hypothesis is correct, then the response of �rm debt components in the second
subsample should not be materially di�erent from their responses in the �rst
subsample if the response of real activity and the size of the monetary policy
shock are the same as in the �rst subsample.

The main result in this chapter is that, conditional on a monetary policy
shock, the behaviour of intermediated �rm debt components (bank loans, other
loans and advances, and mortgages) is consistent with the implications of the
�nancial innovation hypothesis, while the behaviour of market debt components
(bonds and commercial paper) is not. After a monetary tightening, intermedi-
ated debt components decrease in the �rst subsample and increase in the second
subsample.2 Market debt components increase after a monetary tightening in
the �rst subsample, but decrease in the second subsample.3 The evidence in-
dicates that the supply of all intermediated debt components increases after a
monetary tightening in the second subsample, while the supply of market debt
components decreases. This implies that �nancial intermediaries have become
more e�cient (or less constrained) in providing �nancing to �rms during an eco-
nomic downturn in the second subsample. Finally, the alternative hypothesis
that the change in the response of intermediated debt components to a mone-
tary tightening in the second subsample is the result of the lower decrease of
real activity is not supported by the evidence.

The results regarding the e�ect of �rm debt components on output are not
so clear-cut. The evidence suggests that long-term debt components (bonds
and mortgages) do have an e�ect on output, but short-term debt components

2Bank loans decrease in the second subsample, but their response to a monetary tightening
is not robust.

3The responses of intermediated debt components tend to be stronger than the responses
of market debt to a monetary tightening, which implies that changes in the response of total
debt are driven by intermediated debt components.
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(commercial paper, bank loans, and other loans and advances) have either no
e�ect or the e�ect has the wrong sign. The results also indicate that short-term
debt components have a strong e�ect on inventories, which is consistent with
the hypothesis that �nancial innovation has enabled �rms to use debt more
e�ectively to �nance a temporary increase in inventories during an economic
downturn.4

The evidence conditional on a shock to real activity is not favourable for
the �nancial innovation hypothesis. Firm debt components tend to react more
positively and more persistently to a positive shock to real activity in the second
subsample, which is more evident when a shock to output of the nonfarm non-
�nancial corporate sector is considered instead of a shock to GDP.5 Moreover,
the size of the shock to output of the nonfarm non�nancial corporate sector is
not smaller in the second subsample, which implies that this shock has retained
its in�uence.

The results from the unconditional statistics indicate that the volatility of
�rm debt components is higher in the second subsample, while the volatility
of real activity is lower. Also, �rm debt components are more correlated with
total debt in the second subsample, while the correlation coe�cients of �rm debt
components with GDP are not higher, with the exception of commercial paper.
The unconditional correlation coe�cient of commercial paper with GDP has
increased substantially (from almost -0.5 to +0.5) from the �rst to the second
subsample.

The changes in the unconditional standard deviations can be traced to two
shocks. The �rst is the monetary policy shock. The responses of several �rm
debt components (e.g., mortgages, and other loans and advances) to a mone-
tary policy shock are stronger in the second subsample (strong enough, such
that they o�set the decrease in the size of the monetary policy shock in the
second subsample), which explains a part of the increase in the volatility of �rm
debt components in the second subsample. The second shock is the shock to
output of the nonfarm non�nancial corporate sector. This shock has retained
its importance in the second subsample, while the responses of �rm debt com-
ponents to this shock have become stronger in the second subsample. The size
of this shock together with the strength of debt component responses to this
shock in the second subsample explains the remainder of the increase in the
volatility of �rm debt components in the second subsample.

The increase in the unconditional correlation coe�cient between �rm debt
components and total debt in the second subsample can also be explained by
the changes in the responses to a shock to output of the nonfarm non�nancial
corporate sector. This shock is not smaller in the second subsample and the

4 Inventories increase vigorously and persistently after a monetary tightening in the second
subsample. This implies that the demand for �nancing due to the increase in inventories after
a monetary tightening is countercyclical (see Gilchrist and Zakraj²ek, 1995). Because short-
term debt components are more closely related to inventories (as the evidence indicates) in
the second subsample, this could explain why some short-term debt components move in the
opposite direction to real activity.

5The reason could be that the shock to output of the nonfarm non�nancial corporate
sector is ampli�ed and more persistent in the second subsample.
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responses of �rm debt components and total debt are stronger in the second
subsample and move in the same direction. The monetary policy shock cannot
explain the increase in the comovement between debt components and total
debt in the second subsample, because it pushes several debt components in the
opposite direction in both subsamples.

The monetary policy shock can to some extent explain why there is no in-
crease in the comovement between �rm debt components and GDP in the second
subsample. Recall that intermediated debt components decrease after a mon-
etary tightening in the �rst subsample and increase in the second subsample,
while market debt components do the opposite. Because real activity decreases
after a monetary tightening in both subsamples, this implies that the comove-
ment between intermediated debt and GDP changed from positive to negative,
while the comovement between GDP and market debt changed from negative to
positive (conditional on the monetary policy shock). The negative comovement
of intermediated debt components after a monetary policy shock o�sets a large
part of the positive comovement between GDP and debt components in the
second subsample, induced by the shock to output of the nonfarm non�nancial
corporate sector.6

The chapter begins by presenting some simple statistics about �rm debt
components and real activity in section 3.2. This is followed by a discussion
of changes in the impulse responses after a monetary policy shock and other
shocks in section 3.3. Section 3.4 presents the results of counterfactual exercises
to provide a better understanding of the reasons behind the observed changes,
attempting to shed some light on the direction of in�uence between variables
in the VAR and trying to refute an alternative explanation. Finally, section 3.5
provides a complementary explanation by looking at the evidence of the link
between debt components and inventories. Section 3.6 concludes.

3.2 Data and key statistics

This section presents the data on �rm debt components and real activity, fol-
lowed by some typical business cycle statistics that show how they have evolved
over time.

The key variables are U.S. real GDP, real output of the nonfarm non�nancial
corporate sector (NfC GDP), and real �rm debt components. Firm debt com-
ponents are series that add up to total �rm debt of the the nonfarm non�nancial
corporate sector. These are bonds, mortgages, bank loans, other loans and ad-
vances (OLA), and commercial paper(CP).7 The data on �rm debt components
are from the US Flow of Funds Accounts and span the period from 1954Q3 to

6The increase in the comovement of commercial paper with GDP is explained by the
sign change in the response of commercial paper to the monetary policy shock in the second
subsample and the sign change of commercial paper response to the shock to output of the
nonfarm non�nancial corporate sector in the second subsample.

7Municipal securities are omitted because the data series starts too late (in 1971Q2) and
because they are very small relative to other debt components.
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2009Q1. GDP, NfC GDP, and the GDP de�ator are taken from the national
accounts and cover the same period.

To investigate changes over time, the available data is split into two sub-
samples. The �rst subsample (the `early' period) begins in 1954Q3 and ends in
1978Q4. The second subsample (the `late' period) begins in 1985Q1 and ends
in 2008Q1. The reason for leaving a gap between both subsamples is to exclude
the very volatile Volcker disin�ation period and to separate both subsamples
clearly.8

3.2.1 Firm debt components as a proportion of GDP

To obtain some notion of the size and trend of �rm debt components over time,
�gure 3.1 plots each of the �rm debt components as a proportion of GDP over
the entire sample.

Figure 3.1: Firm debt components relative to GDP
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Until around 1980, proportions of �rm debt components in GDP were rel-
atively stable. There is no strong trend in either the size of debt components
relative to GDP or in their size relative to each other. After around 1980, this
is no longer the case. Bonds and other loans and advances (OLA) have strongly
increased, while bank loans have decreased in proportion to GDP. Mortgages
�rst decreased and then during the last decade increased in proportion to GDP,

8The reasons are explained in more detail in the previous chapter.
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while commercial paper (CP) �rst increased and, again during the last decade,
decreased as a proportion of GDP. Such developments are an indication that
the �rm debt portfolio became less static after the 1980s.

3.2.2 Volatilities

Volatilities of �rm debt components, total debt, and GDP are reported in table
3.1.9 The left half of the table shows the volatilities of the cyclical components
of the series (and the ratios between the statistics in both subsamples), while
the right half of the table contains the volatilities of the cyclical components of
the series, measured relative to the volatility of the cyclical component of GDP
(and the ratios between the statistics in both subsamples).

Table 3.1: Volatilities and relative volatilities
Volatilities Relative volatilities

Series/Subsample First Second Ratio First Second Ratio
GDP 0.0179 0.0092 0.51 1 1 1

Total debt 0.0157 0.0266 1.69 0.8773 2.8782 3.28
Bank loans 0.0465 0.0544 1.17 2.5955 5.8946 2.27

OLA 0.0438 0.0452 1.03 2.4436 4.8959 2.00
CP 0.2329 0.1321 0.57 12.988 14.320 1.10

Bonds 0.0163 0.0266 1.63 0.9095 2.8800 3.16
Mortgages 0.0450 0.0573 1.27 2.5109 6.2115 2.47

Notes: The table shows the standard deviations of the cyclical components of each data series,
obtained by detrending the quarterly data with the HP-�lter and using the smoothing constant
set to 1,600. The relative volatilities are the standard deviations of the cyclical components
of each series relative to the standard deviation of the cyclical component of GDP.

The main insight from table 3.1 is that while the volatility of various types
of �rm debt has increased, the volatility of GDP has halved.10 The consequence
is that the volatility of �rm debt components relative to the volatility of GDP
has increased by a large multiple in the second subsample (see the last column
in the table). Another insight is that the volatility of total debt has increased
by more than the volatility of most of its components, which indicates that the
covariances between some debt components have increased.

Another interesting issue is whether �rms have become more active in ad-
justing their debt portfolios. The volatility of shares of various debt components
in total debt is reported in table 3.2.

9The results are not materially di�erent if the data are detrended using a band-pass �lter
(see appendix 3.A.1 for details).

10 An exception is commercial paper, and the reason is that in the beginning of the �rst
subsample this series is tiny (issued only by a handful of �rms). A large issue of CP by a
couple of �rms could have an e�ect on the aggregate, resulting in the high volatility of CP in
the �rst subsample.
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Table 3.2: Volatilities of shares in total debt
Volatilities

Series First subsample Second subsample Ratio
Bank loans 0.0220 0.0523 2.38

OLA 0.0173 0.0107 0.62
CP 0.0070 0.0138 1.97

Bonds 0.0360 0.0669 1.86
Mortgages 0.0104 0.0225 2.16

Notes: The table shows the volatilities of each debt component's share in total debt.

The standard deviations of �rm debt component shares in total debt indicate
that there is a substantial increase in the volatility of �rm debt portfolio in the
second subsample relative to the �rst subsample.11 An exception is OLA, but
this series is itself an aggregate of various other debt series and the volatilities
of their shares in total debt have also increased. This evidence seems to con�rm
that the �rm debt portfolio became more volatile after 1985.

3.2.3 Correlations

Table 3.3 reports the correlation coe�cients of the cyclical components of every
�rm debt component with the cyclical component of GDP and the cyclical
component of total �rm debt.

Table 3.3: Correlations with GDP and total debt
With GDP With total debt

Series/Subsample First Second First Second
Bank loans 0.3429 0.2670 0.7860 0.8688

OLA 0.0606 0.3939 0.2949 0.8672
CP -0.4999 0.5553 -0.0499 0.6031

Bonds 0.0172 -0.0763 -0.1969 0.5507
Mortgages 0.5079 0.2730 0.7662 0.4819

Notes: The table shows the correlations of the cyclical components of each data series, obtained
by detrending the quarterly data with the HP-�lter and using the smoothing constant set to
1,600.

These correlation coe�cients indicate two main developments. First, the
correlation coe�cients of individual debt components with both GDP and total
debt tend to be quite far apart in the �rst subsample, while they tend to be more
clustered together in the second subsample. All correlation coe�cients of debt
components with GDP are within the interval [� 0:50 0:51] in the �rst subsample
and within the interval [� 0:08 0:56] in the second subsample. This clustering
in the second subsample is somewhat more pronounced for the correlation coef-
�cients of debt components with total debt. Their correlation coe�cients with

11 Shares of debt components in total debt are not �ltered.
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total debt are within the interval [� 0:20 0:79] in the �rst subsample and within
[0:48 0:87] in the second subsample. Second, both intervals seem to have shifted
upwards (toward more positive numbers) in the second subsample and this shift
is again more pronounced for the correlation coe�cients with total debt.

The most remarkable change is the change in the correlation coe�cient be-
tween CP and GDP, which has changed sign from almost -0.5 in the �rst sub-
sample to more than +0.5 in the second subsample. Without this change in the
correlation of CP with GDP, the correlations of other debt components with
GDP exhibit a quite di�erent pattern than claimed above. Without CP, the
correlation coe�cients of other debt components are contained within [0:06 0:51]
in the �rst subsample and within [� 0:08 0:4] in the second subsample, implying
that the interval with the correlation coe�cients of debt components with GDP
has shifted slightly downwards in the second subsample. Therefore, without
CP, the correlation coe�cients of debt components with GDP in the second
subsample span approximately the same interval as in the �rst subsample (or
even on an interval that is slightly more negative). The claim that the interval
with correlations of debt components with GDP has shifted upwards is therefore
not robust. Note that this is not the case for the correlation coe�cients of debt
components with total debt. No matter which debt component is excluded, the
interval for correlation coe�cients of debt components with total debt is still
more positive in the second subsample.

The developments in the data over time are more interesting than the set of
�gures in the table above indicates. For this reason �gures 3.2 and 3.3 display
the correlation coe�cients of the cyclical component of each �rm debt compo-
nent with the cyclical component of total debt and GDP, respectively. These
correlation coe�cients are estimated over a 20-year rolling window (the x-axis
shows the beginning of the rolling window, e.g., the point above 1970 is the
correlation coe�cient estimated for the period between 1970 and 1990).

Figure 3.2 shows the estimated rolling-window correlation coe�cients of the
cyclical part of �rm debt components and the cyclical part of total debt. In the
beginning of the sample, the correlation coe�cients are quite far apart. Over
time they tend to increase and move closer together, which gives the �gure its
characteristic funnel-like shape (note that this result does not hinge on a single
debt component series). This indicates that the results reported in table 3.3
actually understate how similar �rm debt components are at the end of the
sample. Because the correlation coe�cients of �rm debt components with total
debt have both increased and clustered close together, this seems to suggest
that di�erent forms of �rm debt have become more similar over time.
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Figure 3.2: Rolling correlations of �rm debt components and total debt
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Notes: Cyclical components are obtained from the quarterly data using the HP-�lter with
the smoothing constant set to 1,600. The x-axis indicates the beginning of the 20-year rolling
window.

The result from the estimated rolling-window correlation coe�cients of the
cyclical part of �rm debt components with the cyclical part of GDP is quite
di�erent, as �gure 3.3 shows. Initially the correlation coe�cients of debt com-
ponents with GDP exhibit a small increase, but then they stabilise. The corre-
lation coe�cient of mortgages with GDP begins to gradually decrease as early
as the mid-1960s. Towards the end of the sample (since 1980) a decrease in the
correlation coe�cients is observed for several debt components (bonds, OLA,
mortgages). Moreover, if the increase in the correlation coe�cient of CP with
GDP is ignored, there is not much change in the correlation coe�cients of �rm
debt components with GDP from the �rst to the second subsample. The change,
if any, seems to be hump-shaped: an increase in correlation coe�cients is fol-
lowed by a slow decrease. Interestingly, this decrease in correlations intensi�es
with the period of more intense �nancial innovation after 1980. Correlations re-
ported in table 3.3 obscure this possibly hump-shaped behaviour of correlation
coe�cients of �rm debt components with GDP.
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Figure 3.3: Rolling correlations with GDP
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Notes: Cyclical components are obtained from the quarterly data using the HP-�lter with
the smoothing constant set to 1,600. The x-axis indicates the beginning of the 20-year rolling
window.

The most interesting outlier is the correlation coe�cient of the cyclical part
of CP with the cyclical part of GDP. As both table 3.3 and �gure 3.3 show,
this correlation coe�cient displays a steady increase throughout the sample,
going from strongly countercyclical to strongly procyclical. Even though CP is
a relatively small �rm debt component (it is the smallest of all), this result is
nevertheless interesting. One reason is that the cyclicality of CP has led to some
puzzling results in the literature. For example, Calomiris, Himmelberg, and
Wachtel (1995) argue that commercial paper is countercyclical in the aggregate
and procyclical on the micro-level (they even provide several explanations of
why this is the case). The reason for the puzzling results is that the correlation
of commercial paper with GDP has changed from negative to positive, with the
turning point around the early eighties. Calomiris et al. (1995) investigated the
micro data for CP in the period between 1985 to 1992 (note that commercial
paper was already procyclical according to the rolling-window estimates), but
then compared their results to the cyclical behaviour of CP during the previous
business cycles, most of them before the eighties. They have data for only one
cycle in the beginning of the nineties, which already shows that CP is (mildly)
procyclical.
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3.2.4 Discussion

A rough summary of the results presented so far is that in terms of their cyclical
behaviour, �rm debt components have become more volatile and more similar
to total debt in the second subsample. GDP has become less volatile in the
second subsample and the correlation of its cyclical component with the cyclical
part of the debt component series has remained approximately the same.

A potentially puzzling result in table 3.1 is that the volatility of the cyclical
part of total debt (on its own as well as relative to GDP) has increased in the
second subsample by more than the volatilities of the cyclical parts of debt com-
ponents. This can be explained by the increase in the correlation coe�cients
between debt components in the second subsample (see �gure 3.2). Because the
correlation coe�cients of debt components with total debt have increased from
the �rst to the second subsample, the sum of debt components has become more
volatile than in the �rst subsample (an exception are mortgages, whose corre-
lation coe�cient with total debt decreased in the second subsample, but this
decrease is not strong enough to o�set the increase in the correlation coe�cients
of other debt components with total debt).

Another result that needs an explanation is that even though the standard
deviation of the cyclical component of CP decreases and the correlation of the
cyclical component of CP with GDP increases in the second subsample, these
changes disappear in total debt. The reason is that CP represents a relatively
small proportion of total debt (despite the increase in proportion over time, it
still remains small). Any change in the cyclical properties of CP therefore tends
to get blurred or disappears in the aggregate with other debt components.

To understand the above statistics better, �gure 3.4 plots the cyclical com-
ponent of GDP together with the cyclical component of each �rm debt series.
The shaded areas indicate recessions as dated by the NBER.
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Figure 3.4: Cyclical component of �rm debt components and output
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The increase in the standard deviations of �rm debt components towards the
second half of the sample reported in table 3.1 is evident in the �ltered series of
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�gure 3.4. Note that the times when the �rm debt series becomes more volatile
are not uniform across all debt components. For example, mortgages are quite
stable until around 1974, when their volatility increases and remains high. For
bonds and OLA the volatile period seems to start after around 1980. Bank
loans become more volatile only towards the end of the 1980s. The volatility
of commercial paper is in�uenced by the size of the series. Especially in the
beginning of the sample, this series is so small that large issues by individual
�rms could a�ect the aggregate.12 This explains the high volatility of the CP
series in the beginning of the sample, but it should also be noted that the
volatility of the CP series has also increased towards the end of the sample,
when the CP series is not so small anymore. The common trait of all �rm debt
component series is that the �uctuations of their cyclical components show no
sign of moderation in the second half of the sample. The term great ampli�cation
would be a much better description of their behaviour after the 1980s.

The (absence of) changes in the correlation coe�cients of �rm debt com-
ponents with GDP reported in table 3.3 can be clearly seen in �gure 3.4. For
example, the change in the correlation coe�cient of the cyclical component of
CP with the cyclical component of GDP is visible in the second panel of �g-
ure 3.4. Before 1990, CPdecreasesbefore recessions and then increases during
recessions (or remains above the trend). From around 1985 on, CPincreases
before recessions and begins to decrease after the onset of a recession. Inter-
estingly, before the mid-1980s, CP tended to peak at the end of recessions, but
after the double-dip recession in the early 1980s, it peaks just before a recession.
This change in timing might have contributed to the change in the correlation
coe�cient of CP with GDP.

Other debt components show little or no change in their cyclical correlation
with GDP. Bonds sometimes increase and sometimes decrease during recessions
in the entire sample, which indicates that they are essentially acyclical and that
this has not changed over time. Bank loans peak either just before or during a
recession, but never at the end of it. Mortgages tended to peak before recessions
up until the mid-1980s, and have since peaked in the middle of recessions. Other
loans and advances seem to consistently peak during recessions. These three
series tend to decrease for some time after the recession is over and this pattern
became somewhat more pronounced after 1980. Overall, except for CP, it is
very di�cult to discern a reliable or a clear-cut change in the relation between
�rm debt components and GDP from �gure 3.4, which explains why there is
practically no change in the correlation coe�cients of debt components with
GDP between the two subsamples.

The evidence presented so far is unconditional. Based on such evidence, it is
not possible to infer which shock is the driving force behind the reported changes
in the standard deviations and the correlation coe�cients. Conditioning on
shocks requires a di�erent type of analysis, which is is the topic of the following
section.

12 Note that CP is issued almost exclusively by relatively few large, well-known, highly-rated
�rms.
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3.3 Evidence conditional on shocks

3.3.1 Analytical framework

The analytical approach that makes it possible to condition the analysis on
shocks is a structural vector autoregressive model (VAR). This chapter uses the
same VAR model and the same identi�cation scheme as the previous chapter.
For reference, this section brie�y outlines the analytical framework. The bench-
mark VAR in this chapter is based on the following (reduced-form) equation:

Yt = c + t + D t + A1Yt � 1 + ::: + AqYt � q + ut : (3.1)

Here, c is a constant, t is a linear trend, D t is a vector of quarterly dummy
variables, Yt is a vector of endogenous variables that include a policy instrument
and ut is a reduced-form shock. VectorYt takes the following form: Y 0

t =
[X 0

1;t ; r t ; X 0
2;t ], where X 1;t is a vector of variables whose current values are in

the central bank's information set (the central bank can respond to them),
X 2;t is a vector of variables whose current values are not in the central bank's
information set and r t is the policy instrument. It is assumed that all lagged
values are in the central bank's information set.

As in the previous chapterX 0
2;t is empty, while X 0

1;t now consists of the GDP
de�ator, real GDP, real GDP of the nonfarm non�nancial corporate sector, and
a real debt component (in this order). Because the data is quarterly, it is as-
sumed that the central bank can react contemporaneously to all other variables
used in the VAR. Following Bernanke and Blinder (1992), the monetary policy
instrument is the federal funds rate. All variables are in log levels and the VAR
is estimated using OLS.13

The VAR described above is in reduced-form. To give a structural interpre-
tation to at least some shocks, the reduced-form shocks,ut , have to be related to
the structural shocks, � t . The standard practice is to assume that reduced-form
shocks are a linear combination of (uncorrelated) structural shocks,ut = A� t ,
whereA is a matrix of coe�cients that that maps the structural shocks into the
reduced-form shocks. The standard identi�cation procedure is to assume that
structural shocks have a unit variance and then apply the Cholesky decompo-
sition to the covariance matrix of the VAR residuals (� u ) to obtain su�cient
restrictions to identify the shocks: � u = AA 0. This procedure can in principle
identify all `structural' shocks, but the identi�cation is sensitive to the ordering
of the variables in the VAR. This chapter follows the approach of Christiano,
Eichenbaum, and Evans (1999), who have shown that it is su�cient to assume
that A is block-triangular to identify the monetary policy shock. The ordering of
the variables within X 0

1;t and within X 0
2;t is not important for the identi�cation

of the monetary policy shock.14 Thus, the only structural shock identi�ed in
13 Note that estimating a VAR in levels gives consistent estimates even if variables are

(co)integrated, as long as there are enough lags to ensure that residuals are stationary.
14 This identi�cation scheme allows the identi�cation of a monetary policy shock under

relatively mild assumptions. It is not free of problems, but neither are the alternatives. The
advantage of using the standard method is to facilitate the comparison with the literature.
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this chapter is the monetary policy shock. Shocks to all other variables in the
VAR are treated as reduced-form shocks.

There are �ve di�erent types of �rm debt. Together with the price level,
GDP, GDP of the nonfarm non�nancial corporates, and the monetary policy
instrument, this would constitute a nine-variable VAR. None of the two sub-
samples is long enough to allow a reasonably precise estimation of a VAR with
so many variables (at least not with enough lags).15 For this reason, instead
of estimating one VAR with nine variables, �ve VARs are estimated in each
subsample, with every VAR including a di�erent debt component (and with the
same other variables).16

3.3.2 Monetary policy shock

An important advantage of the monetary policy shock is that, under the adopted
identi�cation scheme, it is a structural shock. This means that it is the same
type of shock in each of the subsamples, which simpli�es the comparison of the
impulse responses across the subsamples. Another attractive property of the
monetary policy shock is that the change of the federal funds rate on impact is
a measure of the actual policy variable and can be viewed as the magnitude of
the monetary policy shock that has hit the economy.

Figures 3.5 to 3.9 show the impulse response functions (IRFs) to a one-
standard-deviation monetary policy shock in both subsamples. The VARs di�er
only with respect to which �rm debt component is included among the variables.
All the variables, except the federal funds rate, are in log-levels, so that their
responses can be interpreted as percentage deviations from initial values. The
shaded areas indicate the 90% con�dence regions, computed from the boot-
strapped impulse responses.17

15 The benchmark VAR uses four lags, because the data are quarterly. The results for most
variables are robust to a di�erent number of lags (see appendix).

16 Replacing a �rm debt component with a di�erent one does not change the responses of
other variables in the VAR.

17 The edges of the 90% con�dence region indicate signi�cance at the standard 5% con�-
dence level for the one-sided test.
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Figure 3.5: Impulse responses to a monetary policy shock: Bonds
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Notes: Responses to a one-standard-deviation shock to the federal funds rate.
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Figure 3.6: Impulse responses to a monetary policy shock: CP
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Figure 3.7: Impulse responses to a monetary policy shock: Bank loans
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Figure 3.8: Impulse responses to a monetary policy shock: OLA
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Figure 3.9: Impulse responses to a monetary policy shock: Mortgages
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Some general observations apply to �gures 3.5 to 3.9. First,within the
same subsample, the responses of non-debt variables to a monetary tightening
exhibit no material di�erences if a di�erent debt variable is included in the VAR.
This feature facilitates the comparison of the �rm debt component responses to
a monetary tightening across the VARs, especially because the responses of
individual �rm debt components to a monetary tightening are very di�erent
both within each subsample and across the subsamples.18

The second observation is that the responses of both real activity measures
(GDP and NfC GDP) to a monetary tightening are negative in both subsamples.
While it is intuitive and consistent with many theories to expect a decrease in
real activity after a monetary tightening, it has been di�cult to �nd a robust
decrease of real activity in the data after the 1980s. Many researchers �nd that
since the end of the 1980s, GDP has exhibited a small increase after a monetary
tightening, even though this increase may not be robust.19 The advantage of
including NfC GDP in the VAR is that it makes the decline of real activity after
a monetary tightening in the second subsample a much more robust outcome.

Finally, �gures 3.5 to 3.9 exhibit the price puzzle (an initial increase in prices
after a monetary tightening) in the �rst subsample. This could be a reason for
concern that the VARs are misspeci�ed. A well-known procedure to eliminate
the price puzzle is to follow Sims (1992) and to include an index of commodity
prices in the VARs.20 If a commodity price index is included, this substantially
reduces or completely eliminates the price puzzle in the �rst subsample. Impor-
tantly, the signs and magnitudes of the debt component responses to a monetary
tightening are not materially a�ected, nor are those of the other variables (see
appendix 3.A.2).

What has changed? The main focus of the chapter are the changes in the
responses of debt components to a monetary tightening. Figures 3.5 to 3.9 reveal
that the responses of almost all debt components to a monetary tightening have
changed from the �rst to the second subsample, but that not all the changes
have been in the same direction. First, bonds and CP (�gures 3.5 and 3.6) have
reversed the signs of their responses to a monetary tightening from positive in the
�rst subsample to negative in the second subsample. The response of other loans
and advances to a monetary tightening (�gure 3.8) has retained its sign, but
has become much stronger, more signi�cant, and much more persistent in the
second subsample. The response of mortgages to a monetary tightening (�gure
3.9) has also changed its sign from moderately negative in the �rst subsample
to strongly positive in the second subsample. The response of bank loans to

18 This is also an indication that the responses of non-debt variables to a monetary tight-
ening are robust with respect to �rm debt component included in the VAR.

19 See, for instance, Boivin and Giannoni (2002, 2006) or den Haan and Sterk (2009).
20 Sims' reasoning is that the Federal Reserve has information about the future in�ation

that is not captured by the variables in the VAR. The inclusion of a forward-looking variable,
such as an index of commodity prices, solves this problem.
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a monetary tightening has retained its sign (�gure 3.7), but has become less
signi�cant (and also less robust) in the second subsample.

The response of bank loans to a monetary tightening in the second subsample
displayed in �gure 3.7 is the most unfavourable case for the �nancial innovation
hypothesis among all di�erent VAR speci�cations considered. For example, the
response of bank loans to a monetary tightening in the second subsample is
close to zero with no trend or with quadratic trend instead of linear trend used
in the benchmark VAR.21 Moreover, the response of bank loans to a monetary
tightening is positive in the second subsample (and negative in the �rst) if a
slightly di�erent loan series is used (such as commercial and industrial loans; or
if bank loans to the non�nancial noncorporate sector are added to the bank loan
series).22 Given these results it would be premature to make conclusions about
the changes in the behaviour of bank loans before considering more evidence.

The evidence presented so far indicates that market debt components (bonds
and CP) have changed the sign of their response to a monetary tightening from
positive in the �rst subsample to negative in the second subsample. The re-
sponses of most intermediated debt components to a monetary tightening have
done the opposite. They were negative in the �rst subsample and have become
either positive (OLA, mortgages) or insigni�cant (bank loans) in the second sub-
sample. This separation between intermediated and market debt components
is an interesting �nding by itself, but also because it indicates that the positive
response of total debt to a monetary tightening in the second subsample (dis-
cussed in the previous chapter) is probably driven by the positive response of
OLA and mortgages.

The �nding that the responses of some debt components to a monetary
tightening in a particular subsample is positive and the response of other debt
components is negative could be the result of di�erent responses of other vari-
ables within the same subsample (note that �gures 3.5 to 3.9 show �ve di�erent
VARs). But the responses of all non-debt variables to a monetary tightening
are very similar across �gures 3.5 to 3.9, so the di�erences in the responses to
a monetary tightening across �rm debt components within the same subsample
cannot be explained by the di�erences in the responses of non-debt variables.23

Relation to unconditional statistics. The unconditional statistics in tables
3.1 and 3.3 show that the volatilities of debt components have increased, that
debt components have become more similar to total debt, and that their correla-
tion with GDP has changed little (except for commercial paper). The question
is whether these �ndings based on unconditional statistics can be explained by
the monetary policy shock.

21 The responses of other �rm debt components to a monetary tightening are not sensitive
to trend speci�cation.

22 See appendix 3.A.2 for details. The responses of other variables are robust.
23 For example, price level, GDP, and NfC GDP all decrease by a very similar magnitude

after a monetary tightening in the second subsample in the VAR with CP (�gure 3.6) and in
the VAR with mortgages (�gure 3.9), but CP decreases and mortgages increase.
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To explain the volatilities conditional on a monetary policy shock, two el-
ements have to be considered: the size of the monetary policy shock in each
subsample and the magnitude of the responses to the monetary policy shock.
The size of the monetary policy shock in the second subsample is only about
half of what it was in the �rst subsample (this can be seen in �gures 3.5 to 3.9
by comparing the change in the federal funds rate on impact in the left column
with the change of the federal funds rate in the right column).

If everything else remained the same, the volatilities of �rm debt compo-
nents due to the monetary policy shock should decrease by half in the second
subsample. However, the magnitudes of �rm debt component responses to the
monetary policy shock in the second subsample are either stronger (the re-
sponses of OLA and mortgages have more than doubled) or of the same size as
in the �rst subsample (bonds, CP, bank loans), even though the monetary policy
shock is smaller. In other words, if the size of the monetary policy shock was
the same as in the �rst subsample, the standard deviations of bonds, CP, and
bank loans in the second subsample due to this shock would be twice as large
as in the �rst subsample, and the standard deviations of OLA and mortgages
would be four times as large as in the �rst subsample.24 Therefore, even though
the monetary policy shock has become smaller, the changes in the responses to
the shock can still explain a part of the increase in the volatility of �rm debt
components in the second subsample.

The changes in the responses to a monetary policy shock do not explain
the fact that �rm debt components have become more similar in the second
subsample (see table 3.3 and �gure 3.2). For �rm debt components to become
more similar conditional on a monetary policy shock in the second subsample, all
(or most of) their responses to a monetary tightening in the second subsample
should have the same sign. This is not the case. The responses of �rm debt
components to a monetary tightening are as diverse in the second subsample as
they are in the �rst.

Recall from the previous chapter that the response of total debt to a mon-
etary tightening is negative in the �rst subsample and positive in the second.
Because the response of bonds and CP to a monetary tightening is positive in
the �rst subsample and negative in the second, this implies that bonds and CP
have not become similar to total debt conditional on the monetary policy shock.
This means that the monetary policy shock can explain why the correlation co-
e�cient of bonds with total debt in table 3.3 does not increase in the second
subsample. But it also means that the monetary policy shock cannot explain
why the correlation coe�cient of CP with total debt increases in the second
subsample. For the correlation coe�cients of the remaining three �rm debt
components with total debt, the monetary policy shock can only explain the
increase in the correlation coe�cient of OLA and total debt. It cannot explain
the increase in the correlation coe�cient of bank loans with total debt and the
decrease in the correlation coe�cient of mortgages with total debt.

24 Interestingly, OLA and mortgages are not among those �rm debt series that exhibit the
largest increase in volatility in the second subsample (see table 3.1), which implies that other
shocks play a signi�cant role.
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The changes in the responses to a monetary policy shock can partially ex-
plain the changes in unconditional correlation coe�cients of �rm debt compo-
nents with GDP (see table 3.3 and �gure 3.3), but not for all debt components.
The change in the response to a monetary policy shock can for instance explain
why the correlation coe�cient between GDP and mortgages is lower in the sec-
ond subsample (both GDP and mortgages decrease after a monetary tightening
in the �rst subsample, but in the second subsample GDP decreases and mort-
gages increase). The change in the response to a monetary shock is also able to
explain the higher correlation coe�cient between GDP and CP (their responses
to a monetary tightening have the opposite sign in the �rst subsample and the
same sign in the second subsample). For the remaining three debt components,
however, the monetary policy shock causes a comovement in the direction op-
posite to that which the changes in the correlation coe�cients reported in table
3.3 would suggest.

Overall, the changes in the responses to a monetary policy shock seem to
explain (a part of) the increase in the unconditional standard deviations, but
they do a relatively poor job of explaining most of the other changes in the
unconditional correlation coe�cients. This implies that the changes in the re-
sponses to other shocks are the main reason for the change in the unconditional
correlation coe�cients reported in table 3.3.

Consistency with the �nancial innovation hypothesis. One of the main
predictions of the �nancial innovation hypothesis is that the decrease in �rm
debt during an economic downturn should be stronger before �nancial innova-
tion than after it. The �nancial innovation hypothesis makes no speci�c pre-
diction that this should also be the case for every �rm debt component. It is
nevertheless interesting to see which �rm debt components behave in a way that
is consistent with the �nancial innovation hypothesis and whether it is possible
to understand which debt component (or a subset of debt components) is behind
the change in the behaviour of total �rm debt.

To be consistent with the �nancial innovation hypothesis, the responses of
debt components to a monetary tightening should increase by more (or decrease
by less) in the second subsample than they do in the �rst subsample, and GDP
should decrease by less. In �gures 3.5 to 3.9 GDP does decrease by less in
the second subsample, even after controlling for the size of the monetary policy
shock. The evidence from �rm debt components is mixed. Market debt compo-
nents (bonds and CP) have changed the sign of their responses to a monetary
tightening in the second subsample in a way thatis not consistent with the �-
nancial innovation hypothesis. Two out of three intermediated debt components
(OLA and mortgages) have changed their responses to a monetary tightening in
the second subsample in a way thatis consistent with the �nancial innovation
hypothesis. The response of bank loans to a monetary tightening in the second
subsample is not consistent with the �nancial innovation hypothesis, but neither
is it robust (as explained above).

99



Financial Innovation and Firm Debt Portfolio

The interpretation of these changes should be somewhat more cautious. The
responses to a monetary tightening plotted in �gures 3.5 to 3.9 show only per-
centage changes in �rm debt components after a monetary policy shock. The
problem is that the size of individual debt components has changed substantially
over time (see �gure 3.1). For example, because bonds have become much larger
relative to other debt components in the second subsample, it could be the case
that even a small decrease in bonds after a monetary tightening implies a large
reduction in �rm funding. To account for the changes in �rm debt portfolio, �g-
ure 3.10 shows how much funding (in percent of real GDP) is obtained by �rms
from each debt component after a monetary tightening in each subsample.25

25 The size of the monetary policy shock is the same in both subsamples and equals one
standard deviation of the monetary policy shock in the �rst subsample.
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Figure 3.10: Funds contributed by each debt component
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Notes: The �gure shows responses to a standardised monetary policy shock, adjusted for
the share of debt components in real GDP. The shock in both subsamples is set to equal one
standard deviation of the monetary policy shock in the �rst subsample. The IRFs are adjusted
for the share of each debt component in GDP by multiplying the IRF of each debt component
in a particular subsample by its average share in real GDP in that subsample.

The upper panel of �gure 3.10 shows the responses of �rm debt components
to a monetary tightening in the �rst subsample, scaled by the shares of debt
components in GDP. The largest debt components in the �rst subsample are
bonds (14% of GDP), bank loans (8% of GDP) and mortgages (5% of GDP).26

Each line shows what funds, relative to GDP, are obtained (or lost) by �rms
through a particular debt component after a monetary tightening in the �rst
subsample. Even though bonds are the largest debt component and even though

26 These are the avergaes over the �rst subsample.
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they increase after a monetary tightening in the �rst subsample, this increase is
not strong enough to compensate for the decrease in bank loans and mortgages.
The decrease in mortgages after a monetary tightening alone almost completely
o�sets the in�ow of funds to �rms from bonds. Bank loans contribute the most
to the decrease in �rm funds after a monetary tightening, both because their
response to a monetary tightening is strong and because they are a relatively
large component of total debt. CP and OLA are a relatively small proportion
of total debt in the �rst subsample, and because their increase after a monetary
tightening is also small, they have almost no in�uence on �rm funding. The
overall result is therefore a decrease in funds supplied to �rms (as described in
the previous chapter).

The lower panel of �gure 3.10 shows a very di�erent situation for the second
subsample. Bonds, the largest �rm debt component in the second subsample
with 20% of GDP, decrease after a monetary tightening. Mortgages, with the a
little more than 4% of GDP in the second subsample, have a very strong positive
response to a monetary tightening in the second subsample, which completely
o�sets the loss of funds from bonds.27 The negative responses of bank loans
and CP to a monetary tightening do reduce funds available to �rms, but this
reduction is more than o�set by OLA. The reason is that OLA not only increased
in size relative to GDP and other debt components (from 2% of GDP in the
�rst subsample to 7% of GDP on average in the second subsample), but also
that their positive response to a monetary tightening is much stronger. The net
e�ect is that �rms obtain more funds after a monetary tightening in the second
subsample.

An interesting feature of �gure 3.10 is that funds obtained by �rms after
a monetary tightening through long-term debt components (bonds and mort-
gages) tend to o�set in both subsamples. After a monetary tightening in the
�rst subsample, �rms obtain long-term funds through an increase in bonds, but
lose long-term funds in similar amounts through a decrease in mortgages. After
a monetary tightening in the second subsample, the role of bonds and mortgages
is reversed (although in the second subsample the increase in mortgages is some-
what stronger than the decrease in bonds during the �rst three years after a
monetary tightening). It is not clear whether this is also the case for short-term
debt components (bank loans, OLA, and CP) in the �rst subsample, but in the
second subsample OLA increase after a monetary tightening, while bank loans
and CP decrease (as for long-term debt components, the increase in OLA is
stronger than the decrease in bank loans and CP during the �rst three years
after a monetary tightening). These results indicate that a monetary tightening
in the second subsample not only causes a net in�ow of funds to �rms, but also
causes stronger changes in the short-term debt portfolio (stronger than in the
�rst subsample).

27 Mortgages increase by 50% towards the end of the second subsample, to 6% of GDP, at
the end of the second subsample, which makes their in�uence even stronger.

102



Debt portfolio changes and the response of total debt. Figure 3.1 shows
that before 1980, the �rm debt portfolio was relatively stable (there is little
change in shares of debt components in total debt or relative to GDP). After
1980, changes in the composition of the �rm debt portfolio became much larger.
Relative to GDP, bonds have increased throughout the second subsample. There
have been even sharper changes in the last 15 years, when the size of bank loans
halved, mortgages doubled, and other loans and advances increased by about a
third (all measured relative to GDP).

These portfolio shifts can be used to provide additional insight into how
changes in the �rm debt portfolio a�ect the �rm debt response to a monetary
tightening. Because the responses of individual debt components to a shock
show percentage changes from some initial level, it is possible to take some
initial composition of the �rm debt portfolio and use the impulse responses of
debt components to compute the response of total debt (the aggregate of debt
components). All that is required to compute this IRF of aggregate �rm debt
is a set of shares of debt components in the �rm debt portfolio (see den Haan,
Sumner, and Yamashiro, 2009). The most interesting debt portfolios are the
debt portfolio at the beginning of the second subsample, the debt portfolio at
the end of the second subsample, and the average debt portfolio in the second
subsample.28

Figure 3.11 shows the result of this bottom-up approach to the �rm debt
response to a monetary tightening in the second subsample. The response of
�rm debt to a monetary tightening in the second subsample is positive for
almost three years after the shock if the weights from the beginning of the
second subsample or the average weights in the second subsample are used.
The reason the response turns negative is that after around ten quarters the
negative response of bonds starts to prevail, because bonds are a large part
of total debt for most of the second subsample and because the response of
bonds becomes more negative after around ten quarters after the shock (see
the bottom panel of �gure 3.10). However, the response of aggregate �rm debt
computed from the portfolio composition at the end of the second subsample is
more positive and more persistent than its response computed from either the
beginning-of-sample or the average debt portfolio. The di�erence re�ects the
change in the composition of the �rm debt portfolio at the end of the second
subsample, i.e., the increase of the share of mortgages and OLA, both of which
have strong and positive responses to a monetary tightening. This suggests that
the change in the �rm debt portfolio composition towards the end of the second
subsample works in favour of increasing the �rm debt response after a monetary
tightening.

28 The results of this experiment for the �rst subsample are not particularly interesting,
because the �rm debt portfolio was relatively stable.
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Figure 3.11: Impulse response of aggregate �rm debt to a monetary policy shock
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Notes: The �gure shows the impulse response of aggregate �rm debt to a monetary tightening
in the second subsample, measured as a percent or real GDP. The impulse response of aggre-
gate �rm debt is the weighted sum of the responses of �rm debt components to a monetary
tightening in the second subsample. The weights are the shares of each debt component in
�rm debt. The dotted line shows the response of aggregate �rm debt using the shares from the
beginning of the second subsample, the dashed line shows the response of aggregate �rm debt
using the shares from the end of the second subsample, and the full line shows the response
of aggregate �rm debt using the average shares over the second subsample.

It must be noted that this analysis assumes that the responses of individual
debt components do not depend on the relative magnitudes of debt components
at the moment of the shock.

To sum up, the bottom-up approach to �rm debt response to a monetary
tightening in the second subsample gives two insights. First, it con�rms the
�nding from the previous chapter that �rm debt increases after a monetary
tightening in the second subsample. Second, it indicates that this increase is
larger and more persistent if the response of aggregate �rm debt is computed
using the �rm debt portfolio composition from the end of the second subsample.
This suggests that �rms have adjusted their debt portfolios towards the end of
the second subsample in a way that enables them to obtain more funding during
economic downturns.

The bank lending channel. So far it has been impossible to attribute the
observed changes in the debt component responses to a monetary tightening to
either the demand for or the supply of �nancing. The advantage of having the
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data on several �rm debt components is that it is possible to exploit this to
give some indication of whether the change in the responses of some �rm debt
components is caused by an increase in the supply or an increase in the demand
for funds.

In an in�uential paper, Kashyap, Stein, and Wilcox (1993) examined the
empirical evidence for the bank lending channel, i.e., a decrease in thesupply of
bank loans after a monetary tightening.29 The problem is how to identify the
change in the supply of loans, because a decrease in lending does not necessarily
mean that the supply of bank loans decreased. If a monetary tightening causes a
recession, the demand for �nancing also decreases and the decline in bank loans
could be the result of the lower demand for bank loans. The idea of Kashyap,
Stein, and Wilcox was that, since CP and bank loans are close substitutes
for large �rms (they are both short-term funds), a monetary tightening that
constrains bank lending (but not the buyers of CP) should result in a stronger
decrease of bank loans than CP. In other words, given the �rm demand for
(short-term) funding, the ratio of bank loans to the sum of bank loans and CP
should decrease. They called this ratio the `Mix'. Because the Mix controls for
loan demand, a decrease in the Mix can be interpreted as evidence for the bank
lending channel (that is, that banks are more constrained (less e�cient) than
markets in lending to �rms after a monetary tightening).

The results of this exercise for the two subsamples are shown in �gure 3.12.
The Mix variable is de�ned exactly as in Kashyap, Stein, and Wilcox (1993),
i.e., as the ratio of bank loans to the sum of bank loans and CP.

29 The condition for banks to decrease lending is that after a monetary tightening (1)
banks have no other assets to sell to meet the decline in deposits and (2) that banks have no
alternative liabilities to compensate for the decline in deposits.
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Figure 3.12: Impulse responses to a monetary policy shock: Mix
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Notes: Responses to a one-standard-deviation shock to the federal funds rate. The Mix is the
ratio of bank loans to the sum of bank loans and CP.
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Figure 3.12 shows that the response of the Mix to a monetary tightening
reversed its sign from the �rst to the second subsample and that the responses of
the Mix are signi�cant in both subsamples.30 The result from the �rst subsample
is in line with the result of Kashyap, Stein, and Wilcox and indicates that there
is evidence for the bank lending channel in the �rst subsample (a decrease in
the Mix after a monetary tightening implies that bank loans have decreased by
more than CP). The increase in the Mix after a monetary tightening in the
second subsample indicates that the bank lending channel is reversed. This
suggests that in the second subsample banks have become more e�cient (or
less constrained) in supplying funds to �rms after a monetary tightening. If the
identi�cation strategy proposed by Kashyap, Stein, and Wilcox (1993) is taken
seriously, then this result indicates that the supply of bank loans increased after
a monetary tightening in the second subsample.

The above result suggests that the decrease in bank loans after a monetary
tightening in the second subsample (see �gure 3.7) is not caused by the decrease
in the supply of bank loans. This implies that even though bank loans decrease
in the second subsample after a monetary tightening, this decrease could still
be consistent with the hypothesis that �rms are able to obtain more funds from
banks during the downturn after �nancial innovation than before it.

The analysis presented above relies on the idea that CP and bank loans are
close substitutes. But table 3.3 and �gure 3.2 show that �rm debt components
have become more similar over time. Moreover, �gure 3.1 and table 3.2 show
that there are more shifts in the �rm debt portfolio in the second subsample than
in the �rst subsample. Therefore, one could extend the argument of Kashyap,
Stein, and Wilcox (1993) and argue that any other form of debt �nancing can
serve as a substitute for bank lending (or for any other debt component).31

A straightforward way to investigate this is to compute a modi�ed `Mix' for
each debt component, where the Mix for a particular debt component is the
share of this debt component in the sum of all debt components (which is just
a share of the debt component in total debt). The responses of shares of �rm
debt components in total debt to a monetary tightening are displayed in �gure
3.13.32

30 Both IRFs for the Mix are signi�cant even at 1% con�dence interval for the one-sided
test.

31 Note that the �rms investigated here are `large' �rms (nonfarm non�nancial corporate
sector). Few economists would claim that after the 1980s these �rms had more di�culties to
access the markets for �nance.

32 Because the IRFs of all other variables in the VAR are practically the same as in �gures
3.5 to 3.9, only the responses of debt component shares in total debt are displayed.
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Figure 3.13: Impulse responses of shares in total debt to a monetary policy
shock
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Notes: Responses to a one-standard-deviation shock to the federal funds rate.
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If this extension of Kashyap, Stein, and Wilcox's identi�cation strategy is
taken seriously, then the responses of �rm debt component shares in �gure
3.13 show how the supply of each debt component behaves after a monetary
tightening. The �gure indicates that after a monetary tightening in the �rst
subsample the supply of funds by markets (bonds and CP) increases and the
supply of funds from �nancial intermediaries either decreases (bank loans and
mortgages) or remains the same (OLA). After a monetary tightening in the
second subsample, the supply of funds from markets decreases (both bonds and
CP decrease), while the supply of funds from �nancial intermediaries increases
(OLA and mortgages increase) or remains the same (bank loans). Moreover, it
can be shown that any ratio of an intermediated debt variable to a market debt
variable always responds more positively to a monetary tightening in the second
subsample than in the �rst. Such evidence is consistent with the notion that
�nancial intermediaries have become more e�cient than markets in the second
subsample in the provision of �nancing to �rms after a monetary contraction.

The results in �gure 3.13 help to explain the increase in unconditional volatil-
ity of the �rm debt portfolio composition, reported in table 3.2. The �gure shows
that the responses of debt component shares in total debt to a monetary tighten-
ing in the second subsample have larger magnitudes than in the �rst subsample
(the exception being bank loans), even though the monetary policy shock in
the second subsample is about 50% smaller than in the �rst subsample. This
suggests that the monetary policy shock explains at least part of the increase
in the volatilities within the �rm debt portfolio.

3.3.3 Non-monetary shocks

The main purpose of this section is to explain which non-monetary shocks have
contributed to the increase in volatilities of debt components (see table 3.1), and
which of these shocks have caused the increase in the correlation coe�cient of
debt components with total debt and GDP (see table 3.3). There are two main
reasons why non-monetary shocks should be investigated. First, non-monetary
shocks are more important than a monetary policy shock in driving the comove-
ment between debt components and real activity (especially the shocks to both
real activity variables). Second, because section 3.3.2 shows that the monetary
policy shock can only partially explain the changes in the unconditional statis-
tics in tables 3.1 and 3.3, the explanation should therefore come from other
(non-monetary) shocks.

Before proceeding with the analysis, it is helpful to emphasise that the in-
terpretation of non-monetary shocks is di�erent from the interpretation of a
monetary policy shock. The reason is that - under the identi�cation assump-
tions adopted in this chapter - the monetary policy shock is a structural shock.
The monetary policy shock is identi�ed by the assumption that the central
bank can respond to all the variables within the period, which seems reasonable
given that the analysis is based on quarterly data. For the identi�cation of
other shocks, the relative ordering of variables becomes important. Note that
the ordering in the benchmark VAR is the following: the GDP de�ator, real
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GDP, real NfC GDP, real debt component, and the federal funds rate. This
ordering is chosen because it is likely that �rm debt is the quickest and in�ation
the slowest variable to respond to an innovation in the monetary policy instru-
ment. Although the chosen ordering is sensible, there are other sensible ways
to identify the shocks.

In other words, a monetary policy shock is the same structural shock in both
subsamples, while the non-monetary shocks might be a potentially di�erent mix
of underlying structural shocks in each subsample. Because the importance of
the true structural shocks can change over time, the change in the impulse
response to a non-monetary shock could be due to a change in the response of a
variable, or - if the identi�cation is not correct - to a change in the components
of the mix of the true underlying structural shocks. Therefore, one should be
more careful in interpreting changes in the impulse responses of variables to
non-monetary shocks between the subsamples.

Shock sizes. The unconditional statistics reported in tables 3.1 and 3.3 de-
pend on all shocks that a�ect the economy. If the size of these shocks changes or
if some shocks become more important than others, then this will be re�ected
in the unconditional statistics. For example, if a shock that causes a positive
correlation between two series gains in importance relative to other shocks, then
this will lead to an increase in the unconditional correlation coe�cient between
these two variables, even if nothing fundamental has changed in terms of how
variables respond to shocks.

Shock sizes computed from the standard deviations of the residuals in a
typical VAR are shown in table 3.4.33 The table shows absolute shock sizes,
shock sizes relative to the size of a shock to GDP, and ratios of changes in shock
sizes between the subsamples.

Shocks to GDP, the price level and the federal funds rate have decreased by
about 50% in absolute terms from the �rst to the second subsample. Shocks to
NfC GDP and to most �rm debt components have increased or remained the
same in absolute terms.34 When measured relative to the shocks to GDP, most
shocks related to �rms have increased substantially from the �rst to the second
subsample.

To explain the changes in unconditional volatilities and correlations reported
in tables 3.1 and 3.3, it is not su�cient to look only at shock sizes, but it
is necessary to investigate whether the responses of variables to shocks have
changed (both in magnitude and direction). If the response of a variable to a
shock has become stronger, then even a smaller shock can cause higher standard
deviations, as long as the response of a variable to this shock has increased by
more than the shock has decreased. Similarly, a change in the direction of the

33 Because there are �ve VARs (one for each debt component), shock sizes for non-�nancial
variables are slightly di�erent in each VAR, but these di�erences are very small (the largest
are about 5%). To avoid clutter, shocks for non-debt variables are taken from a VAR with
total debt in the place of a debt component.

34 The reason for the decrease in shocks to CP from the �rst to the second subsample is
that CP was very volatile in the �rst subsample because the CP series was very small.
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Table 3.4: Shock sizes in each subsample
Shock sizes Relative shock sizes

Series Early Late Ratio Early Late Ratio
GDP 0.0092 0.0043 0.47 1 1 1

Price level 0.0030 0.0015 0.50 0.33 0.35 1.06
NfC GDP 0.0059 0.0061 1.03 0.64 2.19 3.42

Bonds 0.0053 0.0060 1.13 0.58 2.40 4.28
CP 0.1433 0.0649 0.45 15.6 15.1 0.97

Bank loans 0.0171 0.0185 1.08 1.86 4.30 2.31
OLA 0.0264 0.0198 0.75 2.86 4.60 1.61

Mortgages 0.0174 0.0300 1.72 1.89 6.98 3.69
Total debt 0.0052 0.0063 1.21 0.56 1.47 2.63

Federal funds 0.0084 0.0037 0.44 0.91 0.86 0.95

response of a variable to a shock a�ects the correlation coe�cient between two
variables.

Impulse responses of debt components to non-monetary shocks. Fig-
ure 3.14 shows the responses of each debt component and of total debt to a
standardised shock of one percentage point in both subsamples. Every row in
the �gure corresponds to one non-monetary shock.
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Figure 3.14: Impulse responses of debt components to a non-monetary shock
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Notes: Responses to standardised non-monetary shocks of one unit in each subsample.

There are two evident changes in �rm debt component responses to non-
monetary shocks from the �rst to the second subsample. First, there is an
increase in the magnitude of the �rm debt component responses to both real
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activity shocks in the second subsample (the second and third row of �gure
3.14). This increase in the magnitude of the responses to real activity shocks
is not uniform across all debt components and is the strongest for CP and to
some extent for OLA.

Second, there is a change in the direction of some of the �rm debt component
responses to real activity shocks. This is most evident for the shock to NfC
GDP, where the responses of CP, mortgages, and (after four quarters) bank
loans are negative after a positive NfC GDP shock in the �rst subsample, while
the responses of OLA and bonds are positive. In the second subsample, the
responses of all �rm debt components to a positive NfC GDP shock are positive
for almost the entire forecast horizon (the response of bonds becomes positive
after seven quarters). This �nding is to some extent also true for the shock
to GDP. After a positive shock to GDP in the �rst subsample, the responses
of all debt components oscillate around zero (the response of CP is initially
negative, before turning positive; the responses of other debt components are
initially positive, before turning negative). The responses of debt components
to a positive shock to GDP in the second subsample tend to be more stable
(there are less sign switches), but they also tend to be more scattered around
zero (the responses are positive for CP, OLA, and bank loans, and negative for
mortgages and bonds).

The responses of �rm debt components to a price-level shock show no dis-
cernible pattern or change in magnitude in either of the subsamples (top panel
of �gure 3.14). The paths of �rm debt components after a debt-component
shock (bottom panel of �gure 3.14) display some changes towards greater per-
sistence. The response of bonds is less persistent in the second subsample, but
the responses of mortgages, OLA, and bank loans have become more persistent.

To be consistent with the �nancial innovation hypothesis investigated in the
previous chapter, the responses of �rm debt components to a positive (negative)
shock to GDP or NfC GDP in the second subsample should not indicate that
overall �rms borrow more (less) than in the �rst subsample. This implies that,
based on a shock to NfC GDP, there is no evidence from debt component re-
sponses that would be consistent with the �nancial innovation hypothesis. The
evidence based on a shock to GDP is more favourable, because the responses of
bonds and mortgages to a positive shock to GDP tend to be positive in the �rst
subsample and negative (and stronger in magnitude) in the second subsample.

Response of real activity to debt component shocks. The responses of
both real activity variables (GDP and NfC GDP) to debt component shocks
are interesting for three reasons. First, shocks to �rm debt components have
become stronger in the second subsample. Second, these shocks are important
to understand the (absence of) changes in the correlation coe�cients between
debt components and GDP. Finally, the response of real activity to debt compo-
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nent shocks helps to understand the counterfactual experiments in the following
section.35

Figure 3.15 shows the impulse responses of GDP and NfC GDP to a stan-
dardised unit shock to each debt component.

Figure 3.15: Impulse responses of real activity to a debt component shock
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Notes: The responses of GDP and NfC GDP to a positive shock to each debt component.
The size of the shock is equal to one for every debt component in each subsample.

Figure 3.15 shows that the responses of real activity to a debt component
shock in the second subsample tend to be smaller than in the �rst subsample.
For example, the peak e�ect of a shock to bonds on GDP in the second sub-
sample is about half of its size in the �rst subsample and this tends to be the
case for other debt components. The e�ect of a shock to a debt component on
NfC GDP in the second subsample is also smaller than in the �rst subsample
(even more than for GDP), but it is somewhat more persistent. This evidence
indicates that even though shocks to debt components are larger in the second

35 One of the counterfactual experiments involves an arti�cial change in the path of real
activity, which is equivalent to adding a series of shocks to real activity after the monetary
tightening.
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subsample, their e�ect on real activity is smaller, because the response of real
activity has become weaker.

Volatilities. The change in volatilities can occur for two reasons. First, the
shock size can change. Everything else equal, larger shocks cause more volatility.
Second, the responses of variables to shocks can change. Even if shocks remain
the same, variables can react more forcefully to a shock.

As already explained in section 3.3.2, a part of the increase in the standard
deviations of �rm debt components in the second subsample can be traced
back to a stronger response of debt components to a monetary shock. The
question is whether there is anything else that can explain the increase in the
standard deviations of �rm debt components in the second subsample. One
explanation is that shocks to �rm debt components themselves have increased
in the second subsample, as table 3.4 shows. The other explanation is that
the responses of �rm debt components to real activity shocks in the second
subsample have become stronger, as the middle two rows of �gure 3.14 show.
Shocks to NfC GDP are particularly important in this respect, because they
have become larger relative to other shocks in the second subsample (table 3.4)
and therefore gained more in�uence. Finally, shocks to the price level cannot
explain the increase in the volatility of �rm debt components because these
shocks have become smaller in the second subsample (table 3.4) and because
the magnitude of debt component responses to a price-level shock in the second
subsample is not materially di�erent than in the �rst subsample (see �gure 3.14).
Therefore, the increase in the volatility of �rm debt components in the second
subsample can be partly explained by the stronger responses of debt components
to monetary policy shocks, partly by shocks to debt components themselves, and
partly by real activity shocks (shocks to NfC GDP in particular).

Correlations. What is left to explain is the increase in the correlation coef-
�cients of �rm debt components with total debt in the second subsample, the
(lack of) change in the correlation coe�cients of most debt components with
GDP, and the increase in the correlation coe�cient of CP with GDP in the
second subsample.

Firm debt components have become more similar to total debt in the second
subsample. However, as argued in section 3.3.2, this cannot be traced back to
the monetary policy shock. Similarly, �gure 3.14 shows that debt components
and total debt move in a di�erent direction after almost every non-monetary
shock. For example, after a shock to the price level and a shock to GDP,
the responses of debt components and total debt are scattered around zero in
both subsamples. These two shocks did not therefore contribute to the increase
in the correlation coe�cients of (all) debt components with total debt in the
second subsample. The only non-monetary shock that moves total debt and all
debt components in the same direction in the second subsample (but not in the
�rst subsample) is a shock to NfC GDP, displayed in the third row of �gure
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3.14.36 The reason why the shock to NfC GDP is so important in explaining
the increase in the correlation coe�cients of �rm debt components with total
debt is that this shock has become much larger relative to other shocks in the
second subsample, but also because the responses of �rm debt components and
total debt to this shock have become more persistent in the second subsample,
which causes an increase in correlations.37

The (absence of) changes in the correlation coe�cients of (most) �rm debt
components with GDP implies that the responses of debt components and GDP
to various shocks in the second subsample should be similar to the responses
in the �rst subsample. This can be examined by looking at the products of
the impulse responses of debt components with the impulse response of GDP.
If the response of a debt component and the response of GDP have the same
sign after a shock, then the product of their responses is positive and this debt
component and GDP have a positive comovement (conditional on that shock).
Figure 3.16 shows the products of the response of each debt component with
the corresponding response of GDP to non-monetary shocks. Shocks in both
subsamples are standardised to one unit.

36 The response of bonds becomes positive after six quarters.
37 In the �rst subsample, the response of total debt to a positive NfC GDP shock is very close

to zero and changes sign twice over the twenty-quarter horizon. The responses of mortgages,
bonds, and bank loans also change signs in the �rst subsample, but not at the same horizon as
total debt. These sign changes weaken the comovement between the variables. In the second
subsample the responses of �rm debt components and total debt to a positive shock to NfC
GDP tend to have the same sign, and are much more persistent (there are practically no sign
changes), which contributes to the higher correlation coe�cients between these variables.
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Figure 3.16: Products of the impulse responses: debt components and GDP

0 5 10 15 20
-2

0

2

4

6
Early

S
ho

ck
 to

 p
ric

e 
le

ve
l

0 5 10 15 20
-10

0

10

20
Late

0 5 10 15 20
-6

-4

-2

0

2

S
ho

ck
 to

 G
D

P

0 5 10 15 20
-5

0

5

10

0 5 10 15 20
-1

-0.5

0

0.5

1

S
ho

ck
 to

 N
fC

 G
D

P

0 5 10 15 20
-5

0

5

10

0 5 10 15 20
-0.5

0

0.5

1

S
ho

ck
 to

 a
 d

eb
t c

om
po

ne
nt

0 5 10 15 20
-0.2

0

0.2

0.4

0.6

 

 

Bonds CP B. loans OLA Mort. Total debt

Notes: The �gure shows the products of the impulse response of each debt component and the
impulse response of GDP after a non-monetary shock. The size of every shock is standardised
and equal to one in each subsample.
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Ignoring the results for CP for the moment, �gure 3.16 seemingly shows
many changes, but under closer scrutiny it turns out that there are not that
many. First, there is an increase in the comovement between GDP and debt
components in the second subsample, conditional on the price level shock. This
increase is the largest for bonds. However, as table 3.4 shows, this shock has
decreased by 50% in the second subsample, which implies that the increase in
the comovement between GDP and debt components, conditional on the price
level shock, is not really there.

Second, there seems to be an increase in the comovement between debt
components and GDP in the second subsample, conditional on a shock to NfC
GDP. This shock has not become smaller in the second subsample, but the only
debt component that exhibits a marked increase in its comovement with GDP
is OLA (the product of the GDP and OLA responses after a shock to NfC GDP
is negative in the �rst subsample and positive in the second subsample). This
explains why the correlation coe�cient of OLA with GDP in table 3.3 exhibits
the largest increase from the �rst to the second subsample (not counting CP).
The products of the responses of other debt components (CP aside) with the
response of GDP to a NfC GDP shock in the second subsample are not materially
di�erent from those in the �rst subsample.

Finally, the bottom panel of �gure 3.16 shows that the comovement between
GDP and debt components, conditional on shocks to debt components, has de-
creased in the second subsample. The decrease is the largest for bonds, which
seems to cancel the increase in the comovement between bonds and GDP, condi-
tional on the price-level shock. This explains why there is practically no change
in the correlation coe�cient of bonds with GDP in table 3.3.

The most obvious change in the correlation coe�cients reported in table
3.3 is the change in the correlation coe�cient between commercial paper and
GDP. The middle panels of �gure 3.16 show that this increase in the correlation
coe�cient between CP and GDP in the second subsample can be traced back to
real activity shocks. After a shock to any real activity measure (either GDP or
NfC GDP) in the �rst subsample, CP initially responds strongly in the opposite
direction to GDP or NfC GDP (the product of the CP and GDP responses is
negative). This lasts for about eight quarters, after which the product of the CP
and GDP responses becomes either positive (in case of a shock to NfC GDP)
or close to zero (in case of a shock to GDP). This is very di�erent in the second
subsample, where this initial negative product of the CP and GDP response is
missing and the product is positive through much of the forecast horizon. This
implies that the increase in the correlation coe�cient between CP and GDP
from the �rst to the second subsample can be traced back to the change in
the response of CP to a real activity shock in the second subsample (and, in
part, from the change in CP response to a monetary policy shock in the second
subsample, as argued in section 3.3.2).
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3.4 Counterfactuals for the monetary policy shock

Section 3.3.2 showed that among all �rm debt components, only mortgages and
OLA changed their response to a monetary tightening in a way that is consistent
with the �nancial innovation hypothesis. The response of bank loans to a mon-
etary tightening in the second subsample is not robust, while the responses of
bonds and CP are not consistent with the �nancial innovation hypothesis. The
purpose of this section is twofold. First, to investigate whether the responses
of �rm debt components to a monetary tightening in the second subsample are
consistent with the implication of the �nancial innovation hypothesis that �rm
debt components should have an e�ect on output. Second, this section inves-
tigates whether the changes in the responses of �rm debt components after a
monetary tightening in the second subsample (presented in section 3.3.2) are
the result of the weaker decrease in the real activity after a monetary tightening
in the second subsample.38

3.4.1 The e�ect of debt components on real activity.

One of the implications of the �nancial innovation hypothesis is that �rm debt
should have an impact on real activity (a less severe decrease or an increase
in �rm debt after a negative shock should stimulate output). While the �-
nancial innovation hypothesis makes no speci�c prediction that this should be
the case for every �rm debt component, it is nevertheless interesting to inves-
tigate whether �rm debt components a�ect real activity and which �rm debt
components have the strongest e�ect.

This issue is examined using a simple counterfactual experiment. The re-
sponses of �rm debt components after a monetary tightening are �xed to zero
(i.e., debt components are held constant), the responses of GDP are recalculated
and compared to its benchmark response (when debt components are allowed
to respond to a monetary tightening). Figure 3.17 shows the results of this
experiment.

38 An obvious alternative hypothesis is that a smaller decrease of real activity after a mon-
etary tightening in the second subsample is the reason for the positive response of some debt
components (OLA and mortgages). However, this alternative hypothesis does not explain
why bonds and CP decrease after a monetary tightening in the second subsample.
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Figure 3.17: Response of GDP to a monetary policy shock
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Notes: The �gure shows the benchmark impulse response of GDP to a monetary tightening in
both subsamples and the corresponding counterfactual impulse response of GDP to a monetary
tightening, where the debt component response is set to zero.
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There is very little or no evidence that �rm debt components have an e�ect
on output in the �rst subsample. As the left column of �gure 3.17 shows, there
is not much di�erence between the benchmark and the counterfactual GDP
response to a monetary tightening in the �rst subsample if a debt component
is held �xed.39 Note that the responses of debt components to a monetary
tightening in the �rst subsample are di�erent from zero (�gures 3.5 to 3.9),
which implies that the counterfactual exercise does involve a shift in the debt
component response. In the second subsample (the right column of �gure 3.17),
there is again no di�erence between the benchmark and the counterfactual GDP
response to a monetary tightening if CP or bank loans are held �xed. But
there are more di�erences between the benchmark and the counterfactual GDP
response to a monetary tightening in the second subsample if bonds, OLA, or
mortgages are held �xed.

The evidence that OLA, bonds, and mortgages have a stronger e�ect on
GDP in the second subsample seems to contradict the evidence reported in
�gure 3.15 that shocks to debt components have a smaller e�ect on real activity
in the second subsample. To understand why this is not a contradiction, note
that setting a debt component response to zero is equivalent to addinga series of
shocksto this debt component that keep its response at zero after the monetary
tightening. Because the responses of debt components to a monetary tightening
in the second subsample have generally become stronger, the counterfactual
exercise implies that each debt component is faced with a series of larger shocks
than in the �rst subsample. For example, after a monetary tightening in the
second subsample, mortgages increase by almost 2% for most of the forecast
horizon. Setting this response to zero means adding a series of negative shocks
to mortgages after the monetary tightening, each with the size of about 2% of
the initial value of mortgages. This is the reason why in some cases setting a
debt component response to zero in the second subsample tends to have more
e�ect on real activity in the second subsample, even though a single shock has
less e�ect.

Interestingly, both long-term debt components (bonds and mortgages) have a
positive in�uence on GDP in the second subsample. Recall that after a monetary
tightening in the second subsample the response of bonds is negative and the
response of mortgages is positive (�gures 3.5 and 3.9). Setting the response of
bonds after a monetary tightening to zero implies adding a series ofpositive
shocks to bonds that holds them constant in the second subsample. This series
of positive shocks to bonds results in aless negativecounterfactual response of
GDP to a monetary tightening in the second subsample. Setting the response
of mortgages to zero implies adding a series ofnegative shocks to mortgages, so
that they remain constant after a monetary tightening in the second subsample.
This leads to leads to amore negativeresponse of GDP to a monetary tightening

39 By construction, the benchmark and the counterfactual GDP responses are the same
in the �rst two quarters. The response of GDP and any debt component to a monetary
policy shock is always zero in the �rst quarter due to the identi�cation assumption. The
counterfactual response of GDP in the second quarter is the same as its benchmark response
because the �rst-quarter response of debt component is the same (zero) in both cases.
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in the second subsample. The magnitude of the e�ect of bonds and mortgages on
GDP after a monetary tightening in the second subsample may seem small. But
�gure 3.17 shows that if bonds remained constant after a monetary tightening
in the second subsample, GDP decrease would be about 20% smaller at the
ten-quarter horizon (relative to the case when bonds are allowed to decrease).
Similarly, if mortgages remained constant after a monetary tightening in the
second subsample, GDP decrease would be stronger by about a third at the
ten-quarter horizon.40

Even though both bonds and mortgages have a positive e�ect on real ac-
tivity, these two debt components move in di�erent directions after a monetary
tightening in the second subsample. Their net e�ect on GDP therefore (roughly)
cancels out. This is consistent with the �nding reported in section 3.3.2 that
after a monetary tightening in the second subsample, the increase in mortgages
provides about the same (or slightly larger) amount of long-term funds as the
amount of funds lost due to the decrease in bonds.

The results of the counterfactual analysis for OLA in �gure 3.17 for the sec-
ond subsample are quite di�erent to the results for long-term debt components.
OLA have a strong e�ect on GDP in the second subsample, but holding OLA
constant (which is equivalent to adding a series of negative shocks to OLA af-
ter the monetary tightening) results in a less negative response of GDP to a
monetary tightening. This seems to be inconsistent with the implication of the
�nancial innovation hypothesis that more �nancing should stimulate output.

3.4.2 The e�ect of real activity and shock size on debt
components

As documented in section 3.3.2, the size of the monetary policy shock in the
second subsample is about 50% smaller than in the �rst subsample. At the
same time, the recession induced by a monetary tightening in the second sub-
sample is less sharp and more persistent than in the �rst subsample (even after
accounting for the di�erent sizes of the monetary policy shock in both subsam-
ples). This not only makes it more di�cult to compare the responses of debt
components to a monetary tightening in both subsamples, but also gives rise to
a potential alternative explanation of why the responses of mortgages and OLA
to a monetary tightening in the second subsample are positive. The alternative
explanaton is that because the response of real activity to a monetary tightening
in the second subsample is less negative, the responses of mortgages and OLA
turn positive. Note that this alternative explanation does not explain why the
responses of bonds and CP to a monetary tightening become negative in the
second subsample. It is nevertheless interesting to investigate which of the �rm
debt component responses to a monetary tightening in the second subsample
are a�ected by the less negative real activity response.

40 The e�ect of bonds and mortgages on NfC GDP is somewhat stronger than the e�ect on
GDP and has the same sign.

122



An intuitive way to investigate this issue is to perform the experiment applied
by den Haan and Sterk (2010) to consumer �nance. They proposed to `control
for' the real activity response and the monetary policy shock size by feeding
the VAR estimated over the second subsample with sequences of shocks to the
federal funds rate and real activity, such that the responses of these variables in
the second subsample are exactly the same as in the �rst subsample. Then the
counterfactual response of a debt component can be computed and compared
with its benchmark response in the �rst subsample. If such counterfactual
responses of �rm debt components in the second subsample turn out to be close
to their benchmark responses to a monetary tightening in the �rst subsample,
then this indicates that a less severe recession and a smaller monetary policy
shock could be the reason for di�erent responses of �rm debt components to a
monetary tightening in the second subsample.

Figure 3.18 shows the results of this exercise. The solid lines show the
benchmark responses of �rm debt components to a monetary tightening in the
�rst subsample and the dashed lines show the counterfactual responses of �rm
debt components in the second subsample when the federal funds rate, GDP,
and NfC GDP follow exactly the same paths as after a monetary tightening in
the �rst subsample.
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Figure 3.18: Response of debt components to a monetary policy shock
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Notes: The �gure shows the benchmark impulse response of each debt component to a positive
monetary policy shock in the �rst subsample and the counterfactual impulse response of debt
in the second subsample, if the economy faces a sequence of monetary policy and real activity
shocks that make the time paths of the federal funds rate, GDP, and NfC GDP identical to
those observed after a monetary policy shock in the �rst subsample.
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The results in �gure 3.18 show that the counterfactual responses of both
market debt components (bonds and CP) arebelow their benchmark responses
to a monetary tightening in the �rst subsample (in fact, they are negative for
most of the time). This indicates that a stronger recession and a larger monetary
tightening in the second subsample lead to results that are not favourable for the
�nancial innovation hypothesis. In other words, faced with the same monetary
policy shock and the same recession as in the �rst subsample, bonds and CP
increase by less or even decrease in the second subsample. This is very similar
to the results found by den Haan and Sterk (2010) for consumer �nance.

In contrast, the counterfactual responses of all intermediated debt compo-
nents (bank loans, OLA, and mortgages) lieabove their benchmark responses
to a monetary tightening in the �rst subsample for most of the time. This in-
dicates that in the second subsample, even when the monetary tightening is as
strong and the recession as severe as in the �rst subsample, �rms obtain more
funding (or, in the case of bank loans, loose less funding) from intermediated
debt components than they did in the �rst subsample. Note that while the
response of bank loans to a monetary tightening in the second subsample is
negative (see �gure 3.7) and more similar to the responses of bonds and CP,
bank loans decrease by less in the second subsample in the counterfactual ex-
periment performed above and therefore behave more like OLA and mortgages.
The evidence for intermediated debt components therefore goes against the al-
ternative hypothesis that the more positive (less negative) responses of these
�rm debt components to a monetary tightening in the second subsample are
caused by the less negative response of real activity to a monetary tightening.

The same experiment performed in the previous chapter showed that the
counterfactual response of �rm debt to a monetary tightening in the second
subsample is positive when the federal funds rate and output responses follow
exactly the same path as in the �rst subsample. The evidence in �gure 3.18
indicates that the reason for the positive counterfactual response of �rm debt is
that the counterfactual responses of mortgages and OLA are su�ciently positive
to outweigh the negative counterfactual responses of bonds, CP, and bank loans.

In sum, the counterfactual experiment performed in this section gives two
insights. First, the positive counterfactual response of total debt in the second
subsample presented in the previous chapter can be explained by the strong
positive counterfactual responses of mortgages and OLA. Second, the exercise
emphasises that there is a di�erence between the reaction of market debt com-
ponents and the reaction of intermediated debt components to such a counter-
factual experiment. It should however be emphasised that the evidence from
such counterfactual exercises is subject to criticism (e.g. the Lucas critique)
and should be regarded as an indication, not proof.
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3.5 Debt components and the �nancing of in-
ventories

The purpose of this section is to investigate the link between �rm debt com-
ponents and inventories. Several economists have argued that �rm �nancing
and inventories are closely linked (see, for example, Kashyap, Lamont, and
Stein, 1994; Gilchrist and Zakraj²ek, 1995; Christiano, Eichenbaum, and Evans,
1996). On the basis of this, it is possible to form an auxiliary hypothesis about
the channel through which �nancial innovation could contribute to lower output
�uctuations. The idea is that if �rms prefer to accumulate inventories instead of
decreasing production after a contractionary shock, they require additional �-
nancing to do so. If �nancial innovation makes �nancing more readily available,
then �rms can use inventories more extensively to smooth out �uctuations in
production. This section investigates in more detail whether the changes in the
responses of some �rm debt components after a monetary tightening are linked
to inventories.

3.5.1 Levels and trends

Figure 3.19 shows the size of inventories of the nonfarm non�nancial corporate
sector relative to GDP and how this ratio evolved over time.41 Despite the
decrease that began in the early 1980s, the stock of inventories is still quite
substantial relative to GDP. For example, the mean of the ratio of inventories
to GDP is 16.8% in the �rst subsample and 13.8% in the second subsample.
At the end of the second subsample, �rms still require funding of about 13% of
GDP to �nance their inventories.

41 The ratio is computed using the nominal series and is comparable to the ratios plotted
in �gure 3.1.
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Figure 3.19: Inventories as a proportion of GDP
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As argued by Cecchetti, Flores-Lagunes, and Krause (2006), a better inven-
tory management (the just-in-time approach) could be one of the reasons for
the Great Moderation. The decrease in the ratio of inventories to GDP could
be the sign that the just-in-time approach to inventory management reduced
the level of inventories, but it is not entirely clear how this could contribute to
the Great Moderation. If inventories serve as a bu�er against shocks, then a
smaller bu�er should not contribute to more moderate �uctuations.

Moreover, it is not clear what the trend in �gure 3.19 actually means. As
Ramey and Vine (2004) point out, the decrease in the nominal inventory-to-
sales ratio (which follows an almost identical pattern as the ratio of inventories
to GDP in �gure 3.19) occurred because of a decrease in the prices of goods
relative to the prices of services and because of the shift in the composition of
GDP towards services (which cannot be stored). Without the decrease in the
relative prices of inventories and without the shift in the composition of GDP,
the real ratio of inventories to sales is roughly the same level as in the 1950s.42

3.5.2 Volatilities and correlations

Volatilities. The standard deviation of the cyclical component of real inven-
tories is roughly the same in both subsamples, as table 3.5 shows. Because the
standard deviation of the cyclical component of GDP is smaller in the second
subsample, this implies that the volatility of inventories increased relative to the

42 It is still possible that inventories are better distributed, i.e., they are where they are
needed.
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volatility of GDP. This increase in the volatility of inventories relative to the
volatility of GDP indicates that inventories may be more similar to �rm debt
components in this respect (see table 3.1). Table 3.5 shows that the standard
deviation of the cyclical component of NfC GDP (GDP produced by the sector
that holds inventories analysed in this chapter) decreased by a similar amount
as that of GDP. This indicates that a shift in the composition of GDP is not
the reason for the relative increase of the volatility of inventories relative to the
volatility of real activity in the second subsample. The relative increase in the
volatility of inventories in the second subsample could be an indication that
inventories are used more extensively as a bu�er against shocks, even if they are
smaller in magnitude relative to GDP in the second subsample.

Table 3.5: Volatilities and relative volatilities
Volatilities Relative volatilities

Series/Subsample First Second Ratio First Second Ratio
GDP 0.0179 0.0092 0.51 1 1 1

NfC GDP 0.0272 0.0176 0.64 1.5196 2.8913 1.90
Inventories 0.0255 0.0220 0.86 1.4246 2.3913 1.68

Notes: The table shows the standard deviations of the cyclical components of each data series,
obtained by detrending the quarterly data with the HP-�lter and using the smoothing constant
set to 1,600. The relative volatilities are the standard deviations of the cyclical components
of each series relative to the standard deviation of the cyclical component of GDP.

Correlations. The correlation coe�cients of the cyclical component of real
inventories with the cyclical part of real GDP and real �rm debt components
are reported in table 3.6. Two observations stand out. First, while inventories
are mildly countercyclical in the �rst subsample, this is no longer the case in the
second subsample (this is true for the correlation coe�cients with both GDP
and NfC GDP). Second, inventories have become more correlated with debt
components in the second subsample. Inventories tend to be more correlated
with short-term debt components (bank loans, OLA, and CP) in both subsam-
ples, but this has become more pronounced in the second subsample due to the
strong increase in the correlation coe�cients of inventories with CP and OLA.43

Discussion. To understand these results better, �gure 3.20 plots the �ltered
series of inventories together with GDP and all �rm debt components. Devia-
tions from zero can be interpreted as percentage deviations from the trend.44

The shaded areas indicate the NBER recessions.
The �rst panel in �gure 3.20 shows the cyclical components of inventories

and GDP. The negative correlation between both series in the �rst subsample
43 The �ndings are robust to alternative detrending procedures. See appendix 3.A.1 for a

robustness check using the band-pass �lter.
44 Because CP is a very volatile series, it had to be rescaled to make the �gure readable.

The scale for the CP series in the third panel of �gure 3.20 should be multiplied by a factor
of �ve to obtain the actual deviations of CP from trend.
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Table 3.6: Correlations of inventories with real activity and debt components
Inventories

Series First subsample Second subsample
GDP -0.1411 0.4996

NfC GDP -0.1149 0.5602
Total debt 0.3955 0.5088
Bank loans 0.6288 0.6299

OLA 0.1616 0.6397
CP 0.1577 0.7482

Bonds -0.5612 -0.2513
Mortgages 0.1669 0.2977

Notes: The table shows the correlations of the cyclical components of each data series, obtained
by detrending the quarterly data with the HP-�lter and using the smoothing constant set to
1,600.

seems to be mostly the result of the developments between the late 1960s to
the beginning of the 1980s. During this period, inventories seem to be almost
always on the opposite side of the trend to GDP. After 1985, this is not so
extreme anymore, although it is often the case that inventories are still above
trend while GDP is already below trend (for instance, in 1996 and at the end
of the 2001 recession). Because this phenomenon is less extreme and lasts for
a shorter period of time than before 1985, this can explain why the correlation
coe�cient of inventories with GDP is higher in the second subsample. The
increase in the volatility of inventories relative to the volatility of GDP after
1985 is evident. In particular, it seems that inventories react quite strongly
even when GDP exhibits relatively mild deviations of output from trend (e.g.,
again in 1996 and 2001).

The results regarding comovement of inventories with �rm debt components
depend on the maturity of �rm debt components. The comovement of inven-
tories with long-term debt components (with bonds in the second and with
mortgages in the last panel of �gure 3.20) shows little or no change over time.
Inventories and bonds seem to be negatively correlated throughout the sample
and it is di�cult to discern any change in the pattern. Similarly, it is hard to
�nd any correlation of mortgages and inventories, and there is no noticeable
change in this pattern over time.
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Figure 3.20: Cyclical components of inventories, debt components, and output
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Notes: Cyclical components are obtained from the quarterly data using the HP-�lter with the
smoothing constant set to 1,600. The shaded areas indicate recessions as dated by the NBER.
Fluctuations of commercial paper series are scaled down by a factor of �ve.
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The evidence is di�erent for short-term debt components. In the beginning
of the sample, CP and inventories seem to move in the opposite directions
(especially in the 1950s and 1960s), but after the mid-1970s this changes and CP
and inventories begin to �uctuate together.45 The comovement of inventories
with OLA also seems negative in the beginning of the sample, followed by very
little comovement up to the mid-1970s. From then on, OLA and inventories
�uctuate quite closely together throughout the second subsample. Bank loans
�uctuate together with inventories over the entire sample. The only case of a
negative comovement is during the double-dip recession in the beginning of the
1980s, coinciding with the Volcker disin�ation. 46

3.5.3 Evidence conditional on shocks

The discussion so far focused on unconditional statistics. This section applies
the VAR framework used in the previous sections to investigate which shocks
are behind the changes in the unconditional moments. The benchmark VAR for
inventories includes the price level, GDP, NfC GDP, inventories, and the federal
funds rate. The identi�cation procedure is the same as in the previous sections.

Monetary policy shock

Under the adopted identi�cation scheme (assuming the recursive pattern is sat-
is�ed), a monetary policy shock is a structural shock. This facilitates the com-
parison between the subsamples, because this is the same type of shock in both
subsamples. Figure 3.21 shows the responses of the variables in the benchmark
VAR with inventories to a monetary tightening in both subsamples.

45 The 1933 Securities Act stipulates that proceeds from the issuance of CP have to be used
to �nance `current transactions' (i.e., operating expenses, inventories and receivables) in order
to be exempt from the registration procedures at the SEC. Given this legal requirement it is
unexpected that CP and inventories do not �uctuate closer together in the beginning of the
sample. The reason may be that the SEC has interpreted this requirement quite generally,
and there has been no formal procedure that would trace sources of funds to their uses (see
Hahn, 1998).

46 Note that this period is not included in any of the subsamples investigated in this chapter.
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Figure 3.21: Impulse responses to a monetary policy shock: Inventories
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Notes: Responses to a one-standard-deviation shock to the federal funds rate.

With the exception of the response of inventories, the responses of all other
variables to a monetary tightening in both subsamples in �gure 3.21 are very
similar to their responses presented in �gures 3.5 to 3.9. After a monetary tight-
ening in the �rst subsample inventories increase brie�y (and insigni�cantly) for
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three quarters and then decrease for the remainder of the forecast horizon. Af-
ter a monetary tightening in the second subsample inventories increase strongly
and signi�cantly and remain above their initial value for three years.47

The magnitude of the increase in inventories after a monetary tightening
in the second subsample exceeds the magnitude of their decrease in the �rst
subsample, even though the size of the monetary shock in the second subsample
is about 50% smaller. Because the decrease in both real activity measures is
smaller after a monetary tightening in the second subsample, this implies that
the monetary policy shock can explain the increase in the volatility of inventories
relative to GDP (see table 3.5). However, the monetary policy shock cannot
explain why the correlation coe�cient between inventories and GDP increased in
the second subsample, because inventories and GDP move in opposite directions
after a monetary policy shock in the second subsample. Therefore, the increase
in the correlation coe�cient of inventories with GDP in the second subsample
must be due to other shocks.

The change in the response of inventories to a monetary tightening in �gure
3.21 is similar to the changes in the responses of OLA and mortgages (�gures
3.8 and 3.9). This implies that a monetary policy shock can explain part of the
increase in the correlation coe�cients of inventories with OLA and mortgages
in the second subsample, but cannot explain the increase in the correlation
coe�cients of inventories with other debt components (see table 3.6).

Because both the response of inventories to a monetary tightening and the
level of inventories relative to GDP have changed between both subsamples,
it is useful to compare the responses of inventories to a monetary tightening
relative to GDP. This gives a better idea of how much the inventory funding
requirement has changed between both subsamples. Figure 3.22 shows the result
of this exercise.

47 It is not clear how a stronger increase in inventories after a monetary tightening in the
second subsample is consistent with a `better' (just-in-time) management of inventories during
the Great Moderation period, as suggested by Cecchetti and Krause (2001).
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Figure 3.22: Comparison of inventory funding requirements
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Notes: The �gure shows the change of the �nancing required (or released) by the change
in inventories after a monetary tightening, measured as a percent of GDP. The size of the
monetary policy shock is equal to its size in the �rst subsample.

Figure 3.22 shows that the response of inventories to a monetary tightening
in the �rst subsample caused a reduction in the funding requirement of �rms (the
decrease in inventories released funds of about 0.07% GDP at the trough). Even
though inventories are smaller in proportion to GDP in the second subsample,
their response to a monetary tightening is strong and positive, which means
that �rms have to raise funds to �nance the increase in inventories (the funding
requirement due to the increase in inventories is about 0.15% of GDP at the
peak).

The relation between the funding provided by �rm debt components and the
funding required by inventories in the second subsample can be examined by
comparing �gure 3.22 to �gures 3.10 and 3.11. Interestingly, after a monetary
tightening in the second subsample �nancing required by the increase in inven-
tories follows very closely the �nancing provided by the sum of all debt compo-
nents (see �gure 3.11). For example, the peaks of the net �nancing provided by
all debt components and the �nancing required by the increase in inventories
coincide (they occur roughly between the fourth and the eighth quarter), with
the net �nancing provided by all debt components of about 0.16% of GDP and
the �nancing required by the increase in inventories of about 0.15% of GDP.

However, this is not yet the evidence that the funding provided by �rm debt
components and the funding required by inventories are related after a mone-
tary tightening in the second subsample. For instance, using the composition of
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the �rm debt portfolio at the end of the second subsample shows a much higher
in�ow of �nancing (see �gure 3.11) than required by the increase in inventories
at the same time (inventories are decreasing almost throughout the second sub-
sample). The total funding provided after a monetary tightening at the end of
the second subsample is about 0.4% of GDP, which substantially exceeds the
funding of about 0.06% of GDP required by inventories at the same point in
time during the monetary tightening.

The evidence based on the monetary policy shock can therefore explain the
increase in the volatility of inventories relative to GDP in the second subsample
and an increase in the correlation between inventories, OLA and mortgages.
The monetary shock cannot explain why the correlation between inventories
and GDP is higher in the second subsample. The change in the sign of the
response of inventories to a monetary tightening in the second subsample is
similar to the sign changes observed for OLA and mortgages. Moreover, there
is some indication that the additional funds required to �nance the increase in
inventories after a monetary tightening in the second subsample are on the same
order of magnitude as the net funds supplied by �rm debt components.

3.5.4 Non-monetary shocks

The most important unconditional statistic left unexplained is the increase in
the unconditional correlation coe�cient between the cyclical component of in-
ventories and the cyclical components of GDP and NfC GDP. The monetary
policy shock also cannot explain the increase in the comovement between inven-
tories and CP in the second subsample. Moreover, even though the increase in
the unconditional correlation coe�cient of the cyclical component of inventories
with the cyclical components of OLA can be explained by the monetary policy
shock, this shock is small relative to the other shocks in the second subsample.
It could therefore be the case that there are other shocks that also contribute
to the change in these correlation coe�cients.

The comovement between inventories and real activity. Shocks to real
activity turn out to be the most important drivers of the increase in the comove-
ment between inventories and real activity in the second subsample. Figure 3.23
shows the responses of inventories to a positive shock to both real activity vari-
ables (GDP and NfC GDP) in the top panel, the middle panel shows the paths
of both real activity variables after the shock, and the bottom panel shows the
products of the responses of inventories with the corresponding responses of real
activity. 48

48 For a complete set of responses of inventories and real activity to other shocks, see
appendix 3.B.
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Figure 3.23: Comovement of real activity and inventories
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Notes: The �gure shows the impulse responses of inventories to a positive real activity shock
(shocks to either GDP or NfC GDP) in each subsample. The shocks are equal to one unit in
both subsamples. The top row shows the responses of inventories, the middle row the paths of
real activity, and the bottom row the products of the impulse responses of inventories with the
corresponding impulse responses of real activity (either GDP or NfC GDP) in each subsample.

There are two changes between the �rst and the second subsample that
cause the increase in the comovement between inventories and real activity in
the second subsample. First, the response of inventories to a positive shock to
NfC GDP in the second subsample is much stronger and more persistent than in
the �rst subsample (top panel of �gure 3.23).49 Second, the shock to NfC GDP
in the second subsample is ampli�ed and therefore much more persistent than in
the �rst subsample (middle panel of �gure 3.23). Both changes together imply
that the product of the responses of inventories and NfC GDP in the second
subsample is much larger than in the �rst subsample (note the di�erence in
scale in the bottom panels of �gure 3.23). Moreover, the shock to NfC GDP

49 This can also explain why the volatility of inventories relative to the volatility of real
activity is larger in the second subsample.
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is more important in the second subsample relative to other shocks (see table
3.4), which gives additional weight to its e�ect.

Figure 3.23 also shows that a positive shock to GDP does not cause a stronger
response of inventories in the second subsample. The shock to GDP is not more
persistent in the second subsample and its size relative to most other shocks is
smaller in the second subsample (see table 3.4). This shock therefore cannot be
the reason for the increase in the comovement between inventories and GDP in
the second subsample. The reason for the increase in this comovement is the
shock to NfC GDP. As appendix 3.B shows, a positive shock to NfC GDP induces
almost no comovement between inventories and GDP in the �rst subsample, but
a strong and positive comovement in the second subsample.

The comovement between inventories, OLA and CP. Table 3.6 indi-
cates that there is a substantial increase in the unconditional correlation coef-
�cients between inventories and two �rm debt components, CP and OLA, in
the second subsample. To investigate this issue, the benchmark VAR for in-
ventories is augmented by a �rm debt variable. For example, to investigate the
comovement between inventories and OLA, VAR includes the price level, GDP,
NfC GDP, inventories, OLA, and the federal funds rate. To investigate the co-
movement of inventories and CP, OLA is replaced by CP in the VAR equation.
Importantly, the responses of �rm debt components and other variables in the
VAR are not materially a�ected if inventories are a part of the VAR.

Figure 3.24 shows the responses of inventories and OLA to all shocks in
both subsamples. If the responses of both variables have the same sign, then
this indicates that the comovement between them is positive. The comparison
between the left and the right column of �gure 3.24 shows that the comovement
between inventories and OLA increased in the second subsample conditional on
practically every shock. Real activity shocks again seem to play the main role, in
particular the shock to NfC GDP, which induces very little comovement between
inventories and OLA in the �rst subsample (the response of inventories to this
shock switches sign several times, while the response of OLA is positive), but a
strong and persistent comovement between OLA and inventories in the second
subsample (the responses of OLA and inventories are strong and positive). Note
that the comovement between OLA and inventories, conditional on a shock to
OLA, is negative in the �rst subsample and positive in the second subsample.
This will be important to understand the counterfactual exercises in the next
section.
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Figure 3.24: Impulse responses of inventories and OLA to shocks

0 5 10 15 20
-4

-2

0

2
P

ric
e 

le
ve

l s
ho

ck

Early

0 5 10 15 20
-5

0

5

10
Late

0 5 10 15 20
-1

0

1

2

G
D

P
 s

ho
ck

0 5 10 15 20
-5

0

5

0 5 10 15 20
-2

0

2

4

N
fC

 G
D

P
 s

ho
ck

0 5 10 15 20
-2

0

2

4

0 5 10 15 20
-2

0

2

In
ve

nt
or

ie
s 

sh
oc

k

0 5 10 15 20
-4

-2

0

2

0 5 10 15 20
-0.5

0

0.5

1

O
LA

 s
ho

ck

0 5 10 15 20
-1

0

1

0 5 10 15 20
-1

0

1

F
ed

er
al

 fu
nd

s 
sh

oc
k

0 5 10 15 20
-5

0

5

 

 

Inventories OLA

Notes: Responses of inventories and OLA to shocks in both subsamples. The shocks are
standardised to equal one in each subsample.
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The change in the comovement between inventories and CP is investigated
in the same manner as the change in the comovement between inventories and
OLA. Figure 3.25 shows the responses of inventories and CP to all shocks in both
subsamples. The increase in the comovement between CP and inventories again
seems to be higher in the second subsample conditional on almost every shock
(the monetary policy shock is an exception). The e�ect of real activity shocks on
the increase in the comovement of inventories and CP in the second subsample
is evident. In the �rst subsample, inventories increase after a positive shock
to either GDP or NfC GDP, while CP decreases for almost two years before
increasing. In the second subsample, both inventories and CP increase after a
positive shock to either GDP or NfC GDP. The reason for the increase in the
comovement between inventories and CP in the second subsample, conditional
on a real activity shock, is therefore mostly due to the change in the sign of CP
response to a real activity shock. Because real activity shocks are important
in both subsamples (especially a shock to NfC GDP, which increased in size
relative to the shock to GDP), this has a strong in�uence on the unconditional
correlation coe�cient between CP and inventories in the second subsample.50

50 A similar analysis could be performed for inventories and all other �rm debt components,
but given that there are no substantial changes in the comovement of inventories with the
other types of �rm debt, discussion of such analyses is omitted for the sake of brevity.
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Figure 3.25: Impulse responses of inventories and CP

Notes: Responses of inventories and CP to shocks in both subsamples. The shocks are stan-
dardised to equal one in each subsample.
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The main �ndings in this section are that shocks to real activity can explain
most of the changes in the unconditional moments presented in tables 3.5 and
3.6. In particular, shocks to output of the nonfarm non�nancial corporate sector
and the changes in the magnitude and persistence of responses to these shocks in
the second subsample seem to be the most important drivers behind the increase
in the comovement between inventories and GDP, NfC GDP, and OLA in the
second subsample. The main reason behind the increase in the comovement of
inventories and CP in the second subsample is the change in the magnitude and
direction of the CP response to a shock to NfC GDP and (to a lesser extent) a
shock to GDP.

3.5.5 Do inventories and �rm debt components in�uence
each other?

E�ect of �rm debt components on inventories

If the hypothesis that �nancial innovation has enabled �rms to borrow and
increase inventories during downturns is true, then �rm debt components should
have an e�ect on inventories. More precisely, if a positive response of a �rm debt
component to a monetary tightening is arti�cially reduced, then the response
of inventories should become less positive (the opposite should hold for the
negative response). To investigate which �rm debt component has an e�ect on
inventories and which one does not, the responses of �rm debt components after
a monetary tightening are set to zero. Figure 3.26 shows the results of such an
experiment.
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Holding �rm debt components constant after a monetary tightening in the
�rst subsample implies that the responses of CP and bonds are arti�cially re-
duced and the responses of bank loans, OLA, and mortgages are arti�cially
increased. This is achieved by adding a series of shocks to a debt component,
such that its response after the monetary tightening equals zero. Figure 3.26
shows that holding a �rm debt component constant has very little e�ect on
inventories in the �rst subsample. It is often the case that adding a series of
negative shocks to a debt component leads to anincrease in inventories. For
example, holding the response of bonds to a monetary tightening constant in
the �rst subsample seems to cause an increase in inventories (this is in part
also the case for CP). Holding bank loans constant has no e�ect on inventories
in the �rst subsample. Mortgages and, to some extent, OLA are the only debt
components that have an e�ect on inventories with the expected sign in the �rst
subsample.

The evidence from the second subsample is more diverse. First, the e�ect of
all intermediated �rm debt components on inventories has the expected sign. If
bank loans are held constant (instead of being allowed to decrease), the response
of inventories to a monetary tightening is slightly higher. If OLA or mortgages
are held constant (instead of being allowed to increase), this leads to a reduction
in the response of inventories to a monetary tightening in the second subsample.
The e�ect of both market debt components on inventories is negative. Adding
a series of positive shocks to bonds or CP that holds their responses to a mon-
etary tightening constant (not allowing bonds or CP to decrease) in the second
subsample results in a more negative response of inventories. Moreover, the
intermediated debt components also seem to have the strongest e�ect on inven-
tories (OLA and mortgages in particular). This e�ect is stronger than in the
�rst subsample. In particular, setting the response of either OLA or mortgages
after a monetary tightening in the second subsample to zero eliminates most of
the positive response of inventories after a few quarters. For example, at the
eighth quarter, inventories increase by 0.4% if OLA are allowed to increase and
only 0.17% if OLA are �xed; if mortgages are �xed, the response of inventories
is zero instead of 0.2%. This implies that if either OLA or mortgages did not
increase after a monetary tightening in the second subsample, the response of
inventories would be quite similar to their response in the �rst subsample.

The results from �gure 3.26 indicate that the behaviour of intermediated
debt components is consistent with the hypothesis that �nancial innovation
leads to a better availability of �nancing, which in turn enables �rms to in-
crease inventories during an economic downturn. The behaviour of market debt
components is not consistent with this hypothesis.

Do �rm debt components follow inventories?

An interesting question is whether debt components just follow inventories. For
example, this could imply that the increase in OLA and mortgages after a mon-
etary tightening in the second subsample is due to the increase in inventories.
If this is the case, then setting the response of inventories to a monetary tight-
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ening in the second subsample to zero should eliminate the positive responses
of OLA and mortgages (and possibly further reduce the negative responses of
bonds, CP, and bank loans). Figure 3.27 shows the result of the experiment.

The results for the �rst subsample indicate that inventories do not have much
e�ect on market debt components and the e�ect of a counterfactual increase
of inventories on intermediated debt components has a negative sign (i.e., an
increase in inventories leads to a decrease in bank loans, OLA and mortgages).
The results for the second subsample indicate that the e�ect of inventories on
�rm debt components is stronger, but has a negative sign for all debt components
except mortgages. In other words, a reduction in inventories in the second
subsample leads to an increase in the responses of most �rm debt components.
The e�ect of inventories on mortgages has the expected sign, but it is very small.
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Figure 3.27: E�ect of inventories on debt components

Notes: The �gure shows the benchmark impulse response of each debt component to a mon-
etary policy shock in both subsamples and the counterfactual impulse response of each debt
component to a monetary policy shock in both subsamples, where inventories are held �xed
(their response is set to zero).
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The evidence from such counterfactual exercises should be taken with cau-
tion. Nevertheless, if the results discussed above are taken seriously, then there
is some evidence that intermediated �rm debt components in�uence invento-
ries. At the same time, there is no indication that the change in the response
of inventories to a monetary tightening drives the changes in the responses of
intermediated �rm debt components.

Granger causality

The question of whether debt components and inventories are related can be
examined using the Granger causality test. Table 3.7 shows the p-values for a
series of Granger causality tests investigating whether a particular debt compo-
nent Granger causes inventories. The tests are performed for a number of lags
in each of the subsamples.51 In the same way, table 3.8 shows the p-values for
the test of whether inventories Granger cause debt components.

51 In these regressions, inventories are regressed on a constant, linear trend, seasonal dum-
mies, and several lags of the debt variable. The signi�cance of debt variable coe�cients is
tested using the F-test and the corresponding p-values are reported in the table.
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Unfortunately, most of the Granger causality test results are quite sensi-
tive to the number of lags used. Nevertheless, it is still possible to gain some
understanding about which variable tends to Granger cause the other.

The results reported in table 3.7 indicate that in the �rst subsample, bonds,
mortgages, and bank loans tend to Granger cause inventories, while the results
for OLA and CP are in most cases not signi�cant (not at the standard 5%
signi�cant level). In the second subsample, bank loans, OLA and CP tend to
Granger cause inventories, while the results for bonds and mortgages are not
signi�cant. This would suggest that at least in the second subsample short-term
debt components tend to Granger cause inventories.

Table 3.8 shows that in general, there is little evidence that inventories
Granger cause debt components. There is no evidence that inventories Granger
cause any �rm debt component in the �rst subsample (except possibly bank
loans). In the second subsample inventories Granger cause CP and to some
extent OLA (although the latter is not a robust outcome), but not the other
debt components.

Overall, the results from the Granger causality tests indicate that �rm debt
components tend to Granger cause inventories and not the other way around.
In the second subsample, some of the evidence shows that causation goes both
ways, i.e., that short-term debt components Granger cause inventories, but also
that inventories Granger cause CP and (less robustly) OLA. This implies that
short-term debt components and inventories are more closely linked in the sec-
ond subsample.

3.6 Conclusion

This chapter investigates whether the changes in the behaviour of �rm debt com-
ponents in the two subsamples is consistent with the implications of the �nancial
innovation hypothesis. The main �nding is that, conditional on a monetary pol-
icy shock, intermediated debt components (mortgages, bank loans, and other
loans and advances) behave in a way that is consistent with the implications
of the �nancial innovation hypothesis. This is not the case for market debt
components (bonds and commercial paper). The evidence conditional on real
activity shock is less favourable, but not clear-cut.

The �rst implication of the standard �nancial innovation hypothesis is that
there should be a reduction in the comovement between �rm debt and output.
The evidence is mixed, but the unconditional correlation coe�cients with GDP
for two out of three intermediated debt components (bank loans and mort-
gages) decreased from the �rst to the second subsample, while the correlation
coe�cient of OLA with GDP increased. The correlation coe�cients of market
debt components with GDP either remained unchanged (bonds) or increased
substantially (CP) from the �rst to the second subsample. Conditional on a
monetary policy shock, the comovement of market debt components with GDP
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increased in the second subsample, while the comovement of most of the inter-
mediated debt components decreased (the exception is the bank loan series).
Conditional on a real activity shock, the comovement of all debt components
with GDP increased in the second subsample.

The second implication of the �nancial innovation hypothesis is that real
activity should decrease by less during an economic downturn after �nancial in-
novation. When the downturn is caused by a monetary tightening, this is indeed
the case for real activity measures used in this chapter (GDP and GDP of the
nonfarm non�nancial corporate sector). Both real activity measures decrease
sharply after a monetary tightening in the �rst subsample and less sharply in
the second subsample. This is the case even when the size of the monetary
policy shock is the same in both subsamples.

The third implication of the �nancial innovation hypothesis is that during
an economic downturn �rm debt should decrease by more before �nancial in-
novation and by less afterwards. If the downturn is caused by a monetary
tightening, this is the case for intermediated debt components, but not for mar-
ket debt components. The responses of OLA, mortgages and bank loans to a
monetary tightening in the �rst subsample is zero or negative, which changes to
positive (OLA and mortgages) or negative, but not robust (bank loans) in the
second subsample. The responses of bonds and CP to a monetary tightening are
positive in the �rst subsample and negative in the second subsample. Condi-
tional on a negative real activity shock, the responses of all �rm debt variables
are more negative in the second subsample and thus not consistent with the
implications of the �nancial innovation hypothesis.

The �nal implication of the �nancial innovation hypothesis is that �rm debt
should a�ect output. The results indicate that long-term debt components
(bonds and mortgages) a�ect output more strongly in the second subsample.
Because the responses of bonds and mortgages to a monetary tightening have
the opposite sign in both subsamples, the e�ect of the aggregate long-term debt
on output tends to cancel out. Short-term debt components (bank loans, OLA,
and CP) have little or no e�ect on output in both subsamples.

The data on individual �rm debt components make it possible to shed light
on the question whether the change in the response of a debt component is
due to the change in the supply or to the change in the demand for a debt
component. The analysis following Kashyap, Stein, and Wilcox (1993) shows
that there is a bank lending channel in the �rst subsample (banks reduce the
supply of loans after a monetary tightening), but that this has disappeared or
even reversed in the second subsample (banks seem to increase the supply of
loans after a monetary tightening). If this type of analysis is extended to other
debt components, then the supply of intermediated debt components after a
monetary tightening decreases in the �rst subsample and increases in the second
subsample. The supply of market debt components after a monetary tightening
increases in the �rst subsample and decreases in the second subsample. That
is, after a monetary tightening the �rm debt portfolio shifts in favour of market
debt components in the �rst subsample, while in the second subsample it shifts
in favour of intermediated debt components.
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To shed more light on the channel through which �nancial innovation could
a�ect business cycle, an auxiliary hypothesis is investigated. This hypothesis
states that �nancial innovation enabled �rms to borrow more during an eco-
nomic downturn in order to �nance an increase in inventories, which in turn
prevented a sharp reduction in real activity in the second subsample. The main
�nding is that the response of inventories to a monetary tightening switched
sign from negative in the �rst subsample to positive in the second subsample,
which is similar to the change in the response of most intermediated �rm debt
components. The counterfactual experiment that holds �rm debt components
constant after a monetary tightening in the second subsample shows that if the
increase in intermediated debt components (OLA and mortgages in particular)
is prevented, the increase in inventories after a monetary tightening is substan-
tially lower or even disappears. Such evidence is favourable for the auxiliary
hypothesis that �nancial innovation has enabled �rms to borrow in order to
�nance the increase in inventories during an economic slowdown.

There is an obvious alternative explanation for the observed changes in the
responses of �rm debt components to a monetary tightening. This alternative
explanation is that the responses of debt components to a monetary tightening
in the second subsample are di�erent because the monetary policy shock is
smaller and because the response of real activity is not as negative as in the �rst
subsample. This alternative hypothesis is investigated using a counterfactual
experiment proposed by den Haan and Sterk (2010), where the paths of the
federal funds rate and both real activity variables are exactly the same as in
the �rst subsample. If the alternative hypothesis is true, the counterfactual
responses of debt components in the second subsample should not be much
di�erent from their benchmark responses in the �rst subsample. This is not
the case. The counterfactual responses of all intermediated debt components
in the second subsample lie above their responses in the �rst subsample, while
the responses of all market debt variables lie below their responses in the �rst
subsample. This means that even after a monetary shock as large and a recession
as severe as that in the �rst subsample, intermediated debt components in the
second subsample still increase by more or decrease by less than in the �rst
subsample (this is not the case for market debt components). Such results do
not support the alternative hypothesis.

The evidence reported in this chapter is based on the data from the �ow
of funds accounts and has some limitations. In particular, the �ow of funds
data does not enable a su�ciently precise distinction between �rms of di�erent
sizes (although the results for the debt components of the nonfarm noncorporate
sector support the �ndings in this chapter - see appendix 3.C). Because �rm size
is an important determinant of frictions associated with lending, the analysis
of the e�ects of �nancial innovation on �rm debt (or its components) and real
activity is still missing an important dimension. For example, it would be
interesting to see whether the �ndings reported in this chapter carry over to
�rms of di�erent sizes. This requires a very di�erent dataset and has been left
for future research.

150



3.A Robustness

3.A.1 Band-pass �ltered series

Summary statistics reported in the main text rely on HP-�ltering to extract the
cyclical component from the data. An alternative is to use a band-pass �lter
that also extracts the �uctuations at business cycle frequencies, but is more
precise about the frequencies that are extracted. Typically, a business cycle is
de�ned as �uctuations that have a period of less than eight years. For quarterly
data this implies �uctuations of less than 32 quarters, which is equivalent to
frequencies larger than2�= 32.52 The di�erence between the band-pass �lter
and the HP-�lter is that the HP-�lter captures some e�ects of lower-frequency
movements, while the band-pass �lter does not (anything with the frequency
lower than 2�= 32 is �ltered out).

Unconditional statistics for debt components. The results obtained us-
ing the band-pass �lter are very close to the results obtained using the HP-�lter,
as tables 3.9 and 3.10 indicate. As with the HP-�ltered series, the volatilities
of total debt and its components are roughly the same in both subsamples,
while the output volatility has roughly halved, resulting in the higher relative
volatilities of debt and debt components in the second subsample.

Table 3.9: Volatilities and relative volatilities using band-pass �lter
Volatilities Vol. rel. to GDP

Series/Subsample First Second First Second
GDP 0.0156 0.0071 1 1

Total debt 0.0131 0.0155 0.8388 2.1772
Bank loans 0.0395 0.0340 2.5311 4.7770

OLA 0.0402 0.0307 2.5752 4.3147
CP 0.2058 0.1010 13.176 14.196

Bonds 0.0122 0.0183 0.7803 2.5759
Mortgages 0.0368 0.0489 2.3583 6.8661

Notes: The table shows the standard deviations of the cyclical components of each data series,
obtained by detrending the quarterly data with the band-pass �lter, extracting �uctuations
with a period of less than 32 quarters.

Interestingly, at frequencies captured by the band-pass �lter, bonds and
mortgages seem to be somewhat less correlated with any other series, compared
with the correlations computed when using the HP-�lter (see the table below).
This could suggest that there is less comovement of these two series with the
others at higher frequencies.

52 The length of a cycle (also called a period) is equal to 2�=! . When ! is high, cycles are
short. For business cycle frequencies, a typical range for ! is between 2�= 32 and � , which
is used here. Truncation is set to 8 (i.e., to compute the �ltered series, 8 previous and 8
subsequent data points are used.
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Table 3.10: Correlations using band-pass �lter
GDP Total debt Inventories

Series/Subs. First Second First Second First Second
Bank loans 0.3207 0.2138 0.8073 0.7993 0.7106 0.4865

OLA 0.0415 0.1824 0.3898 0.8065 0.3568 0.4461
CP -0.5535 0.5041 -0.0172 0.4845 0.0684 0.7172

Bonds -0.0669 -0.1650 -0.3838 0.4263 -0.6626 -0.5504
Mortgages 0.3639 0.0246 0.7489 0.2818 0.2612 0.1803

Notes: The table shows the correlations of the cyclical components of each data series with the
cyclical components of GDP, total debt, and inventories, obtained by detrending the quarterly
data with the band-pass �lter, extracting �uctuations with a period of less than 32 quarters.

Unconditional statistics for inventories. The unconditional statistics for
inventories computed using the band-pass �lter are not materially di�erent from
those obtained using the HP-�lter. Table 3.11 con�rms that inventories have
become more volatile relative to both GDP and NfC GDP in the second sub-
sample.

Table 3.11: Volatilities and relative volatilities using the band-pass �lter
Volatilities Vol. rel. to GDP

Series/Subsample First Second First Second
GDP 0.0156 0.0071 1 1

NfC GDP 0.0245 0.0122 1.5705 1.7183
Total debt 0.0131 0.0155 0.8397 2.1831
Inventories 0.0218 0.0182 1.3974 2.5633

Notes: The table shows the standard deviations of the cyclical components of each data series,
obtained by detrending the quarterly data with the band-pass �lter, extracting �uctuations
with a period of less than 32 quarters.

Table 3.12 shows that the results are consistent with the evidence from the
HP-�ltered series (i.e., the correlation coe�cient of inventories with real activity
has increased in the second subsample, the correlation coe�cient of inventories
with short-term debt components has increased (for CP and OLA) or remained
the same (bank loans), and the correlation coe�cient of inventories with long-
term debt components has been negative or close to zero).
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Table 3.12: Correlations of inventories with GDP and debt components using
the band-pass �lter

Inventories
Series First subsample Second subsample
GDP -0.2289 0.3760

NfC GDP -0.1828 0.4862
Total debt 0.4207 0.3960
Bank loans 0.6072 0.5879

OLA 0.3839 0.5310
CP 0.1511 0.7303

Bonds -0.5503 -0.4249
Mortgages 0.0728 0.0257

Notes: The table shows the correlations of the cyclical component of inventories with the
cyclical components of GDP, NfC GDP, total debt and all debt components, obtained by
detrending the quarterly data with the band-pass �lter, extracting �uctuations with a period
of less than 32 quarters.

3.A.2 Robustness of the impulse responses

Lags. To determine the appropriate number of lags, two criteria are used, the
Akaike information criterion (AIC) and the Schwarz (Bayesian) criterion (SC).
It is well-known that the AIC tends to favour richer models and the SC tends
to favour more parsimonious models. The results from both tests are shown in
table 3.13.

Table 3.13: Number of lags according to lag length criteria
Bonds Mort. B. loans OLA CP Invent.

Period I II I II I II I II I II I II
AIC 2 3 3 3 2 3 1 2 2 3 2 2
SC 1 2 1 2 1 1 1 1 1 1 1 1

All VARs used in this chapter are estimated in log levels of the variables
(except the federal funds rate, which is in levels). By including too little lags,
one runs the risk of having a spurious regression, which is why it is safer to
estimate the VAR with more lags. In addition, the data used are quarterly,
so a `natural' number of lags is four (this is also used in the literature, see
for instance Christiano et al., 1996). For these reasons, the benchmark VAR
uses four lags. To make sure that lag length selection has no e�ect on results
reported, the e�ect of lag length on IRFs was checked for all lag lengths starting
from two and ending at six lags. Except for bank loans, the signs of responses of
all debt components and inventories are not a�ected. Moreover, the magnitudes
of responses are also very similar to the benchmark case. Bank loans respond
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positively to a monetary tightening in the second subsample during the �rst two
years if there are two or six lags in the VAR, i.e., the response of bank loans
goes in the direction that favours the hypothesis presented in the main text.

De�ators. The benchmark analysis uses the GDP de�ator to de�ate the se-
ries. The obvious alternative price indices are the CPI and the PPI. Using an
alternative price index as a de�ator has no material in�uence on the results. In
particular, none of the results for debt components or inventories is a�ected.

Trends. The benchmark VAR includes a linear trend, because many of the
variables in log levels are trending. Note that including a trend in the VAR
is not necessary, as long as a su�cient number of lags is used. To make sure
that inclusion of the trend does not a�ect the results, alternative speci�cations
with no trend and with a quadratic trend were examined. Including a di�er-
ent trend speci�cation has no material e�ect in the impulse responses of debt
components(with the exception of bank loans, see below), inventories or other
variables in the VAR. The signs of IRFs in both subsamples are not a�ected.

Non-robust response of bank loans. The main text argues that the re-
sponse of bank loans to a monetary tightening in the second subsample is not
robust. All other VAR speci�cations that were investigated resulted in a bank
loan response to a monetary tightening that is consistent with the argument
that bank loans after a monetary tightening in the second subsample decrease
by less then in the �rst subsample or even increase. This is demonstrated in �g-
ure 3.28. The top two rows in the �gure display the responses of bank loans to a
monetary tightening in the benchmark VAR, but with di�erent trend speci�ca-
tions. In both cases, the response of bank loans to a monetary tightening in the
second subsample implies either a smaller decrease than in the �rst subsample
or even an initial increase (however, both are not signi�cant).

The bottom two panels in �gure 3.28 show a VAR with commercial and
industrial loans. This series is similar to the bank loans series used in the main
text, but is from a di�erent �ow of funds table. 53 The main di�erence is that
commercial and industrial loans include loans to `small' �rms and that bank
loans n.e.c. include bank loans related to leases. As can be seen in the bot-
tom two panels, the response of commercial and industrial loans to a monetary
tightening changed sign from negative in the �rst subsample to positive in the
second subsample.

53 According to the �ow of funds manual, the series `bank loans not elsewhere classi�ed'
(which is called `bank loans' in the main text) consists mostly of commercial and industrial
loans.
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Figure 3.28: Bank loan response is not robust

Notes: Responses to a one-standard-deviation shock to the federal funds rate.
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Price puzzle. The VARs in the �rst subsample exhibit a price puzzle, i.e.,
an increase of the price level after a monetary tightening. This problem has
been known for some time in the VAR literature and has been interpreted in
two ways. One interpretation is that variables in the VAR do not represent the
full information set available to the central bank. If a central bank knows that
prices are about to increase and tightens its policy in response to this prospect
of price increase, prices still increase after a monetary tightening, although less
than they would otherwise (Sims, 1992).54 An inclusion of a forward-looking
variable that can help forecast the price increase should therefore help to reduce
the price puzzle. A typical solution is to include commodity prices, following
e.g., Sims (1992) or Christiano et al. (1996). It turns out that including an
index of commodity prices in the VAR helps to remove or alleviate the price
puzzle in the �rst subsample, while leaving the responses of other variables
almost una�ected. Figure 3.29 shows the responses of debt components to a
monetary tightening (left column) and the price level (right column) in the �rst
subsample, where commodity prices are one of the variables in the VAR.

Compared to �gures 3.5 to 3.9, there is either no price puzzle (in the VAR
with bonds) or the response of prices is slightly positive and statistically in-
signi�cant for some quarters, before it decreases. Importantly, the responses of
other variables in the VAR, in particular all debt components, are not materially
a�ected if commodity prices are included (see the left column of �gure 3.29).
Similarly, the responses of variables in the second subsample are also practically
una�ected if commodity prices are included in the VAR (recall that there is no
price puzzle in the second subsample), so that removing the price puzzle does
not a�ect any of the conclusions in the main text.

54 An alternative interpretation of the price puzzle is that monetary policy also a�ects the
aggregate supply, by e.g. increasing the cost of �nancing working capital (the cost channel).
If this interpretation holds, then the price puzzle is not a problem and the monetary policy
shock that is identi�ed is a structural shock even if prices do increase.
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Figure 3.29: Impulse responses in the �rst subsample

Notes: Responses to a one-standard-deviation shock to the federal funds rate.

157



Financial Innovation and Firm Debt Portfolio

3.B Non-monetary shocks

3.B.1 Non-monetary shocks and inventories

The main text argues that shocks to NfC GDP are the most important shocks
behind the increase in the comovement between inventories and both real ac-
tivity variables in the second subsample. For completeness, �gure 3.30 presents
the full set of responses of inventories, GDP, and NfC GDP to all shocks in the
VAR. Two variables have a positive comovement if their responses to a shock
have the same sign. It is evident from the �gure that the most obvious change
between the subsamples is in the responses to a NfC GDP shock, where in the
�rst subsample inventories and both measures of real activity had di�erent signs
at any time horizon except the very short-term. In the second subsample, they
all have the same sign across practically all horizons, which is (along with the
changes in the relative sizes of shocks) what drives their positive comovement
in the second subsample.
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Figure 3.30: Impulse response of inventories and real activity to all shocks

Notes: The responses of inventories, GDP, and NfC GDP to standardised shocks to each
variable in the VAR in both subsamples. Shock sizes are standardised and equal to one in
both subsamples.
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3.C Evidence from `small' �rms and from the
aggregate of all �rms

It has been argued that much of the aggregate behaviour of �rm debt has been
in�uenced by a small number of very large �rms that behave di�erently than
the rest (Covas and den Haan, 2010). Non�nancial corporate �rms that are
examined in the main text include these large �rms and may be subject to this
critique. It is therefore useful to examine if the main insights from the data on
debt of nonfarm non�nancial corporate �rms (roughly speaking, `large' �rms)
are con�rmed by the data for non�nancial noncorporate �rms (`small' �rms).
These �rms are in general smaller and less active on �nancial markets than
corporate �rms (e.g., they do not issue bonds or commercial paper).

Evidence for `small' �rms. Nonfarm noncorporate sector has no market
debt instruments among its liabilities, because �rms in this sector have no access
to �nancial markets. Given the hypothesis in the main text that intermediated
forms of debt tend to increase after a monetary tightening in the second subsam-
ple, it is interesting to see if this is the case also in the sector that has no access
to �nancial markets. In particular, the increase in intermediated debt observed
in the non�nancial corporate sector could be the result of a decrease in �nanc-
ing of the noncorporate sector (i.e., �nancial intermediaries could have simply
changed their portfolio and turned from �nancing the noncorporate sector to
�nancing the nonfarm non�nancial corporate sector). Figure 3.31 shows that
even for `small' �rms all debt components increase after a monetary tightening
in the second subsample. This indicates that it cannot be the case that the
increase in of the nonfarm non�nancial corporate sector is a result of reshu�ing
of �nancial intermediaries' portfolios away from the noncorporate sector. Note
that bank loans increase after a monetary tightening in the second subsample,
suggesting that, if anything, banks have directed �nancing from large �rms to
small �rms and not the other way around.
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Figure 3.31: Debt components of `small' �rms after a monetary tightening

Notes: Responses to a one-standard-deviation shock to the federal funds rate.

Evidence for the aggregate of all non�nancial �rms. It is interesting
to check if the hypothesis described in the main text is valid also if the data
are aggregated across both non�nancial corporate and noncorporate sectors.
The result is presented in �gure 3.32 (CP and bonds are omitted, because they
are liabilities of only nonfarm non�nancial corporate sector, and their IRFs are
exactly the same as those presented in the main text). The responses of the
aggregated debt components to a monetary tightening are consistent with the
hypothesis that �nancial intermediaries have become more e�cient in lending.
Note that the aggregate response of bank loans to a monetary tightening in
the second subsample is positive (and robust), suggesting that in the aggregate,
banks do lend more than in the �rst subsample.
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Figure 3.32: Debt components of non�nancial �rms after a monetary tightening

Notes: Responses to a one-standard-deviation shock to the federal funds rate.
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Chapter 4

Pigou Cycles in Closed and
Open Economies with
Matching Frictions 1

4.1 Introduction

The idea that widespread beliefs aboutfuture macroeconomic developments can
a�ect current economic conditions has a long tradition in economics and recently
there has been a renewed interest in this research topic.2 Limited attention has
been given, however, to the question whether the e�ects of such changes in beliefs
about future (domestic) growth depend on how easy it is to trade commodities
and �nancial assets with the rest of the world.3 The objective of this chapter is
to shed light on this question.

We focus on two speci�c questions. First, we will investigate whether news
shocks, i.e. changes in the expectations about future growth, have a larger e�ect
on output in closed or in open economies. The characterizing aspect of a news
shock is that the underlying fundamental characteristics of the economy like
preferences, productivity levels, and government policies remain unchanged for
the time being. Only beliefs about future developments are a�ected. Second,
we address the question whether the increase in output induced by a positive
news shock is part of a Pigou cycle. A news shock is said to generate a Pigou

1This chapter is joint work with Wouter J. den Haan.
2See, for example, Pigou (1927), Beaudry and Portier (2004, 2006, 2007), Jaimovich and

Rebelo (2008, 2009), Schmitt-Grohé and Uribe (2008), and Walentin (2008). Related is the
analysis in Lorenzoni (2009) in which "noise" shocks to aggregate productivity make agents
believe they face a (persistent) change in economic conditions, while the environment has in
fact not changed.

3Two exceptions are Jaimovich and Rebelo (2008) and Beaudry, Dupaigne, and Portier
(2009). The main di�erence between the model developed in this chapter and the models
of these two papers is that our model is simpler and close to standard models used in the
macro-labor literature.
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cycle if output, consumption, investment, and employment move in the same
direction, that is, if these key aggregate variables behave according to a typical
business cycle pattern.

An open economy di�ers in several aspects from a closed economy. Two
of these di�erences are important for the question addressed here. The �rst
di�erence is related to what is feasible when aggregate employment is either
decreasing or unchanged. In a closed economy, consumption and investment
cannot both increase when productivity is unchanged unless employment in-
creases.45 If a country can import commodities, however, then it is possible
for all domestic spending components to increase without an increase in em-
ployment. The second di�erence is related to the endogeneity of prices. In an
open economy, domestic asset and commodity prices are at leastto some extent
sheltered from domestic events, because they are determined by world prices.

The question arises how to model the e�ect of international trade on do-
mestic prices. Interest rates at which domestic residents borrow and lend from
abroad and the prices at which they buy (sell) imported (exported) goods can-
not be completely exogenous to domestic development, because this would lead
to unrealistically high �uctuations in the trade balance. 6 Therefore, we assume
that domestic prices are determined by world pricesand a markup or mark-
down that depends on the amount of international trade. For example, if the
net amount borrowed by a country increases, then this puts upward pressure on
the interest rate paid. In the open economy, prices and interest rates are, thus,
still a�ected by domestic developments, but less so than in the closed economy.

Beaudry and Portier (2007) point out that it is not trivial to generate Pigou
cycles in closed-economy models. The reason is the following. A more favorable
outlook for the future is likely to lead to an increase in consumption. Given
that there is not yet a change in the economic environment, this can only occur
if either investment or leisure decreases. If investment drops, then there is no
Pigou cycle. Thus, leisure has to decrease, but this is unlikely to happen. With
regular preferences, the increase in consumption leads to a reduction in the
bene�ts of working, which would lead to an increase in leisure.

Jaimovich and Rebelo (2008) point out that one can expect this increase
in leisure to be larger in an open economy, which in turn implies that positive
news shocks lead to smaller output increases (or larger output decreases) in
an open economy. The reason is the following. In a closed economy, agents
face a trade-o� between consumption smoothing and an increase in investment
when capital is most productive. In an open economy, agents can smooth con-
sumption by borrowing from abroad and simply invest the most when capital
is most productive. Consequently, an increase in productivity is more valuable

4An increase in both consumption and investment could be �nanced out of a decrease
in government expenditures. But it is unlikely that good news about the future leads to a
reduction in government expenditures.

5 It is possible that output increases, because inputs are used more e�ciently, while struc-
tural measures of productivity remain unchanged. But this would correspond to an upward
shift of the production function, while the challenge in generating Pigou cycles is to see whether
it is possible to generate them without such shifts.

6 In fact, most models would not be well behaved if the interest rate is completely �xed.
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for agents in an open economy. The wealth e�ect, which is behind the increase
in leisure, is therefore also larger in an open economy. The larger drop in em-
ployment in turn implies a larger drop in the marginal productivity of capital,
which also results in a lower capital response during the anticipation phase in
the open economy.7 Consequently, one can expect a positive news shock to
generate a largerreduction in output in an open-economy RBC model than in
the corresponding closed-economy version.

The reasoning above is based on standard RBC models with a spot market
for labor. We model the labor market, however, using a standard matching
framework, modi�ed to allow for endogenous labor force participation.8 With
this model, we reach a conclusion that is the opposite from the one obtained
with the standard RBC model. That is, we show that in an open economy
with a sticky interest rate, news shocks havelarger e�ects on output than in
a closed economy. In a matching model, the employment decision is an invest-
ment decision. This is true for both labor supply and for labor demand. The
reason why the increases in labor demand and labor supply are larger in the
open economy is the following. To take advantage of the increase in produc-
tivity both employers and employees have to start searching for a match before
the anticipated increase occurs. In anticipation of higher future consumption
levels, interest rates increase in our closed-economy matching models.Real in-
terest rates can still change in the open economy with sticky interest rates. Not
surprisingly, the increase turns out to be smaller than the one observed in the
closed economy. A lower real interest rate implies that the proceeds of invest-
ments, including the investment in employment relationships by employers and
employees, are discounted less. This makes the NPV of the investment more
valuable. Moreover, there is an interaction between the investment to search
for work by workers and the investment to search for workers by �rms. An in-
crease in labor demand increases the job �nding rate for a worker and thus the
bene�ts of a worker of searching for a job. Similarly, an increase in labor supply
increases the probability that a �rm �nds a worker, making it more attractive
to post vacancies.

So although the wealth e�ect is larger in the open-economy version of the
model, employment still increases by more due to the smaller increase in the
(real) interest rate. Given the large size of the capital stock and the relatively
small impact of changes in capital on output, large changes in investment are
needed to have sizable e�ects on output capacity. Consequently, output basically
follows employment, which means that output also responds more strongly to
news shocks in the open-economy version with sticky interest rates. Although
changes in the capital stock are unlikely to be quantitatively important for
changes in output, the question whether investment decreases or increases is a
key element of the analysis of Pigou cycles.

7 In appendix 4.A, we document these claims using a simple RBC model.
8Labor force participation is usually exogenous in matching models. Endogenous labor

force participation makes the model more realistic, but also makes it more di�cult to generate
Pigou cycles, because it introduces the wealth e�ect on labor supply into the model.
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A positive response for employment and output is not enough for favor-
able news shocks to also generate positive responses for both consumption and
investment. Den Haan and Kaltenbrunner (2009) address this question in a
closed-economy matching model and �nd that the increase in employment ro-
bustly generates an increase in thesum of consumption and investment, but
that an increase in both spending components is found for only a small subset
of parameters.

In the open-economy version of the model with sticky interest rates, the
larger increases in employment and output imply that the sum of consumption
and investment also increases by more. For both consumption and investment
to increase, however, this should not only be feasible. The incentives to increase
both spending components should also be present. Den Haan and Kaltenbrunner
(2009) �nd that consumption increases for most parameter values, but that
investment does not. Here we �nd that investment does robustly increase in
the open-economy version of the model with sticky interest rates. The reason is
that the larger increase in employment puts upward pressure on the expected
rate of return on capital, which in turn leads to an increase in investment.

Recently, a discussion has emerged about the robustness of the claim made
in Beaudry and Portier (2006) that Pigou cycles are quantitatively important
for business cycle �uctuations. This chapter does not take a stand on whether
changes in beliefs about future events play a quantitatively important role in
explaining business cycles. Studying Pigou cycles is also interesting if they
are only important during speci�c episodes and it seems improbable that news
shocks never play an important role. One episode during which changes in
anticipated growth are likely to have been important is the second half of the
nineties. During this period, many academics and non-academics - including
prominent economists like Alan Greenspan - were hopeful that we were at the
dawn of an era with high productivity growth. 9 And it seems plausible that this
positive outlook was an important factor behind the boom of the second half of
the nineties and it also seems plausible that the downward adjustment of beliefs
played a role during the recession at the beginning of the new Millennium.

The question how news shocks a�ect the economy may very well be of im-
portance in the current environment in which the market anxiously awaits how
governments will (or will not) restructure the �nancial system. A poorly devel-
oped plan that is believed to be harmful for future economic growth could a�ect
current economic activity through its negative e�ects on expectations.

The rest of this chapter is organized as follows. Section 2 lays out the
model. Section 3 discusses the calibration strategy and the ability of the model
to describe regular business cycles. Section 4 discusses the ability of the closed
and open-economy versions of the model to generate Pigou cycles.

9See, for example, the following quote in Greenspan (2000): '... there can be little doubt
that not only has productivity growth picked up from its rather tepid pace during the preceding
quarter-century but that the growth rate has continued to rise, with scant evidence that it is
about to crest. In sum, indications ... support a distinct possibility that total productivity
growth rates will remain high or even increase further.'
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4.2 Model

The economy consists of �rms and workers. Both can perfectly insure idiosyn-
cratic risk, which is ensured by the following modeling device. At the end of the
period, all agents become part of a representative household and share the net
revenues earned during the period. The household decides how much to con-
sume, how much to save, and the level of labor force participation. The labor
force consists of the mass of workers searching for a job, i.e., the unemployed,
plus the mass of workers in an ongoing employment position.

The key decision that is not made by the household is the investment deci-
sion. This decision is made by �rms. There are two types of investments. The
�rst type is investment in capital of existing projects. The second type is the
investment to create new projects. To create a new project, the �rm has to
invest a periodic �xed amount until a suitable project and a worker have been
found.

The probability that an operating project remains viable and continues to
operate in the next period is equal to1 � � x . Productivity is high enough so
that endogenous separation does not occur.

There are two sectors, a sector to produce consumption commodities and a
sector to produce investment commodities. Firms have to search for workers in
the matching market of their own sector, whereas workers can choose in which
labor market to search.10

4.2.1 New operational projects

A part of getting a project ready for production is the search for a worker and
for each project in the planning phase a vacancy is posted. The total number of
projects that become operational in sectorj , mj;t , is determined by the number
of projects in the planning phase in sectorj , vj;t , and the number of workers
that is searching in sectorj , ~uj;t .11 For the functional form we use a standard
constant returns to scale function.12 That is:

mj;t = �� ~u�
j;t v1� �

j;t ; j 2 f c; ig: (4.1)

The matching probabilities for the worker and the �rm are given by

~� j;t =
mj;t

~uj;t
and � j;t =

mj;t

vj;t
; j 2 f c; ig: (4.2)

10 Without doubt, there are restrictions on worker �ows across sectors. Such restrictions
would make it easier to generate Pigou cycles, because they make it more di�cult for con-
sumption and investment to move in di�erent directions. The problem is that it is not obvious
which particular friction to choose and determining the appropriate severity of the friction is
hard. Instead, we ask the question how far we get with this type of model without imposing
such additional frictions.

11 Throughout this chapter, we indicate variables chosen by the household with a tilde.
12 Strictly speaking, there is a constraint that m j;t cannot be more than either ~u j;t or vj;t ,

but this constraint turns out not to be binding in any of the cases we considered.
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This formulation corresponds exactly to the standard matching framework.
The only di�erence is that we make explicit in our interpretation of the formulas
that creating a new job involves more than placing an ad in the newspaper.13

Although the costs of creating new jobs/projects should be nontrivial and def-
initely exceed the cost of placing an ad, they are calibrated to be modest. In
particular, they are below 3% of aggregate output.

4.2.2 Firms

In this subsection, we describe the �rm problem. Domestic �rms sell their
products to domestic consumers, domestic �rms, or the exporting company.
The exporting company pays the �rm the same price as the domestic users of
the products so the �rm is indi�erent to whom it sells its products. 14

Employment and production. The total number of commodities allocated
to investment in new projects is equal toî j;t . The per-period cost in the planning
phase is equal to j . Thus the total number of projects in the planning phase
is equal to î j;t = j . Given the success rate de�ned in equation 4.2, the law of
motion for the number of operational projects, nj;t , can be written as

nj;t +1 = � j;t
î j;t

 j
+ (1 � � x )nj;t ; j 2 f c; ig: (4.3)

This equation also gives the law of motion for employment in sectorj , since
each operational project requires one worker.

Firms use labor and capital as inputs. The total amount of capital is equal
to kj;t . Because of decreasing returns to scale, each project is allocated an equal
amount of capital. Total production in sector j , yj;t , is given by

yj;t = zt nj;t

�
kj;t

nj;t

�
= zt k�

j;t n1� �
j;t ; j 2 f c; ig; (4.4)

where zj;t denotes aggregate productivity. The law of motion forzt is given by

ln z t = �ln z t � 1 + � t : (4.5)

When analyzing whether this model can generate Pigou cycles, the assumption
is made that zt is known at t � � � with � � > 0.

13 The formulation in equation 4.2 captures the probability that a suitable plan and a
suitable worker is found. Fujita (2003) models these aspects separately, but for our purposes
the key aspect is success on both fronts.

14 The exporting �rm is discussed in more detail in section 4.2.4.
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Wages. The equation that determines the nominal wage rate in sectorj , wj;t ,
is given by:

wj;t = �!
�
!p j;t

yj;t

nj;t
+ (1 � ! )

�
�pj

�yj

�nj

��
; j 2 f c; ig; (4.6)

where �! and ! are �xed parameters, pj;t is the output price in sector j , and
[�pj �yj =�nj ] is the steady state value ofpj;t yj;t =nj;t . The parameter ! controls how
the wage rate responds to changes in revenues. Wages are �xed when! = 0 ,
whereas wages are proportional to the marginal revenue of an extra unit of
labor when ! = 1 . We will choose the value of! to match the observed wage
volatility. The steady state wage rate is equal to �! [ �pj �yj =�nj ]. Thus, �! determines
the fraction of revenues the worker receives in the steady state.

We set �! equal to (1� � )(1� ! e) and calibrate the value of! e. The parameter
! e can be thought of as the compensation for the entrepreneurial activity of
initiating the project. In the steady state, the wage rate is, thus, equal to the
marginal product of labor scaled down by(1 � ! e) and total wages are equal to
the fraction (1 � � ) of total revenues, again scaled down by(1 � ! e).

Firm problem. The �rm maximizes the net present value of �rm pro�ts,
using the marginal rate of substitution of the household,� � ~� t + � =~� t , to discount
future pro�ts. The maximization problem of the �rm in sector j is given by

max�
n j;t + � +1 ;y j;t + � ;k j;t + � +1 ;

i j;t + � ; î j;t + � ; ^̂i j;t + �

� 1

� =0

E t

"
1X

� =0

� �
~� t + �

~� t

�
pj;t + � yj;t + �

� wj;t + � nj;t + � � pi;t + � i j;t + �

� #

s.t.

nj;t + � +1 = ~� j;t + �
î j;t + �

 j
+ (1 � � x )nj;t + � ; (4.7)

yj;t + � = zt + � k�
j;t + � n1� �

j;t + � ; (4.8)

kj;t + � +1 = (1 � � )kj;t + � + ^̂i j;t + � ; (4.9)

i j;t + � = î j;t + � + ^̂i j;t + � : (4.10)

Here, ^̂i j;t is the investment in existing projects in sector j . The �rst-order
conditions of the optimization problem for a �rm in sector j 2 f c; ig are the
following:
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pi;t  j = � j;t Vj;t ; (4.11)

Vj;t = �E t

"
~� t +1

~� t

�
(1 � � )pj;t +1 zt +1 k�

j;t +1 n� �
j;t +1

� wj;t +1 + (1 � � x )Vj;t +1

� #

; (4.12)

pi;t = �E t

"
~� t +1

~� t

�
�p j;t +1 zt +1 k� � 1

j;t +1 n1� �
j;t +1 � pi;t +1 (1 � � )

�
#

: (4.13)

Here Vt is the Lagrange multiplier of the constraint on labor adjustment and
can be interpreted as the value to the �rm of an extra operating project.

4.2.3 The household

The representative household chooses consumption,~ct , and the amount of time
spent on leisure and home production,~l t . The endogenous labor supply is equal
to the amount of time not spent on leisure and home production,l � � ~l t .15 Total
labor supply consists of (i ) employment in the sector producing consumption
commodities, ~nc;t , (ii ) employment in the sector producing investment com-
modities, ~ni;t , and (iii ) unemployment in the two sectors, ~uc;t and ~ui;t . We let
~nt = ~nc;t + ~ni;t and ~ut = ~uc;t + ~ui;t . Thus,

l � � ~l t = ~nt + ~ut : (4.14)

Next period's beginning-of-period employment consists of those workers that
have not experienced exogenous separation,(1 � � x )~nj;t , and those workers that
are matched during the current period, ~� j;t ~uj;t . Thus,

~nj;t +1 = ~� j;t ~uj;t + (1 � � x )~nj;t ; j 2 f c; ig: (4.15)

The household can borrow and lend at an interest rater t . The interest rate
depends on theaggregateamount borrowed from international investors. In
particular, we assume that

r t = r w
t + � r dt +1 ; (4.16)

15 In the matching literature, it is more common to model changes in the labor supply by
means of endogenous search intensity. The advantage of endogenizing the labor force is that
there is a clear empirical counterpart, which facilitates the calibration of the model.
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wheredt +1 is the aggregate amount the economy borrows.16 If dt +1 is negative,
then the domestic economy is a net lender. Sincer t depends on the aggregate
and not the individual debt level, it is taken as given by the household. Finally,
as the owner of the �rm the household receives dividends,qt .

The household's maximization problem is as follows:

max8
<

:

~u c;t + � ; ~u i;t + � ; ~u t + � ;
~n c;t + � +1 ; ~n i;t + � +1 ; ~n t + � +1 ;

~c t + � ; ~l t + � ; ~d t + � +1

9
=

;

1

� =0

E t

"
1X

� =0

� �

 
~c1� 


t + � � 1
1 � 


+ �
~l1� �
t + � � 1
1 � �

!#

;

s.t.

~nj;t + � +1 = ~� j;t + � ~nj;t + � + (1 � � x )nj;t + � ; (4.17)

pc;t + � ~ct + � + (1 + r t + � � 1) ~dt + � = (4.18)

wc;t + � ~nc;t + � + wi;t + � ~ni;t + � + ~dt + � +1 + qt + � ;

~nt + � = ~nc;t + � + ~ni;t + � ; (4.19)

~ut + � = ~uc;t + � + ~ui;t + � ; (4.20)

~l t + � = l � � ~ut + � � ~nt + � : (4.21)

Here, pc;t denotes the domestic price of one unit of consumption,wt denotes
the wage rate, ~dt +1 denotes the amount borrowed in periodt to be paid back
(or rolled over) in period t + 1 , and qt denotes the pro�ts the household receives
from the �rms.

Endogenous labor force participation. The speci�cation of the utility
function for the representative agent assumes that there is perfect risk sharing,
not only in terms of consumption, but also in terms of leisure.17 An alterna-
tive would be to use the lottery framework of Rogerson (1988) in which agents

16 This speci�cation not only assumes that the interest rate increases as debt ( dt +1 > 0)
increases, but also that one obtains a lower rate of return as the amount invested abroad
(dt +1 < 0) increases.

17 A similar approach is followed by Hornstein and Yuan (1999), Shi and Wen (1999), and
Tripier (2003).
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use lotteries to insure consumption against unfavorable labor market outcomes.
This approach seems less suitable for a model with endogenous labor force par-
ticipation, since it assumes that labor force status is a random outcome. It seems
plausible that the employment status is not fully under the control of workers,
but it is more di�cult to justify that labor force entry is subject to randomiza-
tion. Moreover, Ravn (2008) shows that the implied linear utility function leads
to a relationship between aggregate consumption and labor market tightness
that is inconsistent with the empirical properties of smooth aggregate consump-
tion on the one hand and volatile tightness on the other. The approach adopted
here avoids Ravn's consumption-tightness puzzle.18

First-order conditions. Labor supply is determined by the following two
equations:

� ~l � �
t = ~� j;t ~Wj;t ; j 2 f c; ig; and (4.22)

~Wj;t = �E t

��
wj;t +1

pc;t +1
~c� 


t +1 � � ~l � �
t +1 + (1 � � x ) ~Wj;t +1

��
; j 2 f c; ig: (4.23)

The �rst equation equalizes the marginal disutility of searching to the expected
bene�ts of searching. The latter is equal to the probability of getting a job in
sector j , ~� j;t , times the period t value of being in a productive relationship in
sector j at the beginning of the next period, ~Wj;t . The second equation gives the
law of motion for ~Wj;t .19 It consists of the net current-period bene�ts, i.e., the
value of the wage minus the disutility of working, plus the continuation value.

The �rst-order condition for debt is given by

~� t = �E t

h
~� t +1 (1 + r t )

i
= �E t

h
~� t +1 (1 + r w

t + � r dt +1 )
i

; with (4.24)

~� t =
~c� 


t

pc;t
: (4.25)

4.2.4 International trade

We take world prices for the consumption and investment good as given and we
normalize both to be equal to 1, which are the steady state values for both prices
in the closed-economy version of the model. This normalization implies that all
our prices are in terms of the world consumption (or investment) commodity.

18 See den Haan and Kaltenbrunner (2007) for details.
19 Note that ~W j;t is de�ned at the end of period t (i.e., the beginning of period t + 1 ) after

the separation shock has been realized. This makes it possible to use ~W j;t as the worker's
value of a new and a continuing match.
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Export/Import company. There is a wedge between domestic and world
prices. Reasons for such a wedge are the presence of shipping costs and the
presence of frictions in �nding international transaction partners. The wedge
between the domestic and the world price is assumed to depend on theaggregate
amount of net imports. As a modeling device, we assume that there is a company
that imports and exports in a competitive market. Consequently, the pro�ts are
zero and the markup exactly covers the transaction costs.

The costs of international transactions are assumed to be equal to

sc;t = � c
(yc;t � ct )2

�c
and si;t = � i

(yi;t � i t )2

i
; (4.26)

where a bar indicates that the steady state value is used and the variables are
aggregate variables. The zero pro�t condition implies that20

pc;t =

(
1 + � c

yc;t � ct

�c = pm c ;t if ct � yc;t

1 + � c
yc;t � ct

�c = px c ;t if yc;t � ct
(4.27)

Note that the formula for pc;t is always the same, but whether this is also
equal to the domestic price paid for imported commodities,pm c ;t , or equal to
the domestic price received for exported commodities,px c ;t , depends on whether
the economy is exporting or importing consumption commodities. Similarly, we
get

pi;t =

(
1 + � i

y i;t � i t
�i = pm i ;t if i t � yi;t

1 + � i
y i;t � i t

�i = px i ;t if yi;t � i t
(4.28)

4.2.5 Equilibrium

Small open economy. In the household and �rm problem described above,
the values of the following eight variables are taken as given: aggregate debt,
dt +1 , prices, pc;t , pi;t , and r t , as well as the matching probabilities, � c;t , � i;t ,
~� c;t , and ~� i;t .21 Thus, we need eight more conditions to solve the full model.
By using the de�nitions of the four matching probabilities given in equation
4.2 we ensure that the matching probabilities are consistent with the choices
for vacancies and labor force participation. The zero-pro�t conditions for the
export/import �rm gives us the extra equations to solve for pc;t and pi;t . These
pricing equations ensure that the gap between what is domestically produced

20 If the costs of international transactions depend on the transactions done by the individual
export �rm, then these costs could be avoided by having many little export �rms. The idea
here is that as more �rms export these costs increase, for example, because it becomes more
di�cult to �nd a cheap shipping company or it takes more time to �nd a suitable buyer.

21 The wage rate is also taken as given. Its value is determined by equation 4.6, not by an
equilibrium condition.
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and what is domestically demanded at these prices is consistent with these
prices. The interest rate is given by equation 4.16. Finally, we impose that
dt +1 = ~dt +1 , i.e., consistency between the choice of the representative household
and the aggregate outcome.

Closed economy. In the closed-economy version of the model the values of
pc;t , pi;t , r t and the matching probabilities are taken as given. The matching
probabilities are again equal to the expressions given in equation 4.2. To close
the model we need three more conditions. We choose the (domestic) price of
consumption as the numeraire, that is,pc;t = 1 . Even though workers can choose
to search for work in either market, labor cannot switch freely between sectors
because of the matching friction. Consequently,pi;t and pc;t are in general not
equal to each other. Equilibrium in the market for investment commodities, i.e.,

i t = î c;t + î i;t + ^̂i c;t + ^̂i i;t = yi;t ; (4.29)

and equilibrium in the bond market, dt +1 = 0 , make it possible to solve forpi;t

and r t . Walras' law ensures that the market for consumption commodities is
also in equilibrium.

4.2.6 De�nitions of a Pigou cycle

We say that at period t a "news shock" occurs if at period t it becomes
known that productivity will increase for sure in period t + 12, i.e., after twelve
months.22 We distinguish between full and regular Pigou cycles. During a
full Pigou cycle, it is the case that in response to a news shock output, con-
sumption, employment, and investment in both new and old projects move in
the same direction. During a regular Pigou cycle,total investment moves in
the same direction as the other key aggregate variables, but one of the two
investment components could move in the opposite direction.

The news shock impulse response functions (IRFs) determine whether a
model can generate Pigou cycles. It is not that interesting to require that
all variables already move in the right direction in the �rst period the shock
occurs. In the closed economy, capital and employment are predetermined, so
it would not be possible for all spending components to increase in response to
a favorable news shock in the �rst period. Therefore, a model is set to gener-
ate Pigou cycles if the responses of consumption, investment, employment, and
output following a news shock move in the right direction starting in the third
month, that is, within a quarter. We will also report results when we focus on
the sixth instead of the third month.

22 It would be more realistic to consider news shocks that a�ect the probability distribution
of future productivity levels as is done in Den Haan and Kaltenbrunner (2007). Such news
shocks a�ect the expected value of future productivity levels, but the change would not be
a certainty. The de�nition of a news shock used here follows the convention adopted in the
literature.
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4.2.7 De�nition of output and trade balance

Output. It is easy to measure the number of consumption commodities and
the number of investment commodities produced. It is a bit trickier to calculate
real output, since the relative price of these two commodities changes. We use
as our de�nition of real output

yt =
pc;t yc;t + pi;t yi;t

pc;t �yc + pi;t �yi
=

pc;t yc;t + pi;t yi;t

pt
: (4.30)

Real trade balance. Using the de�nition for �rm pro�ts, qt , we can rewrite
the budget constraint of the household as

pc;t (ct � yc;t ) + pi;t (i t � yi;t ) = dt +1 � (1 + r t � 1)dt ; (4.31)

which is expressed in terms of the unit of account. Using the implicit de�ator
of domestic output, we get that the real value of the trade balance,t t , is equal
to

t t =
dt +1 � (1 + r t � 1)dt

pt
: (4.32)

4.3 Calibration and �t

4.3.1 Data used to construct moments

The calibration is based on target moments calculated with quarterly U.S. data
from 1951Q1 to 2004Q4. To evaluate the ability of the model to match addi-
tional moments, we also use U.S. data. The main reasons to use U.S. data is
the availability of good labor market data and the fact that the same data were
used in Den Haan and Kaltenbrunner (2009).

A key moment used in our calibration is the volatility of the trade balance.
The U.S. is relatively closed and the observed volatility of its trade balance may
very well not be representative for the volatility of the trade balance of other
countries. In particular, Mendoza (1991) �nds for Canada, a country for which
international trade as a fraction of GDP is more important than for the U.S.,
a much more volatile trade balance than we �nd using U.S. data. Instead of
trying to obtain a full set of labor market and macro statistics for a range of
open economies, we simply study how the results change when the target for
the volatility of the trade balance is increased and the other targets, which are
not related to international trade, remain equal to their U.S. values.

4.3.2 Targeted moments

Groups of parameters. The parameters of the model are divided into four
groups. The �rst group consists of � , � , � , � , � , and � , for which we use
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standard values from the literature. The only parameter in the second group
is 
 , the inverse of the elasticity of intertemporal substitution. Den Haan and
Kaltenbrunner (2009) document that the positive comovement of consumption
and investment is very sensitive to the choice of this parameter, so it is important
to consider a range of di�erent values.

The parameters of the third group are � , l � , �� ,  , � x and they are chosen
to ensure that steady state values of the model correspond to average values
observed in the data. The parameters of the fourth group are! , �! , � , and
one open-economy parameter23 and they are chosen to match (i) the observed
wage volatility, (ii) the volatility of labor force participation, (iii) the volatility
of employment (relative to the volatility of labor productivity), and (iv) the
volatility of the current account (relative to the volatility of output).

The values of� and  depend on the values of the parameters in the fourth
group, whereas that is not the case for the other parameters in the third group.
Thus, we solve for � ,  , ! , �! , � and the open-economy parameter using an
equation solver to match the target moments. For each di�erent value of 

considered, we recalibrate the values of the other parameters. Table 4.1 reports
the calibrated parameter values when
 is equal to 1.5. Although we solve
a system of equations, there is one moment that is most important for each
parameter and this moment is indicated in the last column of table 4.1.

Open-economy parameters. We consider two approaches to choose the val-
ues for the open-economy parameters,� r , � c, and � i , which control the amount
of international trade in bonds and commodities. In the �rst approach, we set
� c = � i = 0 and we calibrate � r . In the second approach, we calibrate� c and
� i and set � r to a small positive number to ensure that the Blanchard-Kahn
conditions remain satis�ed.24 In the second approach, we set� c and � i equal to
each other, so that for both open economies there is only one penalty parameter
to determine. The target under both approaches is the volatility of the trade
balance, scaled by output. We express the volatility of the trade balance relative
to the volatility of output, since one should not expect to fully match observed
volatility in a model with only productivity shocks.

The higher the volatility of the trade balance, the easier it turns out to be
to generate Pigou cycles. The observed volatility may overstate the appropriate
target for the model, since the observed trade balance is a�ected by factors
not present in our model, like exchange rates. If changes in exchange rates are
important for observed import and export prices, then it would make sense to
try to �lter out these e�ects and de�ne the trade balance using trend prices,
that is,

23 As discussed in the next subsection, the open-economy parameter in the version with
�xed prices is � r and the open-economy parameter in the version with sticky interest rates is
equal to � c (which is assumed to be equal to � i ).

24 If � r = 0 , then the Euler equation for debt implies that consumption is a non-stationary
variable.
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Table 4.1: Calibration

Closed Open Target/
economy economy Source

Factor dampening Adjusting Adjusting
international trade r prices
Standard values:
discount factor, � 0.9966 = =
depreciation rate, � 0.0084 = =
curvature prod. f., � 0.33 = =
persistence parameter, � 0.98 = =
volatility innovation, � 0.0042 = =
match elasticity, � 0.50 = =
Match 1st -order moments:
scaling matching f., �� 0.3917 = = ~� = 45 :4%
exog. destruction, � x 0.0274 = = u

u + n = 5 :7%
time endowment, l � 1.5938 = = u + n

l � = 62 :7%
scaling util. of leisure, � 0.2150 0.2191 0.1726 u + n = 1
period entry cost,  0.9930 0.9920 0.8667 � = 33 :8%
Match 2nd -order moments:
relative risk aversion, 
 1.5 = = range considered
curv. utility of leisure, � 1.4283 1.3920 1.8482 � [( u + n ) =l � ]

� [ lny=n ] = 0 :182

share of entrepreneur, ! e 0.0262 0.0262 0.0229 � [n=l � ]
� [ lny=n ] = 0 :437

wage sensitivity, ! 0.7112 0.7299 0.7605 � [ lnw ]
� [lny=n ] = 0 :755

penalty on borrowing, � r - 2.04e-5 1.56e-5 � [t=y ]
� [lny ] = 0 :281

trade penalty, � c = � i - - 0.4306 � [t=y ]
� [lny ] = 0 :281

Notes: The " = " sign indicates that the numbers are by construction equal to the number

on the left. The " � " sign indicates that this parameter plays no role in this model. Prices

are �xed in the economy with adjusting r and the nominal interest rate is almost constant in

the model with adjusting prices.

t t =
x t pHP

x;t � mt pHP
m;t

yt
; (4.33)

where x t stands for real exports,mt for real imports, yt for real GDP, pHP
x;t for

the HP-trend of the relative price of exports, i.e., the de�ator of exports divided
by the de�ator of output, and pHP

m;t for the HP-trend of the relative price of
imports.25

25 The results presented in this chapter are based on this de�nition, but whether trend
or actual prices are used makes almost no di�erence. In fact, we �nd that the volatility is
slightly higher when trend prices are used, which is due to the correlation between prices and
quantities. This is true both in the data and in the model.
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Anticipated versus unanticipated shocks. The empirical relevance of news
shocks is a controversial topic.26 Therefore, we assume that the productivity
shocks are the commonly used unanticipated shocks when calibrating the pa-
rameters. Thus, we ask the question whether a model that is calibrated in the
regular way, i.e., based on unanticipated shocks, can generate Pigou cycles if a
news shock occurred.27

4.3.3 Model �t for non-targeted moments

Table 4.2 reports some standard business cycle and labor market statistics for
the case when
 is equal to 1.5.28 Besides the results for the closed economy
and the two open economies, the table also reports the empirical counterparts.

As documented by the table, the moments generated by the closed and the
two open economies are close to each other and to their empirical analogues.
In particular, the models do not su�er from the Shimer criticism. 29 In fact,
for all three models we �nd that the amount of volatility in tightness, vt =~ut , is
somewhathigher than the observed volatility. The reason the model is able to
avoid the Shimer criticism - even though wages are quite volatile - is that the
share of revenues that accrues to the investor creating the �rm is su�ciently
low.30 The biggest weakness of the model is that the correlation between the
unemployment rate and vacancies is not as strong as it is in the data. The
biggest gap is observed for the open economy with varying domestic prices (and
sticky interest rate) in which case the correlation is -0.39 compared to -0.93 in
the data.31

26 Sims (2009) challenges the conclusion of Beaudry and Portier (2006) that anticipated
shocks play a quantitatively important role in generating business cycles. However, Beaudry
and Lucke (2008) and Schmitt-Grohé and Uribe (2008) con�rm the results of Beaudry and
Portier (2006) that news shocks are important using a very di�erent empirical methodology.

27 It actually makes little di�erence whether the models' parameters are calibrated using
anticipated or unanticipated shocks. The reason is that given the persistence of shocks the an-
ticipation phase is only a small part of the responses following a news shock and the responses
during the realization phase of a news shock are similar to those of a regular unanticipated
shock.

28 These summary statistics do not depend much on the value of 
 chosen. Table 4.5,
discussed in appendix 4.B, reports the results when 
 is equal to 0.45.

29 Shimer (2005) argues that textbook matching models cannot generate enough volatility
in employment, because vacancies do not respond strongly enough to productivity increases.

30 This is basically the solution to the Shimer puzzle proposed by Hagedorn and Manovskii
(2008). The idea is that with a low value of ! e the revenues the �rm receives can be quite
volatile even if total revenues, which include wage payments, are not.

31 The unemployment rate initially in creases when a positive unanticipated productivity
shock occurs, because labor force participation increases. This short-lived increase is followed
by a very persistent decrease in unemployment which mimics the persistent increase in vacan-
cies well. The HP �lter gives less weight to the comovement observed at lower frequencies so
that the correlation between u and v at business cycle frequencies is less than the correlation
coe�cient for the un�ltered series. When the HP �lter is not applied to the data generated
by the model, then the correlation between vacancies and unemployment is much stronger,
namely -0.92.
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Table 4.2: Summary statistics, 
 = 1 :5, full calibration

Data Closed Open Open
Factor dampening Adjusting Adjusting
international trade r prices
Used for calibration:
u=(u + n) 0.057 = = =
n=l � 0.592 = = =
�

�
u + n

l �

�
=�

�
ln y

n

�
0.182 = = =

�
�

n
l �

�
=�

�
ln y

n

�
0.437 = = =

� [ln w ] =�
�
ln y

n

�
0.755 = = =

�
h
ln t

y

i
=�

�
ln y

n

�
0.281 - = =

Standard RBC statistics for C, I, and Y:
� [ln y ] 0.016 0.012 0.012 0.013
� [ln y ]=� [ln z ] - 1.39 1.41 1.42
� [ln i ]=� [ln y ] 4.56 3.22 3.38 4.26
� [ln c]=� [ln y ] 0.70 0.32 0.29 0.24
COR(ln c; ln y ) 0.48 0.88 0.94 0.93
COR(ln i; ln y ) 0.97 0.99 0.93 0.96
Statistics for other variables:
 v=y - 0.016 0.016 0.014
�

�
ln y

n

�
0.013 0.0069 0.0072 0.0070

�
�

v
u

�
=�

�
ln y

n

�
19.0 29.07 29.08 26.97

COR
h

u
u + n ; ln y

i
-0.86 -0.85 -0.84 -0.86

COR
h

u
u + n ; ln v

i
-0.93 -0.47 -0.45 -0.45

Notes: Monthly data from the model are transformed into quarterly data and then �ltered

using the HP-�lter. Model statistics are based on one long sample of 60,000 observations.

The "=" sign indicates that the numbers are by construction equal to the number on the left.

The "-" sign indicates that this statistic plays no role in this model. Prices are �xed in the

economy with adjusting r and the nominal interest rate is almost constant in the model with

adjusting prices. The numbers in the row for  v=y indicate steady state values.

4.4 Pigou cycles

All three models can generate Pigou cycles for some values of
 , the free param-
eter in our calibration. Although all three models can generate Pigou cycles,
the robustness of this result varies considerably among them. Table 4.3 displays
the range of values for
 for which each model can generate full and regular
Pigou cycles. When we change the value of
 , we recalibrate the other param-
eters. The most interesting parameter is the one that a�ects the labor supply
elasticity, � . Therefore, the table also reports the corresponding range for� .

The table documents that both the closed economy and the open economy in
which the interest rate responds to the volume of international transactions can
only generate Pigou cycles for a narrow range of values of
 . In contrast, Pigou
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Table 4.3: Robustness
Full Pigou cycle before or in
3rd month 6th month

Closed economy

 : [0.42; 0.45] 
 : [0.42; 0.52]
� : [2.69; 2.73] � : [2.60; 2.73]

Open economy with adjusting r

 : [0.42; 0.48] 
 : [0.41; 0.52]
� : [2.56; 2.64] � : [2.51; 2.65]

Open economy with adjusting prices

 : [0.35; 2.97] 
 : [0.35; 3.15]
� : [1.16; 2.89] � : [1.11; 2.89]
Regular Pigou cycle before or in

3rd month 6th month

Closed economy

 : [0.42; 0.64] 
 : [0.42; 0.74]
� : [2.44; 2.73] � : [2.31; 2.73]

Open economy with adjusting r

 : [0.42; 0.69] 
 : [0.41; 0.74]
� : [2.29; 2.64] � : [2.23; 2.65]

Open economy with adjusting prices

 : [0.35; 2.97] 
 : [0.35; 3.15]
� : [1.16; 2.89] � : [1.11; 2.89]

Notes: For values of 
 in the indicated range the responses of consumption and total investment

(for regular Pigou cycles) and the responses of consumption and both types of investment (full

Pigou cycles) are jointly positive starting in the indicated period. Parameters are recalibrated

for each value of 
 considered. The value for � at the upper bound of the given range

corresponds to the value for 
 at the bottom of the range.

cycles are a robust outcome in the international economy in which the interest
rate does (almost) not respond to aggregate borrowing. In the remainder of this
section, we explain these �ndings.
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4.4.1 Pigou cycles in the closed economy

Figure 4.1 displays the responses of some key variables during the anticipation
phase and during the �rst year of the realization phase when
 = 0 :45. For this
value of 
 the closed economy generates a full Pigou cycle. For consumption and
employment, we �nd that the increase during the anticipation phase relative
to the increase when the productivity increase is realized is quite large. But
even for output, which is directly a�ected by productivity, there is a substantial
increase before productivity actually increases; the increase in output just before
the productivity increase is realized is equal to 21% of the increase when the
productivity increase is realized.
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Figure 4.1: Responses to a news shock in the closed economy;
 = 0 :45

Notes: The panels plot the response of the indicated variable to a positive one-standard-
deviation news shock; during the anticipation phase with stars and during the realization
phase with squares.
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Labor supply decreases, i.e., leisure increases, during most of the anticipation
phase because of the wealth e�ect. This decrease is dampened by the matching
friction, because the matching friction induces workers to start searching early
to ensure that they have secured an employment position when productivity
and wages increase. But this only leads to an increase in labor supply at the
end of the anticipation phase.

How is it possible that all expenditure components increase before the in-
crease in productivity has been realized, even though labor force participation
decreases? The intuition for the closed economy is as follows. An increase in
productivity leads to an increase in pro�ts, which in turn leads to a rise in the
investment in new projects. Because of the matching friction, the increase in
the investment in new projects starts as soon as news about the increase in
productivity is received and, thus, before the productivity increase has been
realized. The increase in the investment in new projects leads to an increase in
the demand for labor which outweighs the decrease in labor supply.

The increase in employment is not enough to generate a Pigou cycle. Increas-
ing employment requires resources and the increase in bit lowers the amount
of commodities available for consumption and investment in existing projects,
which is equal to yi;t � î t . If yi;t � î t increases, then the investments in new
projects "pay" for themselves. This may seem odd, but this is exactly what
happens for the parameter values that come out of the calibration procedure.
The key parameter value is! e, i.e., the average share of revenues that is paid
out as the reward for initiating the project. To generate a realistic amount of
employment volatility, ! e has to be relatively small. For the closed economy,
the calibrated value is equal to 2.62%.32 At this low value of ! e, there is un-
derinvestment in new projects and from society's point of view the investments
in new projects do pay for themselves.33

Conditional on the model being able to generate a realistic amount of em-
ployment volatility, the increase in employment and net resources,yi;t � î t , are
robust outcomes. Since

yi;t � î t = ct + ^̂i t

and yi;t � î t increases, it is feasible thatboth ct and ^̂i t increase. The elasticity of
intertemporal substitution, 1=
 , plays a key role in determining whether indeed

both ct and ^̂i t increase or only one of these two expenditure components. It
is easy to see that there are always some values for
 for which the model can
generate Pigou cycles given thatyi;t � î t increases. If
 is close enough to zero,

then consumption smoothing is not important and ^̂i t increases. If instead
 is
su�ciently large, then consumption smoothing is important and consumption

32 This value does not seem implausible, given that ! e captures only the reward for initiating
the projectand does not include the reward for providing capital after the project has been
initiated.

33 Appendix B of Den Haan and Kaltenbrunner (2009) provides more information using a
simple two-period model.
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increases. Given the continuity of the problem and given thatct + ^̂i t increases,

there must be values of
 such that both ct and ^̂i t increase.
As documented in table 4.3, the range of values of
 for which both ct and

^̂i t increase is unfortunately very small.34 That is, the division of the increase

in yi;t � î t over ct and ^̂i t is very sensitive to small changes in
 . The responses

of ^̂i t decrease so fast as
 increases that the range of values for which total

investment, î t + ^̂i t , increases is also small even though the increase in̂i t is a
robust result.

4.4.2 Pigou cycles in the two open economies

The open economy in which an increase in the aggregate amount borrowed from
abroad puts upward pressure on the interest rate and the closed economy turn
out to behave in a quite similar way. The reason is the following. To match
the observed volatility in the U.S. trade balance, the penalty parameter in the
interest rate equation has to be such that the magnitude of changes in the
interest rate are quite similar to those generated in the closed economy.35

The results are quite di�erent for the other open economy with sticky nom-
inal interest rates. There are two possible reasons. First, the fact that nominal
interest rates almost do not adjust, makes it a di�erent model.36 Second, the
values of the calibrated parameters, i.e.,� , ! , and ! e, are di�erent. The dif-
ference is mainly due to the fact that the nominal interest rate is sticky, not to
di�erences in the parameter values used. In the main text, we therefore only
compare the three models when the parameters of the two open economies are
equal to the calibrated parameters of the closed economy. In appendix 4.C, we
discuss the di�erences due to the recalibration of the parameters.

Table 4.4 reports the business cycle statistics of the three models when the
parameter values are equal. The parameters of the two international economies
are no longer calibrated except the one related to international trade.37 Con-
sequently, there is no longer an exact match for the target moments. But the
changes are relatively small. This is true for both the target moments and the
other moments.

34 The range of values for 
 reported here is even smaller than the one reported in Den
Haan and Kaltenbrunner (2009). The reason is that Den Haan and Kaltenbrunner (2009)
kept the other parameters constant when 
 was varied, whereas here the other parameters are
recalibrated.

35 In section 4.4.5, we investigate how the results change when we increase the target for
the volatility of the trade balance which leads to a decrease in the calibrated value of the
open-economy parameter.

36 Recall that we allow for minor adjustments in the interest rate to ensure that the
Blanchard-Kahn conditions are satis�ed.

37 There is no open-economy parameter in the closed economy, so its value still has to be
determined when considering the open economies. We set its value to match the observed
volatility of the trade balance.
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Table 4.4: Summary statistics, 
 = 1 :5, partial calibration
Data Closed Open Open

Factor dampening Adjusting Adjusting
international trade r prices
Used for calibration:
u=(u + n) 0.057 = = =
n=l � 0.592 = = =
�

�
u + n

l �

�
=�

�
ln y

n

�
0.182 = 0.182 0.229

�
�

n
l �

�
=�

�
ln y

n

�
0.437 = 0.455 0.495

� [ln w ] =�
�
ln y

n

�
0.755 = 0.737 0.699

�
h
ln t

y

i
=�

�
ln y

n

�
0.281 - = =

Standard RBC statistics for C, I, and Y:
� [ln y ] 0.016 0.012 0.013 0.013
� [ln y ]=� [ln z ] - 1.39 1.42 1.46
� [ln i ]=� [ln y ] 4.56 3.22 3.38 4.26
� [ln c]=� [ln y ] 0.70 0.32 0.29 0.23
COR(ln c; ln y ) 0.48 0.88 0.94 0.92
COR(ln i; ln y ) 0.97 0.99 0.93 0.96
Statistics for other variables:
 v=y - 0.016 0.016 0.016
�

�
ln y

n

�
0.013 0.0069 0.0071 0.0070

�
�

v
u

�
=�

�
ln y

n

�
19.0 29.07 31.79 28.95

COR
h

u
u + n ; ln y

i
-0.86 -0.85 -0.85 -0.85

COR
h

u
u + n ; ln v

i
-0.93 -0.47 -0.47 -0.39

Notes: Monthly data from the model are transformed into quarterly data and then �ltered
using the HP-�lter. Model statistics are based on one long sample of 60,000 observations.
The "=" sign indicates that the numbers are by construction equal to the number on the left.
The "-" sign indicates that this statistic plays no role in this model. Prices are �xed in the
economy with adjusting r and the nominal interest rate is almost constant in the model with
adjusting prices. The numbers in the row for  v=y indicate steady state values.

What is similar to closed-economy responses?

In this subsection, we will document that the responses for the two key macro
aggregates employment and output arequalitatively similar to the ones observed
for the closed economy. Quantitatively, however, there are some di�erences
which turn out to be important for the qualitative di�erences for the other
variables. Figures 4.2 through 4.5 plot the responses following a news shock for
a wide range of variables.38

38 The panels plot the response of the indicated variable to a positive one-standard-deviation
news shock.
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Figure 4.2: Responses in closed and open economies I;
 = 1 :5

Notes: The panels plot the response of the indicated variable to a positive one-standard-
deviation news shock.
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Responses for �rm value and the marginal rate of substitution. Figure
4.2 plots the variables related to creating new projects, which are the expected
marginal rate of substitution, �rm value (averaged across the two sectors), and
investment in new projects.39 In all three models, �rm value increases substan-
tially as soon as the news shock occurs. Firm value increases because expected
pro�ts increase. This increase in �rm value is dampened a bit by the decrease
in the expected marginal rate of substitution; that is, agents value future pro�ts
less, since they expect to become richer.

The key di�erence between the three models turns out to be the time path
of the expected marginal rate of substitution, which is of course related to
the real interest rate. The smaller the �uctuations in the real interest rate, the
smaller the �uctuations in the expected marginal rate of substitution, the bigger
the �uctuations in �rm values, 40 and the bigger the �uctuations in vacancies.
Whereas �rm value increases by 1.85% in the closed economy, it increases by
2.35% in the open economy in which the interest rate is (almost) not a�ected
by increased international borrowing. In this open economy, the world interest
rate does not pin down the real interest rate from a domestic investor's point
of view, since domestic prices �uctuate and it is not clear how many domestic
commodities correspond to the �xed nominal debt payment. Nevertheless, the
world nominal interest rate still serves as an anchor that dampens �uctuations
in the real interest rate.

Responses for labor market variables. Figure 4.3 plots the job �nding
rate (a weighted average across the two sectors), labor force participation, and
employment. The larger increase in vacancies in the open economy with an
(almost) sticky interest rate leads to a larger increase in the job �nding rates
during the anticipation phase, which in turn dampens the reduction in labor
force participation due to the wealth e�ect. There is another reason why labor
force participation decreases by less in this open economy during the anticipation
phase. The reduction in the expected marginal rate of substitution during the
anticipation phase reduces the bene�ts of workers to search, since it reduces the
discounted potential bene�ts. When the interest rate is relatively sticky, then
the expected marginal rate of substitution falls by less, which in turn implies
that the expected discounted value of working falls by less, which dampens the
reduction in labor force participation.

The last panel of �gure 4.3 documents the consequences of these di�erent
responses in labor demand and labor supply for employment. It shows that
employment increases by more in the economy in which agents can borrow on
a world market at almost constant interest rates.

39 The �gure does not plot the expected marginal rate of substitution in the �rst period.
Because of the inability to adjust resources during the period in which the shock occurs,
consumption responds quite di�erently in the �rst than in the second period in the closed
economy. This leads to a large one-time �uctuation in the expected marginal rate of substi-
tution that distorts the picture.

40 As pointed out above, reductions in the expected marginal rate of substitution dampen
increases in �rm value.
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Figure 4.3: Responses in closed and open economies II;
 = 1 :5

Notes: The panels plot the response of the indicated variable to a positive one-standard-
deviation news shock.
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Quantitative impact of news shocks on output in closed and open
economies. In the introduction, it was pointed out that positive news shocks
imply larger reductions in output in open-economy RBC models than in the
closed-economy counterpart.41 In the model with matching frictions, however,
we �nd that positive news shock already generates the correct response of output
during the anticipation phase. We now turn to the question whether news shocks
have a larger impact on employment in the closed or open-economy versions of
our model with matching frictions. The analysis also answers the question in
which type of economy the largestoutput response is observed, because - as is
documented in the bottom panel of �gure 4.4 - the di�erences in the output
responses closely follow the di�erences in the employment responses.42

On the basis of the results from the matching model, we reach the opposite
conclusion. The reason is that in the matching model the employment decision
is not atemporal but intertemporal. That is, it is an investment decision. In
fact, labor demand and labor supply are both investment decisions. In the closed
economy, there is more upward pressure on interest rates. Even though most of
the di�erences are observed during the realization phase, the larger increase in
the interest rates in the closed economy leads to a lower increase in the NPV of
the investments in the search for workers and jobs. The reason is that the higher
interest rates correspond to lower discount rates for the revenues resulting from
the investment decision. Moreover, there is an interaction between these two
investments. As �rms start more projects, the job �nding rate increases and it
becomes more attractive for workers to search for a job and vice versa.

41 In the standard business cycle model, the increase in consumption lowers the value of
working. As discussed in the introduction, this wealth e�ect has a larger negative e�ect on
labor supply in the open-economy version. This in turn implies a larger negative e�ect on
investment. See appendix 4.A for a detailed discussion and a numerical example.

42 There are two reasons why changes in the capital stock are quantitatively not important
for changes in output. First, for standard production functions a one percent change in
employment has roughly twice the impact on output as a one percent change in capital.
Second, the capital stock is so large relative to investment that enormous changes in investment
are necessary to generate substantial percentage changes in the capital stock.
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Figure 4.4: Responses in closed and open economies III;
 = 1 :5

Notes: The panels plot the response of the indicated variable to a positive one-standard-
deviation news shock.
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4.4.3 Open-economy versus closed-economy responses

The responses discussed so far are qualitatively quite similar for both the closed
and the open-economy versions of the model. Although news shocks have a more
positive e�ect on employment during the anticipation phase (and the realization
phase) in the open economy with sticky interest rates, the di�erences are not
that large. This quantitative di�erence turns out to be important, though, to
explain the qualitative di�erences for the consumption and investment responses
across the di�erent economies. And it is this di�erence that makes it possible
to generate full Pigou cycles in the open economy with sticky interest rates and
not in the other two economies.

Figure 4.4 illustrates this di�erence by plotting the responses of consumption
and investment when 
 is equal to 1.5. In the open economy with �exible
prices and a sticky interest rate, consumption increases by less than in the
other two economies, but the investment response is positive throughout the
anticipation phase (except for the �rst period), whereas it is negative in the
other two economies.

As shown in table 4.3, there are values of
 for which consumption and
investment increase in all three economies. However, as
 is increased, then the
investment response quickly turns negative in the closed economy and in the
open economy with �exible interest rates. It remains positive, however, in the
open economy with sticky interest rates when
 increases.

The question arises why the positive comovement of consumption and in-
vestment is more robust in the open economy with sticky interest rates and
�exible prices. In all three economies, there is a robust increase in the invest-
ment in new projects, î t , and a robust increase in net resources,yt � î t , which

is equal to ct + ^̂i t , so it is possible for both consumption,ct , and investment in

existing projects, ^̂i t , to increase. But it is not enough for this to be possible.
The incentives have to be there as well. The reason why investment in existing
projects robustly increases in the open economy with sticky interest rates is
that the expected rate of return on investment in existing projects increases by
more in this economy. The three components that in�uence the expected rate
of return are (i) prices, pc;t and pi;t , (ii) the marginal rate of substitution, and
(iii) employment levels. The higher response of employment levels in the open
economy with sticky interest rates, as documented in �gure 4.3, turns out to be
the reason for the higher expected rate of return and, thus, the more robust in-
crease in investment.43 That is, the higher employment response makes it more
attractive to also invest more in existing projects and postpone the increase in
consumption somewhat.

43 In particular, when the employment response is distorted to behave as in the closed-
economy model, then the increase in investment is no longer robust. From �gure 4.2 it is clear
that the time paths of the expected marginal rate of substitution and, thus, the responses of
the real interest rate, are very similar across the three di�erent models during the anticipation
phase.
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4.4.4 E�ect of news shocks on international trade

Figure 4.5 documents the response of the trade balance, the net import of con-
sumption commodities, and the net import of investment commodities. The
pattern is very straightforward for the open economy with �exible prices. Fol-
lowing a news shock the imported amounts of both consumption and investment
increase. This is true during the anticipation as well as during the realization
phase. Consequently, the trade balance deteriorates substantially.

In the open economy with �xed prices, however, we �nd that during the
anticipation phase the import of consumption increases and the import of in-
vestment actually decreases. That is, starting with balanced trade the economy
would respond to a news shock by exporting investment commodities. During
the realization phase the pattern is the opposite. Consider the realization phase.
If productivity increases, then consumption smoothing induces a movement of
employment out of the consumption sector into the investment sector.44 Due
to the matching friction, the investment sector already starts increasing em-
ployment during the anticipation phase. The excess production of investment
is exported. The additional export almost o�sets the additional imports of
consumption commodities, resulting in only a small deterioration of the trade
balance.

In the open economy with �exible prices, the import of consumption com-
modities and the import of investment commodities respond much more sym-
metrically. The reason is that a large import of investment commodities and
a large export of consumption commodities, as observed during the realization
phase in the open economy with �xed prices, would lead to a sharp reduction
in the relative price of consumption received by domestic producers.

44 Without such a reallocation of labor, the increase in the production of consumption goods
would be way too high.
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Figure 4.5: Responses in closed and open economies IV;
 = 1 :5

Notes: The panels plot the response of the indicated variable to a positive one-standard-
deviation news shock.
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To sum up, in the open economy with �exible prices (and a sticky interest
rate) there is a substantial in�ow of commodities, whereas in the open economy
with �xed prices the increased export of investment commodities implies that
there is no such in�ow of commodities.

There are thus two reasons why there are more resources available in the open
economy with a sticky interest rate to let both consumption and investment in
regular capital increase. The �rst is that employment increases by more and
the second is that imports increase by more.

4.4.5 E�ect of news shocks and openness of the economy

The results reported in this section make clear that one can robustly generate
Pigou cycles in the open economy with an almost sticky interest rate and prices
that adjust to international trade �ows. This is not the case in the open economy
in which the interest rate adjusts to international capital �ows, at least not for
the calibrated value of the open-economy parameter,� r . If one was to lower
the value of this parameter, then interest rates would become less sensitive to
these international capital �ows and the volatility of the trade balance would
increase. But for some countries the volatility of the trade balance is higher
than the value for the U.S., which we use as our target in the calibration. So
then a lower value for � r would be appropriate.

It is indeed possible to generate Pigou cycles much more robustly, but one
has to lower the penalty parameter quite a bit. In particular, if one uses a value
for � r that is 30 times as low, then both investment in new and investment in
existing projects are positive throughout the anticipation phase when
 = 1 :5.
But for this low penalty parameter, the standard deviation of the trade balance
relative to output volatility is almost 14 times higher than the number estimated
using U.S. data and investment volatility is almost 18 times the volatility of
output.
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4.A News shocks in closed and open-economy
RBC models

In this section, we document the claim made in the introduction that in open-
economy versions of standard RBC models it is more di�cult to generate Pigou
cycles than in the corresponding closed-economy version.

The closed-economy version of the model is characterized by the following
social planner's problem:

max�
c t + � ;l t + � ;

i t + � ;k t + � +1

� 1

� =0

E t

"
1X

� =0

� �

 
c1� 


t + � � 1
1 � 


+ �
l1� �
t + � � 1
1 � �

!#

;

s.t.

ct + � + i t + � = zt + � k�
t + � n1� �

t + � ; (4.34)

kt + � +1 = (1 � � )kt + � + i t + � : (4.35)

The law of motion for zt is given by equation 4.5. The open-economy version
of the model is characterized by the following social planner's problem:

max�
c t + � ;l t + � ;

i t + � ;k t + � +1
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� =0
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"
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� =0

� �
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t + � � 1
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+ �
l1� �
t + � � 1
1 � �

!#

;

s.t.

ct + � + i t + � + dt + � +1 = zt + � k�
t + � n1� �

t + � + (1 + r t + � � 1)dt + � ; (4.36)

kt + � +1 = (1 � � )kt + � + i t + � : (4.37)

The domestic interest rate is given by

r t =
1
�

� 1 + � r dt +1 : (4.38)

The value of � r can be arbitrarily small, but has to be strictly positive to
make sure that the problem remains well behaved. We choose a low value of
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� r so that the interest rate changes very little in the open economy and the
di�erence with the closed economy is most clear.

The results are displayed in �gures 4.6 and 4.7.45 The top panel in �gure
4.6 makes clear that the interest rate does not move very much during the
anticipation phase in neither the closed nor the open economy model. The
reason is that at a value of
 equal to 1.5 consumption is quite close to a random
walk during the anticipation phase. During the realization phase, however,
the interest rate increases by quite a bit in the closed economy. As interest
rates remain low, agents in the open economy can really take advantage of the
productivity increase by investing the most when capital is most productive
without having to cut their consumption levels. It is this property that makes
the productivity increase more valuable for agents in the open economy. This
translates into a higher response of consumption during the anticipation phase
in the open economy, as is documented in the middle panel of �gure 4.6.46 The
higher consumption response translates into a larger drop in the value of extra
wage income, which in turn implies that employment drops by more in the open
economy, as can be seen in the lower panel of �gure 4.6.

Figure 4.7 shows the results for capital, investment, and output. The stronger
reduction in employment in the open economy means that the marginal product
of capital drops by more during the anticipation phase. Consequently, capital
also drops by more in the open economy. In terms of investment, this mainly
shows up in a sharp initial decrease. Since both capital and employment drop
by more during the anticipation phase in the open economy, the same is true for
output. Quantitatively the di�erences are not huge. But the ability to borrow
from abroad does make it more di�cult to generate Pigou cycles with this type
of model.

45 Consistent with the choices made for the matching model, we set � = 0 :33, � = 0 :9966,

 = 1 :5, � = 0 :084, � = 0 :98, � = 1 :4283, and l � = 1 :5938. The value of � is set equal to
0.38892 to get the same steady state value for employment, namely 0.943. The value of � r
is set equal to 0.00001. At this small value interest rates do not change very much, but the
economy is well behaved because � r > 0.

46 During the realization phase, the consumption response in the open economy is for some
time below the response in the closed economy. But the consumption response is more per-
sistent in the open economy and at horizons outside the graphs the consumption response in
the closed economy does drop below the consumption response in the open economy.
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Figure 4.7: Responses in a closed and open-economy RBC model II

Notes: The panels plot the response of the indicated variable to a positive one-standard-
deviation news shock.
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4.B Model moments when 
 = 0:45

Table 4.5 reports the summary statistics when
 is equal to 0.45 instead of 1.5,
the value used to construct the summary statistics discussed in the text. Recall
that when 
 = 0 :45 all three models can generate Pigou cycles. But in terms
of the summary statistics the model with 
 = 0 :45 is very similar to the model
with 
 = 1 :5.

Table 4.5: Summary statistics, 
 = 0 :45, full calibration
Data Closed Open Open

Factor dampening Adjusting Adjusting
international trade r prices
Used for calibration:
u=(u + n) 0.057 = = =
n=l � 0.592 = = =
�

�
u + n

l �

�
=�

�
ln y

n

�
0.182 = = =

�
�

n
l �

�
=�

�
ln y

n

�
0.437 = = =

� [ln w ] =�
�
ln y

n

�
0.755 = = =

�
h
ln t

y

i
=�

�
ln y

n

�
0.281 - = =

Standard RBC statistics for C, I, and Y:
� [ln y ] 0.016 0.012 0.012 0.013
� [ln y ]=� [ln z ] - 1.41 1.43 1.44
� [ln i ]=� [ln y ] 4.56 3.73 3.87 4.67
� [ln c]=� [ln y ] 0.70 0.29 0.29 0.26
COR(ln c; ln y ) 0.48 0.44 0.49 0.54
COR(ln i; ln y ) 0.97 0.98 0.91 0.96
Statistics for other variables:
 v=y - 0.016 0.016 0.014
�

�
ln y

n

�
0.013 0.0070 0.0072 0.0073

�
�

v
u

�
=�

�
ln y

n

�
19.0 29.07 29.66 26.90

COR
h

u
u + n ; ln y

i
-0.86 -0.86 -0.86 -0.86

COR
h

u
u + n ; ln v

i
-0.93 -0.48 -0.46 -0.46

Notes: Monthly data from the model are transformed into quarterly data and then �ltered
using the HP-�lter. Model statistics are based on one long sample of 60,000 observations.
The "=" sign indicates that the numbers are by construction equal to the number on the left.
The "-" sign indicates that this statistic plays no role in this model. Prices are �xed in the
economy with adjusting r and the nominal interest rate is almost constant in the model with
adjusting prices. The numbers in the row for  v=y indicate steady state values.

4.C Di�erences between models due to recali-
bration

The discussion in section 4.4.2 was based on the case where the parameters
were identical in all three models (except the parameter related to international
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trade).47 By keeping the parameters equal across models, it is easier to un-
derstand how international trade a�ects the ability of the di�erent models to
generate Pigou cycles. But implementing our calibration procedure results in
choosing di�erent values for � , ! e, and ! in the di�erent models. In particular,
the calibrated value for � , which controls the wage elasticity of labor supply,
is not the same in each model. In this section, we will show that recalibration
changes little to the comparison of the di�erent models.

The recalibration of the open economy with �xed prices leads to only minor
changes in the parameter values. This is not surprising given that - as is docu-
mented in table 4.4 - the values of the target moments in this open economy are
already close to their empirical counterparts when the parameters of the closed
economy are used.

The recalibration leads to larger changes in the parameter values for the open
economy with �exible prices. In particular, recalibration leads to a higher value
for � in the open economy with �exible prices (and an almost �xed nominal
interest rate) for the following reason. Recall that our calibration procedure
is based on the usual unanticipated productivity shocks. The increase in the
interest rate following an unanticipated productivity increase leads to a higher
rate at which the higher future wage payments are discounted. This dampens
the increase in labor supply. Stickiness of the nominal rate carries over to some
extent to stickiness of the real rate and, thus, to less dampening in labor supply.
To match the empirical target of employment volatility, the value of � increases.

Recalibration also leads to a lower value of! e and a higher value of ! .
According to equation 5.22, wages depend on the value of the marginal product,
so the behavior of prices a�ects the volatility of wages and, thus, with a �xed
target for wage volatility, the value of ! .

The higher value of� reduces the elasticity of labor supply and, thus, implies
a lower reduction in labor supply during the anticipation phase following a
news shock. The lower value of! e (together with somewhat sticky wages)
implies larger percentage �uctuations in the revenues of the entrepreneur and,
thus, larger �uctuations in investment in new projects. This would increase the
demand for labor during the anticipation phase. The higher value of! lowers
the volatility of the entrepreneurs' revenues, however, and would reduce the
e�ect of a news shock. The recalibration of� and ! e makes it easier to generate
Pigou cycles, but the recalibration of ! makes it harder. We will show now that
quantitatively, however, the recalibration has little impact on the results.

Figures 4.8, 4.9, and 4.10 compare the IRFs of the fully calibrated open
economy with a sticky interest rate with the IRFs of this open economy displayed
in the earlier �gures that were based on the parameter values of the calibrated
closed economy. The IRFs of the closed economy are also displayed.

In �gure 4.8 it is shown that �rm value increases somewhat less when the pa-
rameters are recalibrated, indicating that the decrease in! e is dominated by the
increase in! . The �gure also shows that the vacancy responses for most of the

47 To be precise, we used the parameters calibrated using the closed-economy version of the
model and the open-economy parameter was calibrated separately to match the volatility of
the trade balance.
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anticipation phase are not a�ected by the recalibration. The vacancy responses
do not change very much even though recalibration leads to a smaller increase
in �rm value, because the higher value of � in the calibrated open economy
leads to smaller �uctuations in labor force participation, as is documented in
�gure 4.9. The somewhat lower reduction in labor force participation together
with the unchanged responses in vacancies lead to slightly higher responses in
employment, but quantitatively the e�ect of the recalibration on employment
is very small. As documented in �gure 4.10 the same is true for consumption,
investment in physical capital, and output.
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Figure 4.8: E�ect of recalibration I; 
 = 1 :5

Notes: The panels plot the response of the indicated variable to a positive one-standard-
deviation news shock.
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Chapter 5

Ine�ciencies and Pigou
Cycles

5.1 Introduction

The model presented in the previous chapter demonstrated how a Pigou cycle,
i.e., a joint increase in consumption, investment, employment, and output during
the anticipation period, can be achievedin an open economy. In such a setting,
resources from abroad can be used to �nance the joint increase in consumption
and investment. Generating a robust Pigou cyclein a closed economyis a
more di�cult task. A closed economy cannot import resources from abroad,
which implies that in order to �nance an increase in both consumption and
investment before a positive productivity shock materialises, a closed economy
has to generate su�cient resources. Den Haan and Kaltenbrunner (2009) have
shown that this is feasible in a standard matching model, but it is still di�cult
to allocate these additional resources so thatboth consumption and investment
increase. This is possible, but only for a very narrow range of parameter values.
This chapter presents a model that makes a joint increase in consumption and
investment in a closed economy a robust outcome.

The ability of a model to generate Pigou cycles in a closed economy is not
only of theoretical interest. Much of the empirical evidence about Pigou cycles
is based on U.S. data, that is, data from a relatively closed economy. There
is anecdotal evidence that during the 1990s there was a widespread optimism,
also among many economists, about the future productivity growth and that
this optimism contributed to the economic expansion in the late 1990s (and
to the 2001 recession when optimism proved unjusti�ed). There is also formal
econometric evidence that news shocks about future productivity are important
for U.S. business cycles. Beaudry and Portier (2006) use movements in stock
prices to identify a news shock and �nd that not only can it lead to a joint
increase in output, consumption, investment and hours worked, but also that it
is quantitatively important, as it can explain about half of the �uctuations at
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business cycle frequencies. Using Bayesian methods, Schmitt-Grohe and Uribe
(2008) estimate a model proposed by Jaimovich and Rebelo (2009) on U.S.
data and �nd evidence that news shocks generate Pigou cycles and that they
are quantitatively important.

A standard growth model cannot generate Pigou cycles. To account for the
empirical evidence reported above, there have been several attempts to modify
it. One such modi�cation is proposed by Beaudry and Portier (2004 and 2007),
who use a two-sector model and make consumption and investment comple-
ments. This allocation friction makes it too costly to increase only consumption
or only investment, resulting in a positive comovement of both. Another ap-
proach is to use non-standard preferences to remove or weaken the wealth e�ect.
For example, Jaimovich and Rebelo (2009) use preferences with a very small
wealth e�ect in the short-run, together with investment-adjustment costs and
variable capital utilisation. A small wealth e�ect is needed to prevent too large
reduction in labour supply, investment adjustment costs are needed to generate
an early increase in investment and variable capital utilisation is needed to gen-
erate enough resources before the shock materialises. Yet another approach is
proposed by den Haan and Kaltenbrunner (2009), who show that it is possible
to generate Pigou cycles in a standard matching model by exploiting the feature
that matching models do not necessarily operate at the socially e�cient level.
Their idea is that if the steady state of a decentralised economy is at an ine�-
cient level, then a positive news shock can push it closer to the e�cient (Pareto
optimal) level. Moving closer to the e�cient state creates enough additional
resources to �nance the joint increase in consumptionand investment, at least
for some range of parameter values. The model presented here exploits these
ine�ciencies further by extending matching frictions to capital goods.

The setup of the model assumes that there are three agents, each with a
speci�c skill, who have to match in order to produce. These agents are an en-
trepreneur (manager-entrepreneur), who has the ability to generate a business
idea, a capitalist (capitalist-entrepreneur), who has the ability to invest in cap-
ital goods (equipment, machines), and a worker, who passively supplies labour.
Production can take place only when all three agents match. The matching
process begins when an entrepreneur comes up with a business idea (starts an
`empty project'). To make it operational, he �rst has to �nd suitable equipment
(a machine), which is owned by a capitalist. When an entrepreneur and a cap-
italist match, they create an idle �rm, which posts a vacancy for a worker, who
will operate the machine. When an idle �rm �nds a worker, it produces one
unit each period. The three agents involved in the �rm share the proceeds.

There are three important implications of matching frictions in this model.
First, matching takes time, which means that all three agents have to react
early if they want to bene�t from a productivity increase in the future. Be-
cause of this time delay, variables will tend to react in the same direction both
during the anticipation period and when the shock is realised, e�ectively bring-
ing forward the e�ects of the shock. Second, a reasonable calibration of the
matching model results in a steady state that is ine�cient (di�erent from the
social planner's solution). When a shock is announced, the early reaction of
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the agents pushes the economy towards a more e�cient region, which generates
more additional resources (an increase in output is not wasteful) that can then
be allocated to consumption and investment. Third, matching frictions generate
interaction e�ects between the agents, reinforcing each other's responses. When
entrepreneurs increase the number of empty projects, they inadvertently im-
prove the probability that capitalists will �nd entrepreneurs, which stimulates
capitalists to invest in equipment.

These three ingredients are the key mechanisms in the model. When a
positive productivity shock is announced, consumption increases because of the
wealth e�ect. At the same time, entrepreneurs anticipate future pro�ts and
begin increasing the number of empty projects. Capitalists would also like
to increase investment in equipment, but in the beginning resources are �xed
and not su�cient to �nance an increase in consumption, investment in empty
projects, and investment in equipment, which is why investment in equipment
decreases initially. But the increase in empty projects increases the number of
matches between entrepreneurs and capitalists and therefore the number of idle
�rms. Because idle �rms search for workers, there is an increase in vacancies.
More vacancies mean that more workers get employed and output increases.
After only a few periods, the creation of additional resources is large enough
that investment in equipment can increase, too. Thus, the model generates a
positive comovement of output, employment, consumption and investment - a
Pigou cycle. The joint increase in consumption and investment is robust, and
the reason is that a strong increase in empty projects increases the probability
that capitalists will �nd an entrepreneur to operate a project, which makes it
more attractive for capitalists to invest in new equipment.

To set the mechanism in motion, a strong response of entrepreneurs posting
empty projects is crucial. The way to induce entrepreneurs to respond strongly
to the shock announcement is to make their reward when the shock materialises
large enough (larger than the productivity increase). This can be achieved
by assuming that a relatively small share of output goes to entrepreneurs and
that wages are somewhat sticky. When the productivity shock materialises, the
size of the pie increases, but because of sticky wages, the amount that goes to
an entrepreneur increases more than proportionally. Because the share of an
entrepreneur is small to start with, the percentage increase in his revenue is
large, which ensures that his response to shock announcement is strong enough.

5.2 The model

The model economy consists of entrepreneurs (managers-entrepreneurs), cap-
italists (capitalist-entrepreneurs) and workers. Each type of agent possesses
a unique skill. Entrepreneurs have the ability to start empty projects (busi-
ness ideas), but are not able to provide the necessary equipment or work on the
project. Capitalists can invest in equipment, which is required by entrepreneurs'
empty projects, but cannot come up with an empty project or operate the equip-
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ment themselves. Workers can operate the equipment, but are not able to either
come up with an empty project or invest in equipment.

An empty project can be interpreted as an idea or a business plan that
requires a small initial investment to set up. To make an empty project opera-
tional, an entrepreneur has to �rst �nd the equipment required by the business
plan. When an empty project and equipment are matched, an idle �rm is
formed, which creates a vacancy. When the vacancy is �lled by a worker, pro-
duction takes place. Importantly, the only way to produce output is that all
three types of agents match.

At the end of the period all three types of agents (whether matched or not)
become members of a representative household. This is a modelling device to
ensure that all three agents are perfectly insured against idiosyncratic risk. Each
agent brings net revenues from his activity to the household for consumption.
However, decisions on how much to invest in new projects or equipment are not
made by the representative household, but by an entrepreneur and a capitalist.

5.2.1 Entrepreneurs (manager-entrepreneurs)

Entrepreneurs have the ability to set up empty projects (business plans) by giv-
ing up some units of consumption, but they also have the ability to manage a
�rm. Entrepreneurs manage empty projects and �rms (idle as well as produc-
tive �rms). An entrepreneur with a business plan �rst searches for equipment.
When equipment is found, an empty project becomes an idle �rm, which cannot
produce until a worker is found. An idle �rm posts a vacancy and, if it �nds a
worker, begins to produce. The entrepreneur owns a share in each type of �rm.

In every period, entrepreneurs openJt empty projects. The cost of opening
an empty project is  and total investment of entrepreneurs in empty projects
in period t is I E;t =  J t . Empty projects that do not match with a capital-
ist (equipment) fully depreciate. The probability that an entrepreneur with
an empty project will �nd suitable equipment is � K 2

t and the value of an en-
trepreneur's share in an idle �rm is � E

M;t . Because entrepreneurs are free to
enter the market with empty projects, they will be opening new empty projects
until the bene�t from entering the search with an empty project is equal to the
cost of the project, that is, until

 = � K 2
t � E

M;t : (5.1)

This condition determines how many entrepreneurs with empty projects will
search for equipment. The equation states that the cost of opening a new empty
project has to equal the probability of �nding equipment, times the value of an
entrepreneur's share in an idle �rm. Even though an idle �rm does not yet
generate output, it still has a value because an idle �rm can become productive
if it �nds a worker in the next period. It is assumed that once an entrepreneur
has found suitable equipment, it is optimal to search for a worker.1

1Alternatively, search for a worker at this stage is costless.
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In the next period, an idle �rm can either match with a worker and become
productive, which occurs with probability � N 1

t , or remain idle with probability
(1-� N 1

t ). There are no break-ups of idle �rms at this stage. If the value of an
entrepreneur's share in a productive �rm is denoted by � E;t , the value of an
entrepreneur's share in an idle �rm can be written as

� E
M;t = �E t

" �
ct +1

ct

� � 


[� N 1
t +1 � E

t +1 + (1 � � N 1
t +1 )� E

M;t +1 ]

#

: (5.2)

The equation above states that the present value of an entrepreneur's share
in an idle �rm is equal to the discounted weighted average of his share in a pro-
ductive �rm, weighted by the probability that an idle �rm will �nd a worker, and
his share in an idle �rm, weighted by the probability that the �rm will remain
idle. When an idle �rm �nds a worker, it can either break up, which occurs with
the exogenous probability (1-� x ), or it can continue and produce output in the
next period. Entrepreneurs receive a proportion of a productive �rm's output,
denoted by � t . The value of an entrepreneur's share in a productive �rm is

� E
t = �E t

" �
ct +1

ct

� � 


(1 � � x )[� t +1 + � E
t +1 ]

#

: (5.3)

Thus, if no breakup occurs, an entrepreneur will receive his share of output
and keep his share of the �rm. It is important to realise that it is the prospect
to obtain a share in output that drives entrepreneurs to start empty projects. If
� t +1 increases, the value of a productive �rm will increase, which will lead to an
increase in value of an idle �rm and induce entrepreneurs to enter the market
with more empty projects. Because an entrepreneur is ultimately a member of
the representative household, future values are discounted using the marginal
rate of substitution of the representative household,� (ct +1 =ct ) � 
 .

5.2.2 Capitalists (capitalist-entrepreneurs)

The problem of a capitalist is similar to the problem of an entrepreneur. A cap-
italist has the potential to invest in equipment. One unit of equipment requires
� units of goods. Equipment cannot produce output unless an entrepreneur and
a worker are found, so that a capitalist has to go through the same matching
process as an entrepreneur. What is di�erent is that a capitalist can invest in
equipment with certainty (there is no matching probability involved) and that
once equipment is obtained, it does not depreciate and does not require addi-
tional investment. A capitalist owns a stock of idle equipment and - if matched
- shares in an idle and a productive �rm.

Because a capitalist can create equipment with certainty, his analogue of the
free-entry condition is

� = � C
I;t : (5.4)
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Equation 5.4 states that the cost of creating new idle equipment,� , has to
equal the value of the idle equipment,� C

I;t (note that owning idle equipment is
not the same as owning a share in an idle �rm). This condition is similar to
the free-entry condition of an entrepreneur (equation 5.1), just that the value of
idle equipment is not multiplied by the matching probability, because capitalists
invest in idle equipment with certainty (there is no matching at this stage).

Once the idle equipment is created, it enters the matching process to match
with an empty project. If an empty project is found, which occurs with prob-
ability � K 1

t , a capitalist obtains a share in an idle �rm, � C
M;t . If no empty

project is found, a capitalist remains with the idle equipment. The value of idle
equipment can therefore be written as

� C
I;t = �E t

" �
ct +1

ct

� � 


[� K 1
t +1 � C

M;t +1 + (1 � � K 1
t +1 )� C

I;t +1 ]

#

: (5.5)

From the point where an entrepreneur and a capitalist match (form an idle
�rm), they become a part of the same problem, because an idle �rm is owned in
part by an entrepreneur and in part by a capitalist. An idle �rm can match with
a worker and become productive with probability � N 1

t . In this case, a capitalist
receives his share in the productive �rm, � C

t . If an idle �rm does not match
with a worker, it remains idle (it does not break up). The value of a capitalist's
share in an idle �rm is

� C
M;t = �E t

" �
ct +1

ct

� � 


[� N 1
t +1 � C

t +1 + (1 � � N 1
t +1 )� C

M;t +1 ]

#

: (5.6)

When an idle �rm matches with a worker it can either break up with ex-
ogenous probability (1-� x ) or it becomes productive, in which case a capitalist
receives his share of the output,r t , and retains the value of his share in a pro-
ductive �rm. The value of a capitalist's share in a productive �rm can be written
as

� C
t = �E t

" �
ct +1

ct

� � 


(1 � � x )[r t +1 + � C
t +1 ]

#

: (5.7)

The only di�erence between equations 5.3 and 5.7 is in shares of the output
received by an entrepreneur and a capitalist. What will ultimately induce cap-
italists to invest in idle equipment is the prospect of eventually obtaining their
part of the output, r t . A capitalist is, exactly as an entrepreneur, ultimately a
member of the representative household, whose marginal rate of substitution is
used to discount asset values.
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5.2.3 Workers

The economy is populated by a continuum of workers with mass normalised to
1. For simplicity, workers are assumed to provide labour passively (they have no
intratemporal choice between consumption and leisure).2 Unemployed workers
enter the matching process with idle �rms. If they match, workers become
employed in a productive �rm and begin receiving wages,wt . The value for a
worker of being in an employment relationship,� W

t , can be written as

� W
t = �E t

" �
ct +1

ct

� � 


(1 � � x )[wt +1 + � W
t +1 ]

#

: (5.8)

This value can be interpreted as the asset value of the share of output that
goes to the worker. Because a worker is passive, an increase inwt will not induce
him to work more. Note that if a worker had a choice between consumption
and leisure, then an increase in the asset value of being employed would tend
to dampen the wealth e�ect.

5.2.4 Household

The representative household consists of entrepreneurs, capitalists, and workers.
At the beginning of every period, existing productive �rms produce and their
output is shared between capitalists, workers and entrepreneurs. The agents
bring their earnings to the household, where their earnings are pooled. En-
trepreneurs and capitalists then decide on how much to invest in empty projects
and equipment, and the remainder is consumed. Therefore, even though the
household consists of three di�erent agents, there is no idiosyncratic risk (all
individual risk is shared among the members of the household).

The utility function and the budget constraint of the representative house-
hold are

E t

1X

t =0

� t c1� 

t � 1
1 � 


ct = ezt (1 � � x )N t � 1 �  J t � �I t : (5.9)

In the above equations, ct stands for consumption, �I t is investment in
equipment,  J t is investment in empty projects, zt is (the log of) the aggre-
gate productivity and N t � 1 is employment in existing �rms. Note that there
are two types of investment. The �rst type is investment in empty projects
by entrepreneurs, who invest J t in new empty projects. The second type of
investment is investment by capitalists, who invest �I t in equipment.

2This is a common feature in the matching literature.
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In addition to the budget constraint, there are also laws of motion for idle
equipment, FI;t , idle �rms, FM;t , and productive �rms, Ft :3

FI;t = FI;t � 1 + I t � � K 1
t FI;t � 1; (5.10)

FM;t = FM;t � 1 + � K 1
t FI;t � 1 � � N 1

t FM;t � 1; (5.11)

Ft = (1 � � x )Ft � 1 + � N 1
t FM;t � 1; (5.12)

Equation 5.10 is the law of motion for idle equipment. The stock of idle
equipment entering the next period (FI;t ) is equal to the stock of existing idle
equipment (FI;t � 1), increased by investment of capitalists (I t ), and reduced
by equipment that matched with empty projects ( � K 1

t FI;t � 1). Note that the
current period's investment in equipment can match only in the next period.

Equation 5.11 is the law of motion for idle �rms. Next period's number of
idle �rms ( FM;t ) is equal to the current number of idle �rms ( FM;t � 1), plus the
number of empty projects that matched with equipment (� K 1

t FI;t � 1), minus the
number of idle �rms that matched with a worker, ( � N 1

t FM;t � 1).
Equation 5.12 is the law of motion for productive �rms. The number of

�rms that will be productive in the next period ( Ft ) is equal to the number of
existing productive �rms that will not break up ( (1 � � x )Ft � 1), plus the number
of idle �rms that will �nd a worker ( � N 1

t FM;t � 1). Because each productive �rm
employs exactly one worker, the law of motion for productive �rms is also the
law of motion for employed workers.

Finally, the law of motion for the log of the aggregate productivity zt is given
by

zt = �z t � 1 + " t ; (5.13)

where " is an exogenous shock.

5.2.5 Matching

The central part of the model is a matching process in which an entrepreneur
with an empty project, a capitalist with idle equipment, and a worker have to
match in order to produce.

A standard way to think about a matching friction on the labour market is
that both workers and vacancies are heterogeneous. A �rm has to �nd a worker
with characteristics required by the vacancy. Search takes time and is not

3The timing convention is such that beginning of period t values of state variables are
indexed with t � 1.
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always successful. A matching function can thus be viewed as a reduced-form
modelling device that accounts for micro-level frictions (Pissarides, 2001). The
model described here extends search frictions to capital goods. Capital in this
model is not a standard homogeneous good, but a collection of heterogeneous
capital goods that are referred to as equipment. Each unit of equipment should
be thought as a tool or a machine suited to perform a speci�c job. Similarly,
empty projects should be thought as business plans or ideas that require speci�c
equipment and labour to become operational.

There are several ways to model how three agents match. The assumption
here is that matching occurs in two stages. In the �rst stage, an entrepreneur
with an empty project has to �nd equipment required by the project. This stage
can be thought as the stage where production facilities are put in place, but no
workers are hired. Once this stage is completed, search for workers can begin.
When a worker is found, production can begin.4

In the �rst stage, entrepreneurs enter the matching process with empty
projects, Jt , and capitalists enter with their stock of idle equipment, FI;t � 1.
The number of matches is given by the following matching function:

M K;t = � K J 1� �
t F �

I;t � 1; (5.14)

where � is the elasticity of the matching function with respect to the stock of
idle equipment and � K is a scaling factor.

Once an entrepreneur is matched with equipment, an idle �rm is created.
This �rm enters the second stage of matching, where it searches for a worker.
Because each idle �rm posts one vacancy, matching at the second stage is exactly
the same as the standard labour matching used in the literature. The number
of matches between idle �rms and unemployed workers is given by the following
matching function:

M N;t = � N F 1� �
M;t � 1U �

t ; (5.15)

where � is the elasticity of the matching function with respect to the number
of unemployed, Ut , and � N is a scaling factor. Recall that because each pro-
ductive �rm employs one worker and the mass of workers is normalised to one,
unemployment is equal to 1-Ft � 1.

Time delays. One implication of matching frictions is that they introduce
time delays. Before a productivity shock materialises, only an increase in the

4Without the assumption on the sequence of matching, there could be potentially three
pairs of matched agents. For instance, an entrepreneur-equipment pair could meet an
entrepreneur-worker pair or a worker-equipment pair. This would require additional assump-
tions about the conditions under which one agent can leave one of the pairs to form a produc-
tive match with the other pair. The approach adopted here assumes that before the search
for a worker can begin, production facilities have to already exist.
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number of productive �rms can create an increase in resources. Because match-
ing takes time, it forces agents to act early to shock announcements, but it also
makes it more di�cult to generate a quick increase in resources.

Time delays for all variables involved in the matching process and the struc-
ture of the process are shown in �gure 5.1.

Figure 5.1: Diagram of the matching process

Figure 5.1 should be viewed as a depiction of the time span between the
action of an agent and its e�ect on resources. This time span is measured by
the di�erence in time subscript of each variable and Ft +3 (a productive �rm).
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For example, the di�erence in time indices of I t and Ft +3 is three periods. This
means that capitalists have to increase investment at timet to a�ect resources
at time t +3 , because it takes at least three time periods for a unit of investment
to travel through the matching process before it can become productive. For
a better understanding, the timeline for investment in equipment is displayed
separately in �gure 5.2.

Figure 5.2: Timeline

A unit invested at time t enters the matching process with entrepreneurs at
time t + 1 (M K;t +1 in �gure 5.1). If it matches successfully, it becomes an idle
�rm and can enter matching with workers at time t +2 (M N;t +2 in �gure 5.1). If
the match is successful, it becomes a productive �rm at timet + 3 (Ft +3 ). This
is the reason why it takes three periods before a unit invested in idle equipment
can become productive.

Figure 5.1 also shows that actions of entrepreneurs can a�ect resources al-
ready after two periods (the time span betweenJt +1 and Ft +3 is two periods).
This can happen because there is an existing stock of idle equipment. When
entrepreneurs set up new empty projects, they can use this existing stock of idle
equipment (FI;t +1 ) to match and form idle �rms. In the next period these idle
�rms can match with workers and become productive a period later.

Matching probabilities and the interaction e�ect. Another important
implication of matching is that it gives rise to externalities. These externalities
can best be described by looking at matching probabilities. Two matching func-
tions imply four matching probabilities. � K 1

t is the probability that a capitalist
will �nd an entrepreneur, � K 2

t is the probability that an entrepreneur will �nd
equipment, � N 1

t is the probability that an idle �rm will �nd a worker, and � N 2
t is

the probability that an unemployed worker will �nd a job. These probabilities
are de�ned by the following equations:5

5Because matching functions take the Cobb-Douglas form, it is possible that matching
probabilities could be larger than one. For parameters used in the calibration of the model
and shock sizes used in simulations, this is never the case.
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� K 1
t =

M K;t

FI;t � 1
= � K

�
Jt

FI;t � 1

� 1� �

; (5.16)

� K 2
t =

M K;t

Jt
= � K

�
FI;t � 1

Jt

� �

; (5.17)

� N 1
t =

M N;t

FM;t � 1
= � N

�
(1 � N t � 1)

FM;t � 1

� �

; (5.18)

� N 2
t =

M N;t

(1 � N t � 1)
= � N

�
FM;t � 1

(1 � N t � 1)

� 1� �

: (5.19)

These matching probabilities depend on aggregate quantities and are taken
as given by the members of the household, even though their actions do a�ect
aggregates and, through the aggregates, matching probabilities. To understand
this, consider the case where entrepreneurs enter with new empty projects. More
empty projects will congest the matching process for entrepreneurs anddecrease
their probability to match with idle equipment ( � K 2 will decrease becauseJt

has increased). Given that entrepreneurs are small, individual entrepreneurs do
not a�ect matching probabilities. Consequently, this congestion e�ect does not
a�ect their decisions. On the other hand, an increase inJt will increasethe prob-
ability of capitalists to match with an entrepreneur ( � K 1 ). When capitalists see
that their probability of matching with an entrepreneur has increased, they will
invest more in idle equipment (but they will not take into account that this will
congest the matching and decrease their probability to �nd an entrepreneur). In
turn, more idle equipment will increase the probability that entrepreneurs will
match with idle equipment. In this way, actions of entrepreneurs and capitalists
interact and reinforce each other. This interaction e�ect will turn out to be an
important driving force of the model's dynamics and of Pigou cycles.

Ine�ciencies. The �nal implication of the matching process are ine�cien-
cies in matching. To understand what is meant by ine�ciencies, consider the
matching function in equation 5.14, which gives the number of matches between
empty projects and idle equipment (reproduced below for convenience).

M K;t = � K J 1� �
t F �

I;t � 1

Like the standard Cobb-Douglas production function, this matching function
exhibits decreasing marginal `productivity' of each `production factor' (empty
projects and idle equipment). Suppose thatJt is very small relative to Ft � 1,
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so that the marginal productivity of Jt is very high. If Jt increases, then this
increase will be very e�cient (very productive), resulting in a strong increase in
the number of matches. Therefore, if there is underinvestment in empty projects
to begin with, an increase in empty projects is a very e�cient way to generate
new matches and investment in new empty projects can be self-�nancing (i.e.,
generates more resources than are used for investment in new empty projects).

Den Haan and Kaltenbrunner (2009) used this property to show that in
a simple matching model, investment in vacancies can be self-�nancing. The
model described here exploits their result and ampli�es it. Because the matching
process involves two matching functions in a sequence, it is possible to exploit
this mechanism twice. Moreover, it is possible to calibrate the model in such a
way that not only is Jt low relative to the Pareto optimal solution (the social
planner's solution), but also that FI;t � 1 is high relative to the optimal solution,
which ampli�es the e�ciency of an increase in Jt .

5.2.6 Sharing Rule

When an entrepreneur, a capitalist, and a worker match, they can begin with
production. A productive �rm is best viewed as a cooperation between all
three agents, who together produce output and share the proceeds. Each �rm
is assumed to have one entrepreneur, one unit of equipment, and one worker.
Each period, the �rm produces yt :

yt = ezt ; (5.20)

where zt is a stochastic productivity variable.
The proceeds are shared between the partners involved in the �rm. The

assumption on sharing is that the �rst partner to be paid out is the owner of
capital. He receives a �xed sharear of output:

r t = ar yt ; (5.21)

wherer t denotes the payment going to a capitalist. After owners of capital have
been paid out, the remaining surplus, denoted bySt , is shared between a worker
and an entrepreneur. Wages (wt ) are determined by the following equation:6

wt = (1 � ! 1)[!S t + (1 � ! )(1 � ar )]; (5.22)

where

St = (1 � ar )yt : (5.23)

6This type of sharing rules is discussed in Mortensen and Nagypál (2007).
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Here, ! is a parameter that controls for wage stickiness and! 1 is a param-
eter that determines the average share of surplus received by the entrepreneur.
! =0 corresponds to �xed wages (�xed at their steady-state level) and ! =1
corresponds to �exible wages. Intermediate values of! correspond to various
degrees of wage stickiness.7

The entrepreneur's share of output,� t , is the remainder after the owners of
capital and workers have been paid out:

� t = yt � r t � wt : (5.24)

There are two advantages of such a sharing rule. First, this sharing rule
makes it simpler to calibrate the model. As shown by Hagedorn and Manovskii
(2008), making the entrepreneur's share su�ciently small removes the problem
pointed out by Shimer (2005) that a standard matching model cannot generate
enough employment volatility. With the above sharing rule, it is simple to
control the share of surplus that goes to the entrepreneur. Second, it will turn
out that �uctuations in the entrepreneur's share are important to understand
how the model works. A sharing rule that can control these �uctuations in a
simple way facilitates the analysis of the model.

To understand how wage stickiness and a small share for the entrepreneur
interact in the sharing rule, consider the following example. Supposear =0.333,
! 1=0.0015 and the output per �rm is 1,000 units. Then the sharing rule implies
that approximately one third of output will go to the capitalist (333 units),
approximately two thirds will go to the worker (666 units) and the remainder
will go to the entrepreneur. Suppose productivity increases, so that output rises
by 10% to 1,100 units and assume wages are completely �exible (! =1). In this
case, the share of capital will rise to 366.3 units, the share of labour to 732.6 units
and the share of the entrepreneur to 1.1 unit. That is, all shares will increase
by 10%. But if wages are somewhat sticky, say! =0.75, the capitalist still earns
366.3 units, but the worker now receives only 715.7 units. The remaining 18
units are retained by the entrepreneur. In percentage terms, the increase in the
entrepreneur's revenues becomes very large. Therefore, the smaller the share of
the entrepreneur and the stickier are wages, the stronger will be the percentage
increase in the entrepreneur's bene�ts from the productivity increase.

The e�ects of the sharing rule have important consequences for the behaviour
of the model. Recall that asset values (equations 5.3, 5.7 and 5.8) depend on the
bene�ts received by the entrepreneur, capitalist and worker. For example, if an
entrepreneur can expect to bene�t strongly from a productivity increase in the
future, his asset value of having a productive �rm (equation 5.3) will increase.
This will lead to an increase in his asset value of having an idle �rm (equation
5.2), and a more valuable idle �rm will induce more entrepreneurs to enter with
empty projects (equation 5.1). A sharing rule that allows one to control for
the share of the entrepreneur and wage stickiness therefore allows to control the
strength of this mechanism.

7Note that here sticky wages means sticky real wages.
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5.2.7 Equilibrium

Because every productive �rm employs exactly one worker, we have that in
equilibrium the number of productive �rms has to equal the number of employed
workers,

Ft � 1 = N t � 1: (5.25)

Equilibrium of the model consists of 25 equations in 25 variables. The vari-
ables are listed in table 5.1:

Table 5.1: List of variables
Variable Description

c Aggregate consumption
I Investment in equipment
J Investment in empty projects
N Aggregate employment
FI Stock of idle equipment
FM Number of idle �rms
F Number of productive �rms
� C

I Value of idle equipment
� E

M Value of an entrepreneur's share in an idle �rm
� C

M Value of a capitalist's share in an idle �rm
� E Value of an entrepreneur's share in a productive �rm
� C Value of a capitalist's share in a productive �rm
� W Value of a worker's share in a productive �rm
y Output per productive �rm
� Entrepreneur's share of output
r Capitalist's share of output
w Worker's share of output
S Surplus

M K Number of matches between entrepreneurs and capitalists
M N Number of matches between idle �rms and workers
� K 1 Probability that a capitalist �nds an entrepreneur
� K 2 Probability that an entrepreneur �nds equipment
� N 1 Probability that an idle �rm �nds a worker
� N 2 Probability that a worker �nds an idle �rm

z Aggregate shock process

These variables have to satisfy the following system of equations:

� Free entry condition (equation 5.1)

� Asset values (equations 5.2 to 5.8)

� Aggregate budget constraint (equation 5.9)
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� Laws of motion for state variables (equations 5.10 to 5.12)

� Law of motion for the aggregate shock (equation 5.13)

� Matching functions (equations 5.14 and 5.15)

� Matching probabilities (equations 5.16 to 5.19)

� Shares in output and surplus (equations 5.20 to 5.24)

� Equilibrium condition (equation 5.25)

5.2.8 Calibration

The model is calibrated to quarterly data, assuming that all shocks are unan-
ticipated. This follows the reasoning of den Haan and Kaltenbrunner (2009)
that a model should be able to generate reasonable business cycle statistics in
response to standard unanticipated shocks before one examines whether such a
model can generate Pigou cycles. Table 5.2 gives an overview of parameter val-
ues and targets. Parameters are either standard values taken from the literature
(where applicable) or calibrated to relevant empirical moments (�rst moments
in most cases).

Table 5.2: Parameter values and targets
Parameter Value Target/Source
Discount factor, � 0.9966 4% annual discount rate
Relative risk aversion, 
 2 Range considered
Capital share in output, ar 0.333 � 1/3 of output
Labour share in surplus, (1 � ! 1) 0.9984 � [lnN ]=� [lnY ] = 0 :466
Real wage stickiness,! 0.6878 � [lnW ]=sigma[ln Y

N ] = 0 :755
Cost of equipment, � 10.341 � N 2 =0.454
Cost of empty project,  0.0296 � K 1 =0.7
Elast. of labour matching, � 0.6 Petrongolo and Pissarides (2001)
Elast. of capital matching, � 0.5 Petrongolo and Pissarides (2001)
Scaling of capital matching f., � K 0.7937 � K 2 =0.9
Scaling of labour matching f., � N 0.4035 � N 1 =0.338
Breakup rate, � x 0.0274 U = 5 :7%
Shock persistence,� 0.95 0.95
Standard dev. of innovations 0.0055 � [lnY ] = 0 :016

Preferences are calibrated assuming a 4% annual discount rate, which implies
� =0.9966 on a monthly basis (the model frequency is monthly), and assuming
a coe�cient of relative risk aversion 
 =2, which is a standard value used in the
RBC literature. This parameter plays an important role in the model and a
range of values will be considered.

The parameter ar that determines the share of capital in output is calibrated
to match the standard share of capital, one third. The remainder is shared by
workers and entrepreneurs, such that the share of labour is close to the standard
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two thirds of output. In order to generate enough volatility of employment (to
avoid the Shimer puzzle), the entrepreneurs' share in surplus has to be small
and su�ciently volatile (see Hagedorn and Manovskii, 2008, and den Haan and
Kaltenbrunner, 2009).8 The share of the entrepreneur's revenues is chosen to
match the target employment volatility in the data ( � [lnN ]=� [lnY ] = 0 :466)
and the wage stickiness parameter is chosen to match the relative volatility of
wages (� [lnW ]=� [ln Y

N ] = 0 :755).9 An alternative calibration, where the target
for employment volatility is � [N ]=� [ Y

N ] = 0 :437, is considered in appendix 5.A.
Calibration of parameters  , � , � K and � N is chosen to the �t the match-

ing probabilities. Empirical data are available only for matching probabilities
related to labour (� N 1 and � N 2 ), that is, for the probability that a �rm �nds
a worker and the probability that a worker �nds a job. The values of these
probabilities are taken from den Haan and Kaltenbrunner (2009). Matching
probabilities for capital have no obvious empirical counterpart. Because they
are probabilities, their values should be in the range between zero and one. In
the benchmark case� K 1 and � K 2 are set to relatively high values, assuming
that matching of capital goods and empty projects is a simpler (faster) process
than �nding a worker. To make sure these values do not drive the results, the
sensitivity of outcomes is checked for a range of values.10 This leaves two elas-
ticities of the matching functions. Elasticity used in the matching function for
labour, � , is taken from Petrongolo and Pissarides (2001). Elasticity used in
the matching function for equipment, � , is set to the midpoint of the range of
elasticities reported by Petrongolo and Pissarides (2001) and the robustness of
results to this choice is examined in section 5.3.3.

The breakup rate, � x , is set to match the steady-state level of U.S. unem-
ployment (5.7%, taken from den Haan and Kaltenbrunner (2009)). Persistence
of the exogenous shock process,� , is set to 0.95, which is the standard value
used in the RBC literature. The volatility of innovation, � , is chosen to match
the empirical value of the HP-�ltered output volatility, � [lnY ] = 0 :016.

5.3 Results

5.3.1 Solution method and model performance

Solution method and model statistics. The model is solved using �rst-
order perturbation. This is a standard solution method that computes policy
functions using a linear approximation of the model equations around the steady
state.

8The share received by entrepreneurs should not be interpreted as �rm pro�ts, be-
cause pro�ts include compensation of capital. A more appropriate interpretation of the en-
trepreneur's share is that this is excess pro�t, i.e., the remainder after capital and workers
have been paid.

9Note that both the size of the entrepreneur's share and wage stickiness a�ect the volatility
of entrepreneur's asset value, which governs the volatility of his responses to shocks.

10 See section 5.3.3. It turns out that the results of the model are very robust to di�erent
values of � K 1 and � K 2 .
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Model statistics are obtained from simulated data. Quarterly data series
are obtained by generating data series on a monthly frequency and then aggre-
gating them to the quarterly frequency. Out of 700 quarterly observations the
�rst 500 are discarded to avoid dependence on initial conditions. The retained
200 quarterly observations correspond to the usual sample length for the U.S.
(approximately 50 years). Data series are transformed to logs and detrended
using the HP-�lter with the smoothing constant set to 1,600. This procedure is
repeated 1,000 times, and the reported statistics are averages across the samples.

Performance of the model. Table 5.3 displays a set of business cycle statis-
tics for the U.S. data (taken from den Haan and Kaltenbrunner, 2009), together
with the corresponding model statistics, both for unanticipated and for antici-
pated shocks.11 Targeted moments are shown in italics.12

Table 5.3: Business cycle statistics in the data and in the model
Statistic Data Surprise shock Anticipated shock
� [lnY ] 0.016 0.016 0.017
� [lnN ]=� [lnY ] 0.466 0.466 0.516
� [lnW ]=� [ln Y

N ] 0.755 0.755 0.645
� [lnI ]=� [lnY ] 4.560 2.787 3.605
� [lnC ]=� [lnY ] 0.696 0.334 0.272
� [ln Y

N ] 0.013 0.010 0.011
� [N ]=� [ln Y

N ] 0.437 0.730 0.721
� [ V

U ]=� [ln Y
N ] 18.98 46.29 45.59

� [lnY ]=� [lnZ ] - 1.506 1.576
Corr (lnC; lnY ) 0.78 0.887 0.661
Corr (lnI; lnY ) 0.88 0.982 0.915
Corr (lnN; lnY ) 0.77 0.913 0.782
Corr (lnY; U) -0.86 -0.833 -0.836
Corr (ln Y

N ; U) -0.33 -0.621 -0.490
Corr (lnV; U) -0.93 -0.690 -0.740

Notes: Monthly data from the model are transformed into quarterly data and then �ltered
using the HP-�lter. Model statistics are based on averages over 1,000 samples.

The properties of the model when shocks are not anticipated are very sim-
ilar to the properties of standard real business cycle models. The ordering of
relative volatilities of consumption and investment is as expected - consump-
tion is less volatile than output and investment is more volatile (though still
not as volatile as in the data). Employment, consumption and investment are

11 For accuracy reasons, statistics involving unemployment are computed using ten times
smaller shocks. See appendix 5.B for details.

12 There is no unanimity in the literature about how important news shocks are. For this
reason the choice taken here was to calibrate the model in a standard way using unanticipated
shocks. As explained below, calibrating the model using anticipated or unanticipated shocks
makes little di�erence.

222



all procyclical. In terms of labour market statistics, the model also performs
quite well. Unemployment is almost as countercyclical as in the data and the
correlation between unemployment rate and vacancies is also strongly negative
(but still not as negative as in the data). In particular, it does not su�er from
Shimer's (2005) criticism that matching models are not capable of generating
enough volatility in labour market variables.13

The model was not recalibrated when model statistics for anticipated shocks
were computed. In most cases, model statistics with anticipated shocks are
quite close to model statistics with unanticipated shocks. The reason is that
shocks are persistent and what happens during the anticipation period is only
a minor part of the total response to a shock (when a shock materialises, the
response is very similar to the response to an unanticipated shock). Where there
are di�erences, they are the result of �ltering. For example, investment is more
volatile for anticipated shocks than for unanticipated shocks. The reason is that
in response to an anticipated shock, investment decreases on impact, but then
begins to gradually increase and increases strongly when the shock materialises.
Because the HP-�lter is a two-sided �lter, it incorporates a part of the increase
after the shock has materialised into the trend component, which is now higher,
resulting in more volatile investment.14

5.3.2 Pigou cycles

Pigou cycles are de�ned as a joint increase in consumption, investment, out-
put and employment before the productivity shock has materialised (during
the anticipation period). The key question is whether the model, calibrated
to generate reasonable business cycle statistics when unanticipated shocks are
the driving force, can also generate Pigou cycles. An anticipated shock (a news
shock) is de�ned as a fully credible announcement at timet = 0 that produc-
tivity will increase after 12 periods, i.e., at the beginning of t = 13. Because the
model is speci�ed at a monthly frequency, this corresponds to an anticipation
period of one year.

Competitive equilibrium, sticky wages

The �rst case to examine is the benchmark case, the competitive equilibrium
(CE) with sticky wages. Figures 5.3 and 5.4 show the impulse responses of the
key variables in the model to a news shock. The part of the impulse response
to the left of the vertical line is the impulse response during the anticipation
period.

When a positive shock is announced, all household members will expect to
be richer in the future, which causes consumption to increase (top panel of �g-

13 Calibrating the entrepreneur's share by targeting � [lnN ]=� [lnY ] induces too much volatil-
ity in � [N ]=� [ln Y

N ] and � [ V
U ]=� [ln Y

N ]. For this reason, appendix 5.A discusses the case where
the entrepreneur's share is calibrated to match � [N ]=� [ln Y

N ].
14 Without HP-�ltering, model statistics with unanticipated shocks are very close to those

with anticipated shocks.
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ure 5.3). This is the standard wealth e�ect.15 At the same time, entrepreneurs
increase investment in empty projects (middle panel of �gure 5.3). Because of
time delays, resources are predetermined, implying that that the increase in con-
sumption and investment in empty projects can only be �nanced by decreasing
investment in equipment (bottom panel of �gure 5.3). Investment in equipment
(physical capital) therefore declines initially.

An increase in the number of empty projects causes an increase in the num-
ber of matches between entrepreneurs and capitalists, that is, an increase in the
number of idle �rms (top panel of �gure 5.4). In the next period, idle �rms
can begin searching for workers. As each idle �rm searches for one worker, the
increase in the number of idle �rms is equivalent to the increase in vacancies.
Employment is predetermined and therefore remains �xed on impact. Because
idle �rms have to wait one period before they can match with workers, employ-
ment remains �xed in the second period, too (middle panel of �gure 5.4). In the
third period after the shock, when more idle �rms have matched with a worker,
output increases (bottom panel of �gure 5.4). One period later, in the fourth
month, the increase in resources becomes su�ciently strong for investment in
physical capital to increase. That is, beginning with the second quarter after the
shock is announced, the model can generate a full Pigou cycle (a joint increase
in consumption, investment, employment, and output).

15 Note that the household as a whole decides how much to consume.
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Figure 5.3: Impulse response to an anticipated shock: CE, sticky wages I

Notes: The panels plot the response of the indicated variable to a positive one-standard-
deviation news shock.

225



Ine�ciencies and Pigou Cycles

Figure 5.4: Impulse response to an anticipated shock: CE, sticky wages II

Notes: The panels plot the response of the indicated variable to a positive one-standard-
deviation news shock.
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It is important to understand how this model can give rise to Pigou cycles.
The �rst mechanism that helps to create Pigou cycles is a strong increase in
resources before the shock materialises. Because productivity is �xed during
the anticipation period, the only way to increase resources is to increase the
number of productive �rms or, equivalently, employment. The key mechanism
to achieve this is that the matching process for workers is very very sensitive to
vacancies, while the number of vacancies for workers (the number of idle �rms) is
persistent (see top panel of �gure 5.4). What is meant by the matching process
being sensitive to vacancies is that the increase in the number of vacancies gen-
erates numerous new matches, resulting in a strong increase in employment and
therefore in resources. Persistence of the increase in vacancies guarantees that
this e�ect is not short-lived and keeps increasing employment (and resources)
throughout the anticipation period. In fact, the peak response of employment
occurs during the anticipation period (middle panel of �gure 5.4).

The mechanism described in the previous paragraph creates additional re-
sources, but there still needs to be a mechanism that channels newly created
resources to investment (new resources could simply be consumed). Figure
5.5 displays three key variables that drive investment in this model. The top
panel shows the asset value of an entrepreneur's share in an idle �rm.16 The
announcement of the shock increases the value of the entrepreneur's share in
both the idle and the productive �rm and induces the entrepreneur to increase
investment in new empty projects.17 Empty projects match with the existing
stock of capitalists' equipment (middle panel of �gure 5.5). As the existing
stock of idle equipment is rapidly depleted (both because of the initial decrease
of investment in equipment and because there are more matches of existing
equipment with entrepreneurs) and there are more empty projects, the proba-
bility of matching with an entrepreneur increases (bottom panel of �gure 5.5).
A higher matching probability makes it more attractive to invest in equipment
and investment in capital goods increases. Note that the interaction between
entrepreneurs' empty projects and capitalists' equipment has a mutually rein-
forcing e�ect. More empty projects induce more investment in equipment, but
more investment in equipment also reinforces the increase in empty projects,
because it reduces the decrease in the probability that entrepreneurs will �nd
appropriate equipment for their projects.18

16 The value of an idle �rm mimics closely the value of a productive �rm, because the only
way to obtain a share in a productive �rm (and therefore a share of surplus) is to �rst establish
an idle �rm. However, there is still a matching probability that separates both �rm values.

17 Recall that Beaudry and Portier (2006) have used the increase in asset values to identify
news shocks about future productivity. A nice feature of this model is that it is able to
reproduce the increase in asset prices.

18 Mutual reinforcement of entrepreneur's and capitalist's actions can be explained by look-
ing at entrepreneur's free-entry condition (equation 5.1). Given the increase in the asset value
and �xed entry cost, the matching probability (equation 5.17) has to decrease. This can be
accomplished by an increase in the denominator, i.e., the increase in the number of empty
projects, and by a decrease in the numerator, i.e., the stock of idle equipment. But if the
stock of idle equipment decreases by less (because there is investment in equipment), then the
number of empty projects has to increase by more.
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Socially optimal solution and resource creation

The purpose of this section is twofold. First, it shows that the social planner's
solution of the model does not generate Pigou cycles. Second, it sheds more
light on the mechanism that enables the decentralised model to create enough
resources before the productivity shock materialises.

Socially optimal solution. The social planner's solution can be obtained by
solving the model subject only to the resource constraint and laws of motion
for idle �rms and productive �rms (together with the exogenous productivity
process). A characteristic of such a solution is that matching externalities are
taken into account. Figures 5.6 and 5.7 show the impulse responses of the social
planner's solution.

The social planner's solution does not generate Pigou cycles. Consumption
increases, but all forms of investment, output, and employment decrease during
most of the anticipation phase.19 Investment in empty projects begins to in-
crease three periods before the shock materialises. This is because the matching
friction acts as an adjustment cost, which makes it optimal to increase invest-
ment in empty projects gradually.20 Because investment in empty projects is
small relative to investment in equipment, the response of total investment is
still negative throughout the anticipation period.

The above result indicates that the �nding of den Haan and Kaltenbrunner
(2009) also applies to this model, that is, matching frictions alone are not suf-
�cient to generate Pigou cycles. What is important is how the surplus is split
between a worker and an entrepreneur, because this determines employment
volatility. If the surplus is split optimally (as in the social planner's solution),
the model does not generate enough employment volatility. To see this, com-
pare the second panel of �gure 5.7 with the second panel of �gure 5.4. In the
social planner's solution the response of employment both before and after the
productivity increase is tiny compared to the benchmark model.21

19 The output decrease is small and is dwarfed by the increase when the shock materialises.
20 The reason for the spike two periods before the shock materialises is that it takes two

periods for an empty project to become productive. Increasing the number of empty projects
more strongly two periods before the shock materialises is therefore just in time to bene-
�t from the increase in productivity. These empty projects match with the existing stock
of idle equipment and investment in capital goods (equipment) does not increase until the
productivity shock materialises.

21 Recall that the benchmark model is calibrated to match � [lnN ]=� [lnY ] exactly.
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Figure 5.7: Impulse response to an anticipated shock: Social planner II

Notes: The panels plot the response of the indicated variable to a positive one-standard-
deviation news shock.
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Thus, to generate su�cient employment volatility, the sharing rule has to
be such as in the decentralised model. The implication is that just before the
productivity increases, the agents would like to increase employment in order to
bene�t from the productivity increase. But because of the matching friction, it is
optimal to react early, resulting in an increase in vacancies well before the shock
materialises. This early increase in vacancies in the decentralised model causes
an increase in both employment and output during the anticipation period.

Ine�ciencies and resource creation. As demonstrated by den Haan and
Kaltenbrunner (2009), one of the key problems in generating Pigou cycles is
how to create enough resources before the shock materialises. They point out
that an increase in both consumption and investment is possible only when the
investment of entrepreneurs is self-�nancing. The same reasoning applies to
the benchmark model discussed here. A unit invested by entrepreneurs in new
projects must create more than one unit of additional resources. The excess
resources can then be allocated to consumption and investment in capital.22

The mechanism which enables the model to generate excess resources is that
when the benchmark model is calibrated to match employment volatility in
the data, this implies that the steady state of the model is below the socially
e�cient steady state. More precisely, in the decentralised model, there is too
little investment in empty projects, which results in too little vacancies and
higher unemployment than is optimal.

To illustrate this point, table 5.4 displays steady state levels of the key
variables in the model. The �rst row shows socially optimal steady states (SP
stands for the social planner) and the second row shows steady states of the
decentralised model (CE stands for the competitive equilibrium).

Table 5.4: Steady state levels of key model variables
Model I E FM U FI I C N

SP 0.0368 0.2894 0.0248 0.0309 0.2771 0.9752
CE 0.0288 0.0766 0.0570 0.0370 0.2678 0.9430

The main di�erence between the competitive equilibrium and the social plan-
ner's solution is in the number of empty projects, I E , the number of idle �rms
(vacancies),FM , and unemployment, U. Compared to the social planner's so-
lution, there are far less empty projects and even less idle �rms (vacancies) in
the competitive equilibrium. Unemployment is more than twice as large than
the socially optimal level and the stock of idle equipment,FI , is also somewhat
larger than in the social planner's solution.

These di�erences play an important role in how large the quantitative impact
of the increase in empty projects is. Recall than in the �rst stage of the match-

22 How to allocate them to both consumption and investment in capital is a di�erent issue.
As explained in section 5.3.2, this is achieved because a strong increase of empty projects
causes a positive externality for investors in equipment (an increase in the probability of
�nding an empty project), which induces capitalists to increase investment in equipment.
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ing process, empty projects match with idle equipment. If, compared to the
social planner's solution, there are relatively few empty projects and more idle
equipment, then a given increase in empty projects in the competitive equilib-
rium will generate more matches than the same increase in the social planner's
solution. More matches in the decentralised model mean that there are more
new idle �rms than in the social planner's solution. Because each idle �rm posts
one vacancy, more idle �rms coming out of the �rst stage of matching implies
more vacancies to match with unemployed workers in the second stage. A given
increase in vacancies at the second stage of matching is generating more matches
in the competitive equilibrium (the model starts with less vacancies and more
unemployed workers). Because the increase in vacancies is stronger in the com-
petitive equilibrium, it generates even more new matches (and therefore more
resources) than in the social planner's case.23 Thus, a unit invested in an empty
project in the competitive equilibrium receives a boost in e�ciency at each stage
of the matching process, which is the reason why it can create excess resources
and become self-�nancing.

Competitive equilibrium, �exible wages

This section will show that a strong reaction of entrepreneurs is crucial for
Pigou cycles. An important reason for the model's responses is a sharp increase
in the value of the entrepreneur's share in the �rm. As explained in section
5.2.6, a small share of the surplus received by the entrepreneur combined with
some degree of wage stickiness will cause an overproportional increase in the
entrepreneur's share of the surplus and hence in the value of his share in the �rm.
This will lead to a strong reaction of empty projects and an increase in vacancies,
which will in turn ensure su�cient volatility of employment and generate Pigou
cycles. Sticky (real) wages play an important role in this mechanism, because
without some degree of wage stickiness, the increase in the entrepreneur's share
of surplus is not strong enough.

Suppose wages are completely �exible. This implies that the increase in the
entrepreneur's share of surplus is proportional to the announced productivity
increase and the increase in the entrepreneur's asset value will not be as strong
as in the sticky wages case (it will not even increase initially). The reaction of
empty projects will therefore be weaker. Figures 5.8 and 5.9 show the responses
of the key model variables to a news shock when wages are �exible.

23 Moreover, even though the increase in the number of vacancies is persistent, the initial
level is small enough that even a persistent increase is still e�cient, which is why employment
keeps increasing during the anticipation period.
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Figure 5.8: Impulse response to an anticipated shock: CE, �exible wages I

Notes: The panels plot the response of the indicated variable to a positive one-standard-
deviation news shock.
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Figure 5.9: Impulse response to an anticipated shock: CE, �exible wages II

Notes: The panels plot the response of the indicated variable to a positive one-standard-
deviation news shock.
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As in the sticky wages case, the announcement of a positive shock in the
future induces the household to increase consumption immediately (top panel of
�gure 5.8). This time, however, the increase in consumption is made possible by
a reduction in both investment in empty projects and investment in equipment
(middle and bottom panels of �gure 5.8). Because both empty projects and
idle equipment decrease, there are less matches between them and the stock of
idle �rms decreases (top panel of �gure 5.9). This decrease in the number of
idle �rms is equivalent to the decrease in the number of vacancies, which causes
employment and output to decrease (middle and bottom panels of �gure 5.9).

The reason for such drastically di�erent e�ects when wages are �exible is
that the reward for entrepreneurs for starting new empty projects is too small.
Even though the value of an entrepreneur's share in an idle �rm still increases
when the shock materialises, the increase is too small and is `discounted away'
because of the expected increase in consumption. Discounting with the marginal
utility of consumption is the reason why the value of the entrepreneur's share in
the idle �rm exhibits a small decrease in the beginning of the anticipation period
(top panel of �gure 5.10). This is the reason why investment in empty projects
decreases. Moreover, reinforcement e�ects now work in the opposite direction
than in the benchmark case (where wages are somewhat sticky). Because there is
no initial increase in empty projects, there is no increase in the probability that
equipment will match with empty projects, at least initially (bottom panel of
�gure 5.10). When the probability eventually increases, the increase is tiny and
happens too late (compare bottom panels of �gures 5.10 and 5.5). Therefore,
there is no incentive for the capitalists to increase investment in equipment.
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Figure 5.10: Impulse response to an anticipated shock: CE, �exible wages III

Notes: The panels plot the response of the indicated variable to a positive one-standard-
deviation news shock.
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A model with �exible wages therefore cannot generate Pigou cycles. The
reason is that the initial reaction of the entrepreneurs is not strong enough to
dominate the discounting of future bene�ts (the wealth e�ect). It is possible
to reduce the wealth e�ect by reducing the parameter of relative risk aversion,

 , which does eventually lead to an increase in empty projects and resources,
but the increase in empty projects is never strong enough to induce the in-
crease in investment in capital together with the increase in consumption. For
small values of 
 , it is possible to generate an increase in both investment in
empty projects and in capital, but then consumption decreases. When wages
are �exible, the model therefore cannot generate Pigou cycles.24

It is therefore not enough to have investment levels below the social plan-
ner's solution to generate Pigou cycles in this model. There must also be a
mechanism that ensures that the initial response of empty projects is strong
enough to generate enough resources and �nance an increase in consumption
and both types of investment. Before the shock materialises, the only way to
increase resources is to increase employment. This can only be achieved if the
employment response is strong enough, which is not the case if wages are com-
pletely �exible. In the �exible wages case, the employment response to a shock
is about 20-times lower than in the sticky wages case (compare middle panels
of �gures 5.4 and 5.9). A model that cannot generate su�cient employment
volatility will therefore also not be able to generate Pigou cycles.

5.3.3 Robustness

Devising a closed-economy model where Pigou cycles would occur for a wide
range of values for the parameter
 has been di�cult. For example, the closed
economy model described in the previous chapter can generate full Pigou cycles
before the sixth month (before the end of the second quarter) only for
 2
[0:42; 0:52]. Similarly, den Haan and Kaltenbrunner (2009) obtain Pigou cycles
in the second quarter only for 
 2 [0:39; 0:49]. The range of 
 for which the
model presented in this chapter can generate full Pigou cycles beginning in
a given month is reported in table 5.5. The range of
 for which the model
can generate full Pigou cycles beginning in the second quarter is[0:68; 4:79],
which is substantially wider than in the models just mentioned. For values of

 that are lower than 0.68 consumption falls, and for the values of
 that are
higher than 4.79, investment in capital goods (equipment) falls before the fourth
month.25 Therefore, at quarterly frequency, the model can generate Pigou cycles
beginning in the second quarter for almost any realistic value of
 larger than
0.68.26

24 For a small range of 
 , it is possible to have an increase in both types of investment and
consumption, but this only happens a few periods before the shock (for 
 =0.8, both types of
investment increase immediately, but consumption increases only in the 11th month.)

25 Recall that the model cannot generate Pigou cycles before the third month, because
output remains �xed for two months and the increase in resources in the third month is not
strong enough.

26 As in den Haan and Kaltenbrunner (2009), the model was not recalibrated when the
value of 
 was changed.
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Table 5.5: Values of
 that generate Pigou cycles
Start of the Pigou cycle Range of


3rd month [0:69; 1:11]
4th month [0:68; 4:79]
5th month [0:68; 49:4]

The robustness of results on changes of parameters that govern capital
matching (for which it is di�cult to �nd empirical counterparts) is also ex-
amined. These are the two capital matching probabilities, � K 1 and � K 2 , and
the elasticity of the capital matching function, � . To obtain Pigou cycles start-
ing in the second quarter, capital matching probabilities can take almost any
plausible value a probability can take, � K 1 2[0.15 0.99] and� K 2 2[0.01 0.99].27

The elasticity of the capital matching function can take any value in � 2 [0.01
0.70] and therefore well within the range reported by Petrongolo and Pissarides
(2001). The reason why a model with a very high value of� cannot gener-
ate Pigou cycles is that a high value of� implies that an increase in empty
projects quickly congests the �rst stage of the matching process and creates less
vacancies. Less vacancies in turn leads to less resources.

5.4 Conclusion

The main contribution of the model presented in this chapter is that it can
generate Pigou cycles in a closed economy for a wide range of relative risk
aversion parameter, 
 , which has been di�cult to achieve in other matching
models. The key ingredients are a strong response of entrepreneurs to shock
announcement, investment levels below the social optimum, which ensures a
sharp increase in vacancies, and the externality caused by entrepreneurs' choices.
The vigorous reaction of the entrepreneurs immediately after the news about
the future productivity is announced ensures that the model reacts early in
the anticipation period. Investment levels below the social optimum lead to a
sharp increase in vacancies, which ensures that investment in empty projects
is self-�nancing, i.e., that it creates more resources than are invested in empty
projects. This leaves resources that can be allocated to consumption and/or
investment. Finally, the matching externality increases the probability that
investment in equipment will generate income. This ensures that part of the
increase in resources is allocated to investment in capital.

27 When � K 1 is set lower than 0.15 investment in equipment does not increase because the
externality generated by empty projects is too weak. For low values of � K 1 the steady-state
level of idle equipment is larger. When entrepreneurs enter with new empty projects and these
get matched with idle equipment, the initial stock of idle equipment is too large to deplete
fast enough. Because of this, the probability that investors in capital goods (equipment) will
match with empty projects does not increase enough and there is no incentive to increase
investment in idle equipment.
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5.A Alternative calibration

The benchmark model in the main text has been calibrated to match employ-
ment volatility measured as � [lnN ]=� [lnY ]. This appendix reports the results
for the same model, but calibrated to match employment volatility measured
by � [N ]=� [lnY=N ] = 0 :437. Business cycle statistics for this calibration are
reported in table 5.6. If one compares these statistics with those in the main
text (table 5.3), there are almost no di�erences except for relative volatility of
employment, � [lnN ]=� [lnY ], which is now below its empirical counterpart, and
relative tightness, � [ V

U ]=� [ln Y
N ], which is now closer to the data (though still

somewhat too large).

Table 5.6: Business cycle statistics in the data (US) and in the model
Statistic Data Surprise shock Anticipated shock
� [lnY ] 0.016 0.016 0.017
� [N ]=� [ln Y

N ] 0.437 0.437 0.383
� [lnW ]=� [ln Y

N ] 0.755 0.755 0.691
� [lnI ]=� [lnY ] 4.560 2.702 3.059
� [lnC ]=� [lnY ] 0.696 0.347 0.258
� [ln Y

N ] 0.013 0.010 0.011
� [lnN ]=� [lnY ] 0.466 0.349 0.335
� [ V

U ]=� [ln Y
N ] 18.98 27.60 24.21

� [lnY ]=� [lnZ ] - 1.251 1.246
Corr (lnC; lnY ) 0.78 0.881 0.623
Corr (lnI; lnY ) 0.88 0.989 0.987
Corr (lnN; lnY ) 0.77 0.795 0.640
Corr (lnY; U) -0.86 -0.690 -0.696
Corr (ln Y

N ; U) -0.33 -0.462 -0.447
Corr (lnV; U) -0.93 -0.736 -0.721

Notes: Monthly data from the model are transformed into quarterly data and then �ltered
using the HP-�lter. Model statistics are based on averages over 1,000 samples.

The model is able to generate Pigou cycles for this alternative calibration.
The impulse responses to a news shock for the case where
 = 2 are displayed in
�gures 5.11 to 5.13. Compared to the benchmark case reported in the main text
(�gures 5.3 to 5.5), the responses are less vigorous. The reason is that the share
of entrepreneur is larger with the alternative calibration. Because of this, an
increase in entrepreneur's asset value (top panel of �gure 5.13) is smaller than
in the benchmark model (top panel of �gure 5.5). Therefore, the number of new
empty projects is smaller, which causes all the other responses to be smaller,
too. In particular, the externality that causes an increase in investment in
capital (equipment) is also smaller. This is the reason why investment increases
later (in the fourth month) and is, as will be seen shortly, also more sensitive to
increases in
 .
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Figure 5.11: Impulse response to an anticipated shock: CE, sticky wages I

Notes: The panels plot the response of the indicated variable to a positive one-standard-
deviation news shock.
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Figure 5.12: Impulse response to an anticipated shock: CE, sticky wages II

Notes: The panels plot the response of the indicated variable to a positive one-standard-
deviation news shock.
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Because a larger share going to an entrepreneur implies less vigorous re-
sponses of empty projects to a news shock, the range of parameter values for
which the model is able to generate Pigou cycles is narrower (see table 5.7).

Table 5.7: Values of
 that generate Pigou cycles
Start of the Pigou cycle Range of


3rd month [0:81; 1:00]
4th month [0:81; 1:77]
5th month [0:80; 3:14]

Despite the fact that parameter ranges for Pigou cycles are now narrower, the
range of 
 for which the model can generate Pigou cycles starting in the second
quarter is still much larger than that for the model in the previous chapter or
that found by den Haan and Kaltenbrunner (2009).

5.B Accuracy

First-order perturbation solution is a linear approximation around the steady
state. If shocks are large and persistent, it can sometimes happen (depending
on the model) that some variables drift too far from the steady state and gener-
ated data series can become inaccurate. In the model described here, this some-
times occurs with unemployment. The reason is that vacancies in this model
are relatively persistent. When a positive shock causes vacancies to increase,
they tend to stay high for several periods, resulting in a persistent decrease in
unemployment. In particular, a series of positive shocks can sometimes push
unemployment close to zero (or even below zero), which distorts business cycle
statistics involving unemployment.

There are several ways to improve accuracy. An obvious solution is to use
small shocks when simulating the model. An alternative solution is to avoid
approximation wherever this is possible. For example, if the model is speci�ed
in logs instead of levels, some equations are already linear (e.g., the production
function, the matching functions and the matching probabilities) and therefore
do not have to be approximated. Moreover, levels of variables like consump-
tion and unemployment cannot be negative. If such variables are speci�ed in
logs, this will guarantee that they will never turn negative when the model is
simulated. For both reasons, the benchmark model was speci�ed in logs.28

Even with the model speci�ed in logs, it can sometimes still happen that
a series of large and positive shocks pushes unemployment close to zero. This
is not an important problem for statistics involving the level of unemployment,
but it can be a problem for the tightness series,VU , which can sometimes involve
division by a very small positive number, resulting in a very large value of V

U .
This problem can be seen in the second column of table 5.8, which shows business
cycle statistics generated by the benchmark calibration of the model, i.e., when

28 Speci�cation in levels gives similar results.
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the shock is relatively large (labelled as `large shock',� = 0 :0055). Note the
very high value of � [ V

U ]=� [ln Y
N ] and the large discrepancy between the mean

and the mode. The problem can be addressed by simulating the model using
smaller shocks, which ensures that the model stays close to the point around
which it is approximated (i.e., where we know that the solution is accurate).
The third column of table 5.8 shows the same set of statistics when the shock
is ten times less volatile (`small shock').

Table 5.8: Accuracy of model statistics
Statistic Large shock Small shock
� [lnY ] 0.016 0.002
� [lnN ]=� [lnY ] 0.466 0.466
� [lnW ]=� [ln Y

N ] 0.755 0.755
� [lnC ]=� [lnY ] 0.334 0.334
� [ln Y

N ] 0.010 0.001
� [N ]=� [ln Y

N ] 0.730 0.728

� [ V
U ]=� [ln Y

N ]
633.4 (mean) 46.29 (mean)
3.366 (mode) 43.88 (mode)

� [lnY ]=� [lnZ ] 1.507 1.576
Corr (lnC; lnY ) 0.887 0.887
Corr (lnI; lnY ) 0.982 0.991
Corr (lnN; lnY ) 0.913 0.914
Corr (lnY; U) -0.762 -0.833
Corr (ln Y

N ; U) -0.568 -0.621
Corr (lnV; U) -0.630 -0.690

Notes: Monthly data from the model are transformed into quarterly data and then �ltered
using the HP-�lter. Model statistics are based on averages over 1,000 samples.

Decreasing the shock size directly a�ects statistics like� [lnY ] and � [ln Y
N ],

but it should not a�ect the statistics that are expressed as relative volatilities,
as long as the model is linear or linearised (unless the solution is inaccurate).
Except statistics that involve unemployment, all other statistics are virtually
identical in both columns, which indicates that these statistics are accurate for
realistic shock sizes. There are some di�erences in statistics which involve the
level of unemployment, but these di�erences are small. The largest and the
most important di�erence is for the relative tightness, � [ V

U ]=� [ln Y
N ]. For the

benchmark calibration (second column), this statistic is extremely large and
highly skewed. This is not the case when shocks are small. As explained, with
smaller shocks unemployment remains in the region close to the point around
which the model is approximated (is not pushed close to zero) and there are no
spikes in the ratio V

U .29

29 To investigate whether the solution using ten times smaller shocks is accurate, the results
were checked against the results using a hundred and a thousand times smaller shocks. There
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It should be emphasised that accuracy is not an issue for calibration. Busi-
ness cycle and labour market statistics used for calibration were� [lnN ]=� [lnY ]
and � [lnW ]=� [ln Y

N ], none of which su�ers from accuracy problems.

are no material di�erences if shocks are even smaller (business cycle statistics essentially
converge to the values reported in the last column of table 5.8).
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Samenvatting

Dit proefschrift doet onderzoek naar twee aspecten van het gedrag van bedrijven
en de rol die bedrijven spelen in je conjunctuurcyclus. Het eerste aspect is de
vraag of �nanciële innovatie geleid heeft tot een verandering in de manier waarop
bedrijven �nanciering zoeken, wat een van de redenen zou kunnen zijn van de
relatief lange periode van economische stabiliteit voor de recente crisis.

Een veelvuldig vastgelegd feit is dat het tijdsbestek van begin jaren '80 tot
aan de huidige recessie, ook wel bekend als 'The Great Moderation', wordt
gekenmerkt door relatief beperkte macroeconomische �uctuaties. Deze periode
valt samen met snelle ontwikkelingen in de �nanciële sector, veroorzaakt door
zowel �nanciële innovatie als deregulering. Een logische vraag die zich dan
manifesteert is of deze ontwikkelingen in de �nanciële sector en de beperkte
volatiliteit van de conjunctuur met elkaar samenhangen.

Dynan, Elmendorf en Sichel (2006) stellen dat de ontwikkelingen in de �nan-
ciële sector de drijvende kracht achter de Great Moderation zouden kunnen zijn.
Hun hypothese is dat indien �nanciële innovatie de fricties bij het aantrekken
van vreemd vermogen verminderd heeft waardoor bedrijven en huishoudens in
staat zijn om aan extra �nanciering te komen gedurende een recessie, dat dit
fenomeen ervoor kan zorgen dat de recessie korter en minder diep is dan zonder
�nanciële innovatie het geval geweest zou zijn. Hoofdstukken 2 en 3 gaan in op
deze hypothese.

De belangrijkste conclusie van hoofdstuk 2 is dat een onverwachte mone-
taire verkrapping voor 1980 leidde tot een signi�cante daling van bedrijfsschuld,
maar na 1985 juist leidde tot een signi�cante toename hiervan. Bovendien had
een monetaire verkrapping voor 1980 tot gevolg dat het nationaal product sig-
ni�cant daalde, maar na 1985 is er vrijwel geen e�ect meer op het nationaal
product. Monetaire schokken waren dus een belangrijke oorzaak van de posi-
tieve correlatie tussen bedrijfsschuld en productie voor 1980, maar na 1985 is
dat niet meer het geval. Deze bevindingen zijn consistent met de hypothese van
�nanciële innovatie.

Hoofdstuk 3 breidt de analyse uit naar de verschillende componenten waaruit
bedrijfsschulden zijn opgebouwd. Het belangrijkste resultaat van hoofdstuk 3
is dat gegeven een monetaire schok indirecte componenten van bedrijfsschuld
(zoals bankleningen, andere leningen en voorschotten, en hypothecaire lenin-
gen) reageren zoals op basis van de �nancihypothecaire leningenle innovatie
hypothese verwacht mag worden, terwijl dit voor de directe componenten van
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bedrijfsschuld (kort- en langlopende obligaties) niet het geval is. Na een mone-
taire verkrapping daalt in de periode voor 1980 de omvang van indirecte schuld-
componenten, maar in de periode na 1985 stijgt deze juist. Het omgekeerde is
het geval voor de directe schuldcomponenten.

Het tweede aspect waar dit proefschrift op ingaat is de vraag of de aankondig-
ing van stijgende productiviteit in de toekomst reeds voor een gezamenlijke sti-
jging van consumptie, investeringen, productie en werkgelegenheid kan zorgen
vóórdat het de productiviteitsstijging daadwerkelijk plaatsvindt. Dit fenomeen
staat bekend als een Pigou cyclus, genoemd naar de Britse econoom A. C.
Pigou, die reeds in 1927 de stelling poneerde dat overtuigingen met betrekking
tot toekomstige ontwikkelingen consequenties kunnen hebben voor de huidige
macroeconomie.

Uit recent empirisch onderzoek blijkt dat het goed mogelijk is dat dit in-
derdaad het geval is en dat positief nieuws over toekomstige productiviteit een
Pigou cyclus kan veroorzaken (Beaudry en Portier, 2004 en 2006; Schmitt-Grohé
en Uribe, 2008). In het standaard Real Business Cycle model is het echter niet
mogelijk een dergelijke Pigou cyclus na te bootsen.

Den Haan en Kaltenbrunner (2009) tonen aan dat in een simpel matching
model van de arbeidsmarkt Pigou cycli verkregen kunnen worden, maar slecht
for een beperkte parameter set. De bijdrage van hoofdstukken 4 en 5 is dat
er twee modellen gepresenteerd worden die beide Pigou cycli kunnen genereren
voor een brede set aan parameterwaarden. De belangrijkste elementen van beide
modellen zijn de snelle en grote reacties van bedrijven op het moment dat een
productiviteitsschok aangekondigd wordt en de aanwezigheid van fricties op de
arbeidsmarkt.

Hoofdstuk 4 laat zien dat in een open economie versie van het model, waarin
internationale kapitaalstromen de reactie van de binnenlandse rente dempen,
Pigou cycli verkregen kunnen worden ondanks het sterkere vermogense�ect bin-
nen dit model. In het model van de open economie met een traag reagerende
rente kunnen werkgelegenheid (en daardoor ook productie) sterker stijgen dan
in de gesloten economie versie van het model. Deze grotere toename in werkgele-
genheid en productie impliceert dat de som van consumptie en investeringen ook
meer toeneemt.

Deze sterkere toename is in het algemeen niet voldoende om zowel consump-
tie als investeringen in kapitaalgoederen te doen toenemen, tenzij er prikkels zijn
om in kapitaal te investeren. Het model van de open economie met een traag
reagerende rente zorgt ervoor dat die prikkel aanwezig is. De grotere toename in
werkgelegenheid zorgt er immers voor dat het verwachte rendement op kapitaal
stijgt, waardoor investeringen in kapitaalgoederen toenemen.

Hoofdstuk 5 presenteert een matching model waarbinnen Pigou cycli wel
de uitkomst zijn van een model met een gesloten economie. Aangezien er in
een gesloten economie geen goederen uit het buitenland geïmporteerd kunnen
worden dient een toename van zowel consumptie als investeringen, nog voordat
een positieve productiviteitsschok heeft plaatsgevonden, ge�nancierd te worden
uit aanvullende opbrengsten binnen de economie zelf.
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Hoofdstuk 5 toont aan dat een matching proces dat in twee fases plaatsvindt
ertoe kan leiden dat er voldoende middelen gegenereerd worden om een Pigou
cyclus mogelijk te maken. Bovendien creëert de interactie tussen de partijen
die aan het matching proces deelnemen prikkels die zorgen voor een robuuste
toename van zowel consumptie als investeringen nog voordat de positieve pro-
ductiviteitsschok plaatsvindt.
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