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Chapter 1 Introduction 
 

Imagine we are going to the movies. We enjoy the movie at most, when we see the movie at 

night and preferably in the weekend. Then we don’t have to work the next day. But the 

problem is that a lot of people may think that way and so on Saturday evening the movie-

theatre is crowded. We have to wait in order to buy a ticket, wait to get a drink, wait in line 

for the bathroom and when finally the movie starts there are no seats left, so we have to sit in 

the first row, not enjoying the movie at all. Sitting there all annoyed, we think: “We should 

have stayed at home!”. 

Now think we are buying a house. The old house, where we are living in now, is too small 

and doesn’t have a garden. But also you don’t want to pay too much for a bigger new house. 

So it would be best if you were the only one who wants to buy a house at this moment, so you 

can pick the right one and bargain for a good and low price. If a lot of other people also want 

to buy a bigger house, you will have a lot more competition. First to get the bigger house with 

garden and second when you finally found it, the price will be sky high, because of all the 

other potential buyers. 

These two examples clearly show that in our daily life there are many situations where we 

have to compete for the use of a limited resource (a good seat in the movie-theatre, the bigger 

house with garden). We will give one more example, because this is a typical example of 

dividing a limited resource. This example is called Route Choice. 

Every morning people have to go by car from place A to place B and they can choose to take 

the highway or to take a country road to get to place B. The problem is when everyone takes 

the highway there will be a traffic jam, so it will take much longer to get to the place B and in 

that case it would be smarter to take the country road. But if everyone takes the country road, 

there will be a traffic jam on the country road and then it would be faster to would have taken 

the highway. So the difficulty here is that people if they want to get to B the fastest must 

choose that road that nobody chooses.  

What these three simple examples clearly show is what is called coordination problems. There 

is a limited resource (a good seat in the movie-theatre, the bigger house with garden and the 

quiet fast road) and people who want to use or consume this resource. Those people have to 

think about the actions of the other people to coordinate to get the resource. 

This problems would be easier if the agents could communicate or at least see what the other 

agents were doing. Here we are considering cases where this is not possible. 
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It is interesting to see what will happen, when the game is played repeatedly. We ask 

ourselves whether we could predict the behaviour of agents in this repeated setting. But then 

we have to make some assumptions about the agents, for example, we may assume that agents 

make decisions rationally. In the next paragraph we will see what happens with one game 

when we assume rationality of the players of that game. 

 

 

1.1 Rationality  
Consider a game of some kind and assume that all the agents playing this game are fully 

rational. This implies first the agents know all about the game and the payoffs of all agents. 

Second they know that the other players know the game. Third they know the other players 

know that they know that they know…Fourth rationality assumes that the aim of the agents is 

to maximize their expected profits.  

 

We consider, as example, the 2 player-Hawk-Dove game (Osborne, 2004). The two players 

have two actions: Fight or Yield. The action Fight, when played against action Yield, has a 

payoff of v > 0.When both players choose the action Fight, each player has an equal chance to 

win the fight or loose the fight. The payoff of winning the fight is v and the payoff of loosing 

the fight is -c. The expected payoff, when both players choose the action Fight, is therefore 

½*v+½*-c = 
2

cv -
. When both players Yield, each get payoff v/2. This payoff structure is 

represented in Table 1. In this table the rows represent the actions of player 1 and the columns 

represent the actions of player 2. Payoff (a, b) means the payoff of player1 is a and the payoff 

of player 2 is b. 

 

1\2 Fight Yield 

Fight ((v-c)/2, (v-c)/2) (v,0) 

Yield (0,v) (v/2, v/2) 

Table 1: Payoff of 2 player-Hawk-Dove game. Payoff (a,b) means the payoff of player 1 is a and the payoff of 

player 2 is b. 

 

As stated before, an interesting question is whether we can predict the outcome of the game 

when we assume rationality of the players. The solution of the game under full rationality 

corresponds to its Nash equilibria. 
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A strategy gives the chances a player plays the different actions. A Nash equilibrium is a set 

of strategies, where each strategy is the best response to the strategies of the other players. 

This must hold for all players. In this example it means that player 1 plays that strategy, which 

is the best response to his beliefs about the strategy of player 2. Similarly the strategy of 

player 2 is best response to his beliefs about the strategy of player 1. Finally in equilibrium 

the beliefs of player 1 and 2 are consistent. Neither player has the incentive to deviate, given 

that the other player uses this strategy. When this is the case, we have a Nash equilibrium. 

There are two different kinds of equilibria to distinguish. These are pure and mixed equilibria. 

The only difference is that if there is a pure strategy Nash equilibrium players play an action 

with chance 1. While, if the equilibrium is mixed, the actions can be played according to a 

probability -distribution. For example the action Fight can be played with probability ¾ and 

Yield with probability ¼.  

 

The pure equilibria in the 2 player-Hawk-Dove game with assumption v > c are clear:  

(Fight, Yield) and (Yield, Fight). This equilibrium is easy to understand. In Table 1 we see 

that when player 1 chooses the action Fight given that player 2 plays Fight, the payoff of 

player 1 is (v-c)/2. However when player 1 plays Yield, the payoff of player 1 would be v/2. 

The payoff of playing Yield is higher than the payoff of playing Fight for player 1, because 

c>0. So the best response to the action Fight is to choose the action Yield. 

Suppose now that player 2 plays action Yield, the payoff of player 1 of choosing action Fight 

is v, while the payoff of player 1 choosing action Yield is v/2. Therefore the best response to 

the action Yield is to choose the action Fight. 

In the symmetric mixed strategy Nash equilibrium the payoffs of playing Fight must be equal 

with playing Yield. Here the symmetric mixed strategy Nash equilibrium is  

{( v/c, (c-v)/c), (v/c, (c-v)/c)}. This makes sense, because given these probabilities the payoff 

for both strategies is the same. When player 2 is playing Fight with probability v/c and Yield 

with probability (c-v)/c, then if player 1 plays Fights his expected payoff is:  

v/c * (v-c)/2 + (c-v)/c * v = v * (c-v)/2c. If player 1 plays Yield his expected payoff is:  

v/c * 0 + (c-v)/c * v/2 = v * (c-v)/2c, which is the same payoff of choosing action Fight. When 

this strategy is played, it doesn’t matter what player 1 plays; he always gets the same. 

Therefore he is willing to randomize between those actions. It is called symmetric, because 

both players have the same equilibrium strategy. 
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When this 2 player-Hawk-Dove game is played with more players the game becomes more 

complicated. In more complicated minority games there can be more Nash equilibria; pure 

and mixed (symmetric or not). 

The main assumption in a Nash equilibrium is that the players are fully rational. We are 

interested whether this is a realistic assumption. In the next paragraph this assumption of 

rationality is being challenged. 

 

 

1.2 Bounded Rationality 
In the previous paragraph we discussed what happens in a game when we assume rationality. 

However real people are only rational up to some degree. They cannot comprehend all the 

facets of a complicated game, just because they are mentally not equipped. So people use 

simpler models to fill the gap of their understanding. Often these models can be described as 

simple rules of thumb. People may switch between these simple rules of thumb, dependent on 

how well these rules perform.  

As stated before, in theory fully rationality is used to find equilibria and explain behaviour 

seen in these kinds of problems. But in reality human rationality is bounded and also in 

interactive situations, as in coordination problems, agents cannot rely on the perfect 

rationality of the other agents. So they must rely on something else. Bounded rational people 

form hypotheses, act upon them and verify whether the hypotheses are still holding.  

We would like to know how people play a game, when we assume bounded rationality instead 

of rationality. Nash equilibria are based upon full rationality, but perhaps models of bounded 

rationality give a better description of actual behaviour. 

 

In the next paragraph we will introduce a game which is very suitable to examine what 

happens when agents are rational or bounded rational and what the differences are in the 

actions chosen by players in these two cases. 

 

 

1.3 El Farol Problem 
The El Farol game was first introduced by Arthur (1994) to compare the actions of rational 

agents, who have perfect foresight with actions of bounded rational agents with subjective 

beliefs. The original version of Arthur considers a bar called El Farol, after an existing bar 
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which is close to the Santa Fe Institute in New Mexico, USA. In this bar every Thursday there 

is a popular music show. The problem is that when this bar is too crowded, so when too many 

people are going, it is not enjoyable anymore. It may even be so bad, that people would rather 

stay at home, than to go to the bar, when it is too crowded. Arthur himself had been playing 

such a game during his stay at the Santa Fe Institute. Inspired by the struggle to enjoy the 

music show in a quiet place, he formulized the El Farol bar problem as an economic problem. 

This game is suitable to examine how these beliefs evolve over time, what different kind of 

parameters affect the model and especially equilibria (are they reached and how fast).  

Formally the game used by Arthur works as follows. Week after week some agents must 

decide whether or not to go to a bar. The problem of the bar is that when there are more than 

b*N (b Î  (0, 1)) agents going, then the agents rather stay home than be in a crowded bar. The 

choices are independent of previous visits: there is no negotiation or coordination between the 

different agents. The only available information is the attendance of previous weeks. Arthur 

assumed the agents are bounded rational. He examined how the aggregate dynamics would 

look like by using numerical simulations. Each agent possesses an individual set of k 

predictors. An agent chooses the predictor, which was performing best in the last week. The 

result is, that the mean aggregate attendance converges to b*N (which is close to the Nash 

Equilibrium, see Chapter 2), but the composition of the group of agents going to the bar 

differs every time. Two elements are interesting about this game. First it shows a way to deal 

with the bounded rationality of agents, by letting them choose between different kinds of 

predictors. The second element is the result. Aggregate attendance converges to a Nash 

equilibrium, although attendance still fluctuates and the population going differs every time. 

 

In the next paragraph we will outline what we are going to do in this thesis. 

 

 

1.4 This Thesis 
We saw that the El Farol game may be used to examine what happens when we assume 

bounded rationality of the agents instead of the full rationality. This is examined by studying 

an experiment with human subjects to find the strategies the subjects used in this experiment 

(see Chapter 4). These strategies we will be using in some simulations. Furthermore we want 

the agents by able to switch between these strategies in the simulations. The agents will 

switch dependent on the performance of the strategy by using some kind of switching 

mechanism. These switching mechanisms are called behavioural models (see Chapter 5). 
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In particular, we will be interested in the following questions: 

1. Which equilibrium will be reached in the El Farol game under an evolutionary 

framework? 

2. Which strategies will survive the evolutionary competition? 

3. What are the differences between the three behavioural models? 

4. What is the effect of different parameters of the behavioural models on the outcome of the 

questions above? 

 

The outline of this thesis is as follows. In Chapter 2 the Nash equilibria of the El Farol game 

will be given. In Chapter 3 we will summarize and compare some articles. These articles have 

in common that the authors of the articles discuss the behaviour of players in experiments 

with real human subjects playing games similar to the El Farol game. And especially they 

discuss whether the outcome of these different games look like a Nash equilibrium of the 

game. We will examine an experiment of the University of Amsterdam to find strategies of 

the players in Chapter 4. These strategies are the so called rules of thumb bounded rational 

players use to play the game. The way bounded rational players switch between these rules of 

thumb is described by three behavioural models in Chapter 5. The strategies from Chapter 4 

and the behavioural models of Chapter 5 are going to be used to do some simulations. In 

Chapter 6 the behavioural models and two simple strategies are used to show the dynamics of 

the El Farol game and see what happens to it when adjusting the different parameters of the 

behavioural models. In Chapter 7 the behavioural models, the strategies found in Chapter 4 

and the knowledge of Chapter 6 are combined to answer the questions asked at the beginning 

of this paragraph. Finally in the Chapter 8 a summary and some conclusions are given. 
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Chapter 2 Theory 
 

In this chapter we will discuss a class of participation games. The El Farol game,mentioned in 

chapter 1, is a special kind of a participation game. We will discuss the Nash equilibria of that 

game, which will be used as theoretical benchmarks. In particular we will be interested 

whether convergence to these theoretical Nash equilibria happens even if we let go of one or 

more assumptions of the theory.  

In this chapter first the game will be explained mathematically. Then pure Nash equilibria and 

mixed Nash equilibria will be discussed. The formulation is similar to the formulation of the 

Nash equilibria used in Dindo (2004). 

 

In the participation game there are N agents and they can choose between two actions: A and 

B, so the action of agent i is ai Î  {A, B}. A mixed strategy is defined as si = (p, 1-p), which 

means: agent i chooses A with probability p and B with probability 1- p. By s-i = (s1, s2, …, si-

1, si+1, …,sN) we denote the strategies of the other (N-1) players. When an agent plays action 

B, he gets a payoff ph. When the agent plays action A and there are more than b*N agents also 

choosing action A, the payoff is pf  (f for failure). When he plays action A and there are not 

more than b*N agents playing action A, he gets ps (s for success). We assume that ps > ph > pf. 

The (expected) payoff function therefore is: 

hii ss pp == - )),1,0((     " s-i 

�
�
�

>

£
=== - NbX

NbX
Xss

f

s
ii *,

*,
)()),0,1(( 1 p

p
pp  

With �
=

=
N

j
jaX

1

, b*N is integer and with ps > ph > pf.  

The strategy profile ),...,,( **
2

*
1

*
Nssss =  is a Nash equilibrium if ),(),( ***

iiiiii ssss -- ³ pp , for all 

si and for all i. It says that each player i, in playing *
is , is playing a best response to the others’ 

equilibrium strategy choice. 

 

 

2.1 Pure strategies Nash equilibrium 
The N agents only play the game one time. The set of pure strategy Nash equilibria is 

characterized by b*N agents are playing A and (1-b)*N agents are playing action B (provided 

b*N is an integer number). The agents who play A get payoff ps. They can do no better 



 11 

because given the other players play the same the payoff of choosing sector B is ph. And ps is 

by definition larger than ph.  

The agents who play action B get payoff ph. This is the best payoff they can get, because 

when they switch to play action A, they would get payoff pf. This is since in that case more 

than b*N agents are playing A. 

Now there are ��
�

�
��
	



bN

N
 of such equilibria (if b*N is an integer), because this is how many times 

the population can be divided in two groups of b*N and (1-b)*N agents. 

For example when there are 10 players (N = 10) and b*N is 6 (b = 0.6). There are ��
�

�
��
	



6

10
 = 210 

pure strategy Nash equilibria. 

In such a pure strategy Nash equilibrium the average payoff is: ( ) sh bb ppp ´+´-= 1 . 

When played several times, there is no variance in aggregate attendance, because exactly b*N 

players are playing A and the others play B. This is the same in every period. It is not known 

which equilibrium is played, because players can change every round. Notice that having such 

a ‘rotating’ pure strategies equilibrium might be difficult to coordinate on. So on the 

individual level there can be changes, which are not observed on the aggregate level. 

  

 

2.2 Mixed strategies Nash equilibrium 
Now the mixed strategy Nash equilibria will be considered. One property of these Nash 

equilibria is that players are indifferent between the two actions A and B. This means, that the 

player who is randomizing his action is willing to do so only when, given the strategies of the 

other players, his expected payoff of playing A is equal to his expected payoff of playing B. If 

he was not indifferent, he would be choosing action A or action B with certainty. 

The randomization condition for player i is given by: hii sEsE ppp == -- )),0(()),1(( . 

Now assume all agents are playing the same strategy. That is, we consider symmetric mixed 

strategies (all players are randomizing with the same probability p). Then the expected payoff 

of one agent would be: 

hpBEpAE ppp =¢=¢ )),((),((  with p’ = s-i = (p, …, p ) Î  [0,1]N. 

The probability of success S(p) is the chance that, not looking at agent i, there are at most 

b*N-1 agents playing A, that is S(p) = P(X-i £ b*N - 1) with X-i the number of agents of the   

N-1 group playing A.  
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The expected payoff when playing A therefore is: 

ffsfs pSpSpSpAE pppppp +-=-+= ))(())(1()()),((  

with �
-
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---��
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kNk pp
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N
pS  where b*N is an integer. 

The symmetric mixed strategy Nash equilibrium  p*  therefore has to satisfy S(p* )(ps - pf )= 

ph  - pf. 

For example assume again there are 10 players and b = 0.6. When a player plays B his payoff 

is 2 (ph = 2), when he plays A and more than b*N players are also choosing A the payoff is 1 

(pf = 1) and when not, he gets 3 (ps = 3). What is the mixed strategy Nash equilibrium? 

We have 
2
1

13
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=
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=
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-

fs

fh

pp

pp
 . Therefore in the Nash equilibrium p* should satisfy 

2
1

*)1(*
10

*)(
5

0

10 =-��
�

�
��
	



= �

=

-

k

kk pp
k

pS . 

This holds when  p* is approximately 0.61. Notice that p* is not exactly equal to b.  

Only when N ®  ¥ , then p* ®  b. This is shown in Figure 1. This figure shows the value of p* 

for different values of N. Different curves correspond to different values of 
fh

fs

pp

pp

-

-
. When N 

gets larger, then p* gets closer to 0.60 (b).  
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Figure 1: Graph of p* with different values for 
fs

fh

pp

pp

-

-
 (0.25, 0.4, 0.5, 0.6 and 0.75) and N from 5 to 170 

When playing repeatedly and the players play this symmetric mixed strategy, the aggregate 

attendance is a binomial distribution with N degrees of freedom and probability p*  (mean is   

N p* , variance is N p*(1- p*)). Note, therefore, that the mean is not equal to b*N and the 
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variance is not equal to 0 as it was in the pure strategy Nash equilibria. The long run average 

payoff will be ph, since players, by the nature of a mixed equilibrium, should be indifferent 

between the two actions. 

 

In the next chapter some articles will be summarized and compared. The authors of the 

articles discuss the behaviour of players in experiments with real human subjects playing 

games. And they look whether the outcome of the games have something in common with 

one or more Nash equilibria of the game.  
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Chapter 3 Experiments in literature 
 

In the previous chapter we discussed the Nash equilibrium of the El Farol game. We will now 

discuss a number of experiments with human subjects in games similar to the El Farol game. 

We are interested in which of the Nash equilibria gives a good description of subjects’ 

behaviour in these experiments.  

In these articles the symmetric mixed strategy Nash equilibrium is often used to check 

whether it resembles the outcome of the different experiments and the same thing we will 

investigate later in this thesis. 

 

We will give brief overviews of the articles. This will always occur according to the same 

structure: Background, Game, Nash Equilibrium, Method, Results and Versus El Farol. This 

general form will make it easier to compare the different experiments later. 

The “Background” will give a short summary of what is discussed in the article. In “Game” 

the used game will be explained and its Nash Equilibria are given in the part called “Nash 

equilibrium”. What method the authors used and how they performed the experiment is 

discussed in “Method”. In “Result” the different results are mentioned. Finally in “Versus El 

Farol” the difference between the game of the article and the El Farol game are given. 

In paragraph 3.2 similarities and differences between the different articles are described. 

 

 

3.1 Summary of different articles 

3.1.1. Ochs (1990) 
 

Background 

In the article of Ochs (1990) a specific coordination problem is discussed. He considers 

decentralized markets with several locations at which potential buyers and sellers may meet. 

The coordination problem here is that each agent must choose a location without any 

knowledge about how the other agents are behaving.  

 

Game 

A market consists of: 

- a set of locations at which units of stock are available. 

- a set of agents. 
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At the beginning 9 units of stock are divided across the locations and this is made public. 

Nine agents are assigned to this market for this period. Each agent can choose one location. 

The payoff the agents get for making the choices depends on the number of agents who 

choose location i, r i (in Chapter 2 this is called X), with the stock posted at that location that 

period, si (in Chapter 2 approximately b*N). If si �  r i, then all agents in that market are 

successful and if si < r i, then there are si agents randomly chosen from the r i agents who can 

purchase a unit and the others (r i - si) agents who cannot. 

A successful purchase returns x cents, a failure is y, where x > y and x and y are varied from 

experiment to experiment (in Chapter 2 x is equal to ps and y is equal to pf ). 

Another distinction was made in the experiment. There was a treatment with a high turnover 

rate and a treatment with a low turnover rate. In the high turnover rate treatment there are 

three markets simultaneously and each subject is given a different sequence of market 

assignments over the three markets. Each subject participated in only one market per period. 

It was common knowledge among subjects that the set of participants in a given market was 

not the same from period to period in these high turnover markets. 

In low turnover rate markets the turnover rate was 0. The subjects were linked to one market 

during the entire experiment and this was commonly known. 

 

The number of periods was different between the different kinds of experiments. At least 23 

and at most 55 periods were played. The author does not specify whether the players knew 

how many periods they were playing. 

 

Nash equilibria 

There are multiple pure strategy Nash equilibria where every agent receives the same payoff 

in every pure strategy Nash equilibrium, because the total of units is equal to the total number 

of participants (buyers). There is a unique symmetric mixed strategy equilibrium. The 

objective of the author is to investigate whether this symmetric mixed strategy equilibrium is 

a good predictor of the pattern of behaviour in the experiment. 

 

Method 

216 subjects, all undergraduates from economic classes with no prior experience in economic 

experiments participated in the experiment. Instructions were given and the players were 

informed about whether there might be several markets in which the players could switch 
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over a sequence of market periods. So the players were informed whether they played in a low 

or high turnover rate market.  

At the beginning of each market period the division of the stocks per location was made 

public. The subjects then decided which location they wanted to go to. After the market was 

closed the players who failed and (except from a few experiments) the distribution of choices 

over locations were made public. 

 

Results 

The results can be divided in the following three parts.  

Effect of turnover rates 

The processes observed in the high turnover rate market differ from those observed in zero 

turnover markets. The number of failures per period is smaller in low turnover rate markets, 

so the degree of coordination achieved is much higher in those markets, because it is more 

difficult off course to coordinate when markets change all the time like in the high turnover 

rate game. 

 

High turnover rate markets experiments 

In the high turnover rate market experiments the process of matching resembles the properties 

of the symmetric mixed strategy Nash equilibrium. Ochs describes different propositions. 

First he shows that the location with the most stock draws a disproportionately high 

percentage of choices. Also the relative frequency with which the location with the highest 

volume of stock is chosen increases with the percentage of a market's stock that is available at 

that location. Furthermore he claims that the matching processes in these high turnover rate 

market experiments are stationary stochastic processes. The frequency distribution of choices 

deviates from the Nash equilibrium, however the loss to any individual relative to expected 

earnings from this best response is quite small. 

 

Low turnover rate market experiments 

For the low turnover rate market experiments Ochs has the hypothesis that market clearing is 

an absorbing state, however there is no evidence from the data of the experiment to back this 

up. Also the amount of payment (that is the values of x and y) has no effect on the degree of 

coordination. He finds that the confidence which is necessary to sustain market clearing over 

many periods, can be easily destroyed by changing the number of units across the locations. 
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So in short for the high turnover rate market experiments the symmetric mixed strategy Nash 

equilibrium reflects the outcome of the experiment well.  

When the turnover rate is zero, the matching process becomes nonstationary. Agents then 

persist in the selection of a location, which has proven to be successful in the past. 

 

Versus El Farol 

There are some differences between the El Farol game and the game of Ochs. In Arthur’s 

game the players only have 2 options and in Ochs’ game the players have 3 or 4. Also were 

the other players constant in Arthur’s experiment and in some games of Ochs they were not 

constant. 

Finally in the El Farol game there is a “safe choice”. When a player chooses this action, he 

gets a certain payoff for sure. In the Ochs game it always depends on the other players. They 

both have step-wise payoff functions. In Ochs you fail (y) or succeed (x). In El Farol an agent 

fails (pf), succeeds (ps) or stays home (safe choice: ph). Finally in the game of Ochs when 

more players choose the location than the capacity (si < r i) still si  players have success. In the 

El Farol game everybody fails in that case. 

 

 

3.1.2. Sundali et al. (1995) 
 

Background 

Sundali et al. (1995) discuss experiments with a well known game: the market entry game. 

The main topic in the paper is the effect of information feedback. 

The market entry game has a payoff which is linear in the number of entrants. Each player 

(n=20) must decide whether or not to enter a market. The capacity of the market is public 

knowledge. The decision is between entering the market and receiving an uncertain amount 

whose magnitude is determined by the decisions of the other agents or staying out and 

receiving a fixed amount with certainty. 

Sundali et al. want to investigate whether on an aggregate level certain behavioural 

regularities can be observed and if a Nash equilibrium will be reached. They also look, at an 

individual level, which decision rules agents use and whether these rules change over time. 
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Game 

The game is played by n symmetric players, who cannot communicate with each other. At 

each trial the capacity (= c, odd integer, between 1 and 19) is made public. This capacity 

changes between trials. After this announcement each player must decide to enter the market 

or not. 

The payoff is k when player i stay out and k+r*(c-m) when player i enters, with m the number 

of entrants. The values of n, k and r are common knowledge. 

The authors ran two experiments. In experiment 1 the value of c is changed without providing 

trial-to-trial feedback on group or individual outcomes. So in this experiment players’ 

decisions are examined before gaining any experience with the market entry game. In 

experiment 2 participants receive feedback about their payoff after each trial. In this 

experiment learning can be studied. 

 

Nash Equilibria 

There are ��
�

�
��
	



c

n
 pure strategy Nash equilibria with m* = c and ��

�

�
��
	



- 1c

n
 pure strategy with  

m*  = c-1.   

In the first group of Nash equilibria c players enter and n-c do not. The entrants get a payoff 

of k and the non-entrants also get a  payoff of k. So if an entrant decided to stay out and the 

others play the same, he will not gain more payoff. If a non entrant decides to enter, he will 

get a payoff of k-r, which is smaller than k because r is bigger than 0, so he won’t change. 

Therefore this is a Nash equilibrium. 

In the second group of Nash equilibria there are c-1 entrants who get payoff k + r, while the 

non-entrants get k. When an entrant would stay out, he will loose r in payoff. When a non-

entrant decides to enter, he will still get only k. So also this corresponds to a Nash 

equilibrium. 

In the theory of Chapter 2 there was only one group of pure strategy Nash equilibria, where 

b*N agents were choosing A. This difference exists, because of the difference in payoff 

function. In Chapter 2 when choosing A the participant gets pf  or ps. They never can get ph. 

In the pure strategy Nash equilibrium the participants who choose A get ps. All players of the 

market entry game receive the same payoff (k) in the first type of Nash equilibria and in the 

second the entrants receive more than the players, who stay out. Entrants get k+r  and the 

players, who stay out get k.  



 19 

In the unique symmetric mixed strategy Nash equilibrium (which is
1
1

*
-
-

=
n
c

p ) all players get 

k. These equilibria are similar to the Nash equilibria of El Farol game mentioned in Chapter 2. 

 

Method 

There are 80 subjects, who are undergraduates, graduates or university personnel. Twenty 

played experiment 1 and sixty played experiment 2 (in three groups of each 20 players). They 

get an endowment of 34 and play 60 trials in experiment 1 and 100 trials in experiment 2. 

The variable k was set to 1 and r to 2. 

 

 
Figure 2: Payoff functions for different values of capacity c 

 

When an agent stays out, he gets 1 and when he enters he gets 1+2 * (c-m). Clearly when c = 

m an agents gets the same, whether he enters or stays out. 

In experiment 1 first the value of c was displayed. Second the subjects must decide to enter or 

stay out. Then the next value of c is shown and so on. At no time during these 60 trials the 

subjects got feedback about their performance. 

In experiment 2 there are 60 subjects, each assigned to one of the three groups. After each 

trial they got feedback about the value of c, m, the subject’s payoff of that trial and the 

cumulative payoff. Also they had paper and pencil to make notes during the experiment. 
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Results 

Experiment 1 

In experiment 1 without information feedback there is a significant and positive correlation 

between the market capacity, c, and the number of entrants, m. The equilibrium predicts a 

correlation of one between c and m. The number of entrants for a certain c is very stable: the 

group exhibited little change in the number of entry decisions. Noticeable was that the 

standard deviation of m first increases and then decreases as c increases.  

The equilibrium solution only looks at group behaviour and not at individual behaviour. 

Different participants use different strategies, therefore at an individual level participants do 

not seem to play according to the Nash equilibrium. There is no indication that players use 

pure strategies, because there were no subjects who always entered or who never entered. 

Also the null hypothesis that the observed payoff equals the equilibrium payoff could not be 

rejected. 

 

Experiment 2 

The effect of the value of c was high in each group. The correlation between c and m is 

positive and highly significant. The difference between c and m was very small, which 

suggests an equilibrium solution. 

 

Both experiments show individual differences in entering the market and decision opinions. 

There is a positive and significant correlation between market capacity and the amount of 

entry. When the capacity increases more subjects will enter, because they expect to get more 

than the payoff of not entering.  

Group results converge to the equilibrium solution. The experiments show that even 

individuals of experiment 1 without feedback change their strategies during the experiment, 

because of extra information like experience, risk behaviour and expectations of the 

experiment. With trial-to-trial feedback players learn: they reach the equilibrium solution 

sooner. 

 

Versus El Farol 

The payoff function of entering is linear instead of the step function with two options (pf and 

ps) in Arthur’s El Farol game. The payoff function also changes with the change in the 

parameter c which is similar to the number b*N in the El Farol game. Just as in the El Farol 

game there is a safe choice. 
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3.1.3. Meyer et al. (1992) 
 

Background 

In the article of Meyer et al. (1992) again a decentralized allocation problem is discussed. The 

experiment is motivated by the so-called “law of one price”, which says that the price of a 

homogenous good sold at different locations should be the same. There are two problems 

arising with this theory. First when the prices are the same there is no incentive or information 

for suppliers to go to a certain location which means then the allocation becomes 

indeterminate and the second problem is that when the theory is violated there is uncertainty 

about the profit of the suppliers. This gives rise to a coordination problem.  

 

Game 

The game here is a simple binary allocation game. There are two islands A and B. On each 

island there is a Marshallian fish market. Each day fishermen catch fish and deliver their catch 

either to island A or to island B, without communication among fishermen and consumers. 

Consumers are endowed with a numeraire commodity that both consumers and fishermen eat. 

An auction determines the relative price between the numeraire commodity and fish Pj and 

quantity, qj, that clears the fish market. Demand is given by Qj,d = Dj (Pj) for j is A or B where 

D is a decreasing function. Denote ai = 1 when supplier i delivers to island A and ai = 0 when 

supplier i delivers to island B. Supplier i chooses ai to maximize the expected profit function 

(when suppliers have 1 unit): )]1([ iBiAi aPaPE -+=p . 

The outcome of suppliers’ choices is a = (a1, … , an). An outcome a gives the total quantity 

delivered to islands A and B. Market clearing requires that the supplied quantity is equal to 

the demanded quantity. 

Competition is decentralized, because suppliers first deliver their products and then prices are 

determined at which the island’s markets clears. So there are two auctions, one on each island. 

This leads to the coordination problem: each supplier’s optimal decision depends on the 

decisions made by other suppliers. 

Given the quantity supplied to market j, s
jQ , and the demand function, the local auctioneer 

announces a price jP that clears the island's market: )( s
j

j
j QPP = , j = A,B with jP  is the 

inverse demand function. 
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Nash equilibria 

The number of pure strategy Nash equilibria equals the number of combinations of n suppliers 

supplying *Q  units to island A, where *Q  is defined by *)(*)( QnPQP BA -= . The unique 

symmetric mixed strategy Nash equilibrium corresponds to the law of one expected price. 

This means that the expected price at island A (conditional on delivery to A) equals the 

expected price at island B (conditional on delivery at B). 

 

Method 

The experiment was held with sophomore business course subjects. They were put behind a 

computer and they had to choose between two urns: A and B. No negotiation was allowed. 

Their earnings for choosing urn A or B was determined by two factors: the payoff table of the 

urn and the total number of subjects choosing A. The payoff table was given as a table from  

0 to 6 subjects choosing urn A. The price and quantity of each market was made public after 

decisions were made. 

In the experiment the authors worked with 2 different inverse demand functions. First an 

isoelastic inverse demand function:
)(

05.1
)(

tQ
tP

j
j =  for j = A or B and second a linear inverse 

demand function )(117.07.0)( tQtP jj ´-= . 

The pure Nash equilibrium for the first inverse demand function is Q*  is 3 units with P*  is 

0.35 (=1.05 / 3). The mixed strategy is when everybody chooses A or B with probability 0.5, 

which leads to an expected price of 0.34. For the linear inverse demand function this is 0.29. 
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Figure 3:Isoelastic and linear price functions of Meyer et al.(1992)  

 

In Figure 3 we have shown that the linear function is tangent to the isoelastic function at the 

Nash equilibrium. 
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Meyer et al. checked what strategy was played by the participants: strategic rationality, 

adaptive expectations, nonresponding and play based upon historical precedent. 

Strategic rationality assumes that participants play the mixed symmetric Nash equilibrium. In 

this case violations of the law of one price will not be serially correlated and history plays no 

role in coordinating decentralized allocation decisions. 

When participants use the adaptive expectations strategy, they will choose urn A when the 

price of urn A in the previous period was higher than the price of urn B. When the price of urn 

A was lower than the price of urn B at time t-1, the participants using the adaptive 

expectations strategy choose urn B at time t. When all participants use the adaptive 

expectation strategy then when at t-1 the price is below the equilibrium price at time t it will 

be above the equilibrium price. When the price is exactly the equilibrium price it stays there. 

Violations of the law of one price would be negatively correlated when participants use 

adaptive expectations. 

The nonresponding strategy means that when participants are playing this strategy their 

actions are not influenced by violations of the law of one price. 

Finally when participants chooses based on precedents the outcome is the same as under 

strategic rationality, except when at time t-1 the price is equal to the equilibrium price. As 

soon as they, by accident, coordinate on a pure strategy Nash equilibrium they will keep on 

playing this equilibrium. Again violations of the law of one price are not correlated, but 

history does influence allocation decisions. 

The authors did a number of different experiments: 

1. E (15): 15 times playing the game with isoelastic inverse demand function 

2. RE (10): reconstructing games after E(15) by letting the subjects change until all are 

satisfied with their choice. 

3. E (60): 60 times playing the game with isoelastic inverse demand function.  

4. L(60): 60 times game with linear inverse demand function 

5. EE (15): 15 times game with isoelastic inverse demand function with experienced subjects. 

E(60), L(60) and EE(15) were played to check the robustness of results of E(15).  

In the isoelastic inverse demand function the surplus of the suppliers’ is constant: P*Q is 

always 1.05 (= )(
)(

05.1
tQ

tQ j
j

´ ). To check whether constant suppliers' surplus is important the 

authors looked at the game with a linear inverse demand function, where the suppliers surplus 

is not constant. Therefore they did the experiment L(60). 
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 Results 

In RE(10) the prices always satisfied the law of one price (that is the subjects played the 

symmetric mixed strategy Nash Equilibrium). In this case the allocation problem is solved 

perfectly. 

In E(15) there were no precedents and there were violations of the law of one price. The 

transaction data does not correspond to the symmetric equilibrium prediction. 

In experiment E(60) participants did not learn to coordinate or to use precedents to coordinate 

their decentralized allocation decision. Choices appeared to converge to an asymmetric mixed 

strategy Nash equilibrium. 

In L(60) there were fewer fluctuations: the participants responded less intense to the violation 

of the law of one price. In one group some evidence was found that the subjects learned to use 

precedents to solve the allocation problem. This evidence was that exactly 3 subjects choose 

urn A at the end of the game. In the other three groups this wasn’t observed. 

In EE(15) the subjects used historical precedents to solve the allocation problem and (in 3 of 4 

experiments) the prices satisfy law of one price. According to the authors this result is 

different from experiment E(60), because when the subject begin with not believing, they will 

never learn. The authors called this fragility of beliefs. 

 

Although on subject level not much can be said, the symmetric mixed strategy Nash 

equilibrium accurately predicted the average quantity supplied, the average price and average 

market efficiency. However experienced subjects used historical precedents to coordinate on 

pure-strategy equilibrium outcomes. 

 

Versus El Farol 

Here there is no safe choice. There are 2 different kinds of payoff functions: linear and 

isoelastic. Also there is a focus on learning and beliefs, which is less the case in the El Farol 

game. 

 

 

3.1.4. Bottazzi and Devetag (2003)  
 

Background 

The game used in the article of Bottazzi and Devetag (2003) is a coordination game, where 

agents repeatedly must choose between two sides. They get a positive payoff only for the side 
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with the minority. There are two treatment variables: the amount of memory (M) and the 

amount of information about the other players’ past choices. The main research question is: 

What is the impact of varying the amount of information that players have regarding the game 

history and the past actions of the other players? 

 

Game  

A fixed group of N players must privately and independently choose each round between two 

actions available to them. If the agent is on the minority side (that is, chooses the action with 

the least agents) he gets a positive payoff. The majority side gets nothing. Formally N is odd 

and participants choosing i get 1 when ki £ (N-1) / 2 and 0 else (ki is the amount of players, 

which pick side i). 

 

Nash Equilibria 

The minority game has ��
�

�
��
	



- 2/)1(n

n
 pure strategy Nash equilibria, where (n-1)/2 agents pick 

the same side repeatedly. 

There is also a unique symmetric mixed strategy Nash equilibrium, where each agent picks 

the two sides with equal probability. 

 

Method 

120 undergraduate students from various departments participated in the experiment. Four 

groups of 5 players participated in the single treatments. The authors used a 3x2 design with 

different levels of memory and information for the participants. Memory is difficult to 

control, so this is done by only showing a limited string of past outcomes on the computer 

screen. There are three different memory strings: short, medium and long (1, 4 and 16) past 

outcomes. 

For the information conditions they used  

1) aggregate information; agents only know the winning side; and  

2) full information; subjects could also see the entire distribution of individual choices within 

their group. 
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Results 

Allocative efficiency 

The measure the authors use for allocative efficiency consists of the difference between the 

number of players choosing one side and 0.5 times the total number of players participating in 

the game. When the difference is small there is high efficiency and when the difference is 

large there is low efficiency. When a pure strategy Nash equilibrium is played, then according 

to this efficiency measure the efficiency would be large, because (N-1)/2 players of the total 

population N are going and this is near N/2. There was no high efficiency seen, so the authors 

concluded the pure strategy Nash equilibrium was never played.  

A general increasing trend in allocative efficiency was observed.  

 

Informational efficiency 

The authors developed a measure for informational efficiency which is an aggregate measure 

of closeness to the mixed strategy Nash equilibrium. Independent of memory and information, 

information efficiency deviates less than 1 standard deviation from the benchmark value. 

At the aggregate level, a quite remarkable degree of coordination is achieved. Providing 

players with full information about other players’ choice distribution does not appear to 

improve efficiency significantly. 

The authors claim that the main result is that players only need minimal information to 

coordinate efficiently. 

 

Versus El Farol 

Again here there is no safe choice, but the payoff function is step function, just like El Farol 

(not looking at staying home).  

 

 

3.2 Similarities and differences 
 

Games 

The four articles discussed only described games where the winners are those who are with 

the minority. Important in all games was the non-communication between the subjects.  

Only in the game of Ochs the subject has to choose between 3 or 4 locations, but in the games 

of the other articles they only have to choose between 2 options. 
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In the game of Sundali et al. there is, just like in the El Farol game, a “safe choice”. This 

means, that the payoff of a safe choice is for sure, so independent of the amount of subjects 

also making this choice.  

The payoff functions also differ. In the games of Ochs and Bottazzi and Devetag the payoff 

functions are step functions. In Ochs they get x or y and in Bottazzi and Devetag they get 0 

and 1. 

In Sundali et al. and Meyer et al. the payoff functions are linear, although in Meyer the linear 

function was only used in 1 part of the experiment.In most parts of the experiment in that 

article they used isoelastic payoff functions. Nevertheless payoffs are continuously decreasing 

in the number of participants making the same choice. 

In the articles of Ochs, Sundali et al. and Meyer et al. the authors also check whether 

experience is important. Ochs checks experience by introducing low and high turnover rates, 

although this is more a check to see whether known components are of importance. In Sundali 

et al. the subjects don’t know a component of the payoff-function in some experiments and 

this changes also all the time. Meyer et al. uses subjects, who are already experienced. 

 

Nash equilibria 

In all games there are multiple pure strategy Nash equilibria and a unique symmetric mixed 

strategy Nash equilibrium.  

 

Method 

All authors use students as subjects. In Sundali et al. and Bottazzi and Devetag. it seems the 

students are from a more varied subject pool than the subjects used in Ochs and Meyer et al.. 

In the latter subjects were students from economic courses.  

 
Results 

The symmetric mixed Nash equilibrium seemed to give a good description when looking at 

the aggregate level. In Ochs the experiments with the high turnover rate converges to this 

equilibrium. In Sundali et al. they also observed the mixed symmetric Nash equilibrium. In 

the article of Meyer et al. the mixed symmetric Nash equilibrium is only seen in the 

experiments with experienced subjects. In the article of Bottazzi and Devetag the same mixed 

symmetric Nash equilibrium is seen. 

When the result converges to a Nash equilibrium, this is only on aggregate level. However on 

individual level no convergence to a mixed strategy Nash equilibrium is observed. 
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Chapter 4 The UvA Experiment 
 

In this Chapter we discuss an experiment which was run in the CREED laboratory at the 

University of Amsterdam on April 25th 2006. It consists of different kind of Market-Entry 

models, but we will only be using one (El Farol-variant). The experiments simultaneously 

investigate expectations of participants and their choices in the game. 

 

 

4.1 Design 
There were 6 groups with each 7 participants. Group composition remained the same over the 

course of the experiment. This was also the case in previously discussed articles, except the 

experiment in Ochs (1990) with the high turnover rate and experiment 1 in Sundali et al. 

(1995). 

Participants were told they had to choose a job. There are two sectors they could choose from. 

Sector B with a fixed wage and sector A with variable wages. These variable wages depend 

negatively upon the total number of participants choosing sector A. If there are more than 4 

participants choosing sector A the wages are 75. If there were less the wages would be 125. 

Furthermore there is a stochastic term � t representing external economic circumstances from a 

symmetric triangular distribution on [-25, 25] which is added to the wages each period. 

So:  When n �  4 then wt=125 + � t 

When n > 4 then wt=75 + � t 

The wages in sector B are equal to 100 independent of the decisions made by the participants. 

 

The experiment lasts 50 periods and besides making a choice between sector A and B, the 

participants also had to predict the wages in sector A. Letting d be the difference between the 

prediction of the participant and the realized market price, their expectation payoff function 

LSR(d) is:  

LSR(d) = 120-2*�d�  if �d�<60 

LSR(d) = 0   if �d� �  60 

The choice payoff function of the participants is simple: it is the wage of the chosen sector. 

To make sure the participants were serious about both expectations and actual choices the 

final payoff was calculated as follows: for each period either the expectation payoff or the 

choice payoff was randomly chosen.  
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4.2 Equilibria 

In paragraph 2.1 we saw that there are ��
�

�
��
	



Nb

N

*
 pure strategy Nash equilibria, where in each 

of those Nash equilibria exactly b*N participants choose A and (1-b)*N other participants 

choose B. For the game here: N = 7, b*N = 4. So there are ��
�

�
��
	



4

7
 = 35 pure Nash equilibria, 

where 4 participants choose sector A and 3 participants choose sector B.  

In paragraph 2.2 the symmetric mixed strategy Nash equilibrium was discussed. It is given by 

that p* which satisfies the next equation:  
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This gives p* » 0.57589. Notice that the capacity divided by the total number of agents is 4/7 

» 0.5714 and smaller than p*. 

 

 

4.3 Results from the experiment 
Figure 4 shows the time series of the number of subjects who decide to choose sector A for 

each of the six groups. As is shown in the six graphs, this number fluctuates over time. The 

subjects do not seem to coordinate on one of the 35 pure strategy Nash equilibria. Only in 

group 2 the subjects do seem to coordinate on a pure strategy for some periods: 4 subjects 

choose A and 3 subjects choose B for a number of consecutive periods. 

 

There are several strategies that can be observed in the choices the participants make. The 

Table A.1 in Appendix 1 presents a number of descriptive statistics that can be used to 

classify different choice strategies. Table 2 shows a part of table A.1. It gives the descriptive 

statistics of group 1.  
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Figure 4: Time series of the number players choosing sector A in experiment for groups 1 till6. The periods are 

on the horizontal axis and the number of A choices on the vertical axis. 

 

 

Group 1 # a 
# a/             

# periods 
Payoff 

(predictions) 
Payoff 

(choices) 

Payoff 
(choices 
without 

error)  # Changes 
# changes /     

(# periods - 1) 
Inconsistent 

Choices Mixed? 

part 1 17 0.34 2,225 4,881 4,925 21 0.4286 2 0 

part 2 36 0.72 3,033 5,166 5,100 25 0.5102 2 0 

part 3 24 0.48 2,855 4,945 4,950 28 0.5714 4 1 

part 4 45 0.90 3,165 5,345 5,275 8 0.1633 7 0 

part 5 28 0.56 2,850 5,061 5,050 22 0.449 0 1 

part 6 2 0.04 3,117 4,951 4,950 4 0.0816 4 0 

part 7 49 0.98 3,155 5,441 5,375 2 0.0408 0 0 

Mean 28.71 0.57 2,914 5,113 5,089 16 0.3207 2.71 1 
Table 2: This is part of table 10 in appendix 1 as example. It only gives the descriptive statistics of group 1 of the 

UvA experiment. 
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These statistics are calculated per participant and at the end of each group the mean of the 

group is calculated. The total number of times a participant chooses sector A is given in 

column 2 “# a”. Also informative is “# a / periods”, which is in column 3.  

There are 3 kinds of payoffs calculated. First the prediction payoff is in column 4, which 

shows how well the participants predicted the wage in sector A. Second the choice payoff is 

in column 5, which is the wage of the sector the participant chooses. As third payoff the 

choice payoff is calculated without noise. This changes the wage in sector A. When too many 

participants (more than 4) choose sector A the wage is exactly 75 and when less than 5 

participants choose sector A the wage is exactly 125.  

Column 7 of Table 2 gives the total times a participant changes during the experiment. That 

is, how many times a participant chooses sector A while in the previous period he chose 

sector B or chooses sector B while in the previous period he chose sector A. These changes 

are divided by the total amount of periods minus one (49) and are given in column 8.  

Column 9 gives the number of inconsistent choices. This means, that when participants 

predict a wage in sector A higher than the wage in sector B (which is 100), the expectation is, 

they also would choose sector A. Or predicting a wage lower than the wage in sector B, they 

would choose sector B. The inconsistent choices show the total times in a game a participant 

doesn’t choose according to his expectations. 

The final column shows whether the null hypothesis that the symmetric mixed Nash 

equilibrium is played is rejected or not. In this column 0 means rejected and 1 means not 

rejected. How this null hypothesis is tested is described in paragraph 4.5. 

The use and implications of these descriptive statistics will become clear in this chapter. 

 
 

4.4 The strategies on choosing 
The simplest strategies are the optimistic and the pessimistic ones. An optimistic strategy is 

the strategy, where a subject (almost) always chooses the ‘risky’ choice. Here the ‘risky’ 

choice is sector A, because the payoff is unsure. A pessimistic strategy is the opposite: a 

subject playing this strategy almost never chooses the ‘risky’ choice, but plays safe, here 

sector B with fixed payoff 100. 

Participants choosing sector A 45 or more times during the game are called optimistic. 

Participants choosing sector B 45 or more times during the game are called pessimistic. 



 32 

In group 1 subject 4 chooses sector A 45 times. So his strategy will be called optimistic. Just 

like: group 1, subject 7 (49 times), group 2, subject 7 (48 times), group 3, subject 1 (50 times) 

and group 4, subject 2 (49 times). 

The pessimistic strategy is also seen in the different groups. Look for example at group 4 

subject 7: this subject only chooses sector A once, which clearly is a pessimistic strategy. 

Also group 1, subject 6 (2 times), group 2, subject 3 (5 times), group 5, subject 4 (3 times) 

and group 6, subject 5 (1 time) are playing the pessimistic strategy.  

 

A naive strategy is played by participant 2 from group 1. This strategy means that the 

participant only changes when his choice in the previous period was not optimal. Participant 2 

in group 1 changes 25 times and 24 of these changes where after a nonoptimal choice in the 

previous period. 

 

There can also be a combination of strategies. Consider for example participants 4 and 6 in 

group 4. Participant 4 chooses sector A 9 times and participant 6 does 44 times. So they are 

leaning towards a pessimistic/ optimistic strategy.  Participant 4 changes 7 times and 

participant 6 changes 11 times. Participant 4 only changes when the previous choice was the 

nonoptimal choice and participant 6 changes 10 of the 11 times for the same reason. So the 

strategies they use can be denoted naive/ pessimistic (participant 4) and naive/ optimistic 

(participant 6). 

 

It is interesting to look at whether participants change when their choices have been 

nonoptimal for some time. Participants do change when the previous period(s) the nonoptimal 

choice was made. But as table 2 shows it is not the case, that when more periods are not good 

and they made the same choices in those periods, they change for sure.  

Table 3 shows whether participants change their choice when they have chosen the 

nonoptimal choice for a number of consecutive periods. The different participants are given in 

the rows of the table. In the columns the number of periods is shown. When the column says 

“t per”, it means that we looked at t, t-1, ... and 1 period before. The table shows how many 

changes occurred when t consecutive periods the same nonoptimal choice was made.  

So for example consider participant 4 of group 6 (bold). This participant changes 45 % of the 

time his previous choice was a bad one. When the previous two choices were bad and the 

same he changes 33% of the times. When the previous 3 periods were bad choices and the 

same he only changes 25% of the time. 
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group 1 1 per 2 per 3 per 4 per 5 per group 2 1 per 2 per 3 per 4 per 5 per 

part 1 0.3429 0.2857 0.3750 0.5000 0.5000 part 1 0.0526 0.0000 0.0000 0.0000 - 

part 2 0.8571 0.6667 1.0000 - - part 2 0.1351 0.0385 0.0500 0.0625 0.0000 

part 3 0.6176 0.4000 0.2500 0.0000 - part 3 0.1081 0.0000 0.0000 0.0000 0.0000 

part 4 0.2273 0.2000 0.0000 - - part 4 0.5652 0.5556 0.6667 1.0000 - 

part 5 0.4194 0.5455 0.3333 0.5000 1.0000 part 5 0.4444 0.3333 0.5000 1.0000 - 

part 6 0.1176 0.1000 0.0000 0.0000 0.0000 part 6 0.2308 0.2308 0.1765 0.2308 0.2000 

part 7 0.1111 0.2500 0.0000 - - part 7 0.1765 0.0000 0.0000 0.0000 - 

Mean 0.38 0.35 0.28 0.25 0.50 Mean 0.24 0.17 0.20 0.33 0.07 

group 3 1 per 2 per 3 per 4 per 5 per Group 4 1 per 2 per 3 per 4 per 5 per 

part 1 0.0000 0.0000 0.0000 0.0000 - part 1 0.3030 0.2667 0.2857 0.2500 0.5000 

part 2 0.4688 0.3636 0.4000 0.5000 1.0000 part 2 0.1053 0.0000 0.0000 - - 

part 3 0.2121 0.1333 0.2857 0.5000 1.0000 part 3 0.5385 0.4615 0.5000 0.6667 1.0000 

part 4 0.6061 0.5556 0.0000 0.0000 - part 4 0.1892 0.0500 0.0833 0.1250 0.2000 

part 5 0.3889 0.2857 0.2857 0.2500 0.5000 part 5 0.7500 0.6000 1.0000 - - 

part 6 0.5000 0.3000 0.2000 0.3333 1.0000 part 6 0.4762 0.5000 0.0000 - - 

part 7 0.1818 0.1250 0.0000 0.0000 0.0000 part 7 0.0313 0.0000 0.0000 0.0000 0.0000 

Mean 0.34 0.25 0.17 0.23 0.70 Mean 0.34 0.27 0.27 0.26 0.43 

Group 5 1 per 2 per 3 per 4 per 5 per Group 6 1 per 2 per 3 per 4 per 5 per 

part 1 0.5714 0.7000 1.0000 - - part 1 0.3077 0.4444 0.3333 1.0000 - 

part 2 0.5714 0.5000 - - - part 2 0.2258 0.2000 0.3333 0.2500 0.3333 

part 3 0.1481 0.1667 0.2857 0.4000 0.6667 part 3 0.4516 0.3077 0.2857 0.3333 1.0000 

part 4 0.1389 0.0000 0.0000 0.0000 0.0000 part 4 0.4474 0.3333 0.2500 0.4000 0.5000 

part 5 0.1111 0.1667 0.2857 0.4000 0.6667 part 5 0.0588 0.0455 0.0000 0.0000 0.0000 

part 6 0.8667 0.5000 1.0000 - - part 6 0.4828 0.6000 0.6667 1.0000 - 

part 7 0.3704 0.5000 0.6667 1.0000 - part 7 0.3810 0.2857 0.0000 - - 

Mean 0.40 0.36 0.54 0.45 0.44 Mean 0.34 0.32 0.27 0.50 0.46 
Table 3: The table shows how many changes occurred when t consecutive periods the same nonoptimal choice 

was made. 

 

I would have expected, that when participants make the same choices the previous 5 periods 

and this choice was not optimal, they would change for certain. But in table 2 the numbers in 

the “5 per” column are not everywhere equal to 1. It could be, that participants who make the 

same choice for 5 periods are not too eager to change: they didn’t change for the last periods, 

so perhaps they are change-averse. 

 

 

4.5 Mixed strategy tests 
In column 3 of Table A.1 in Appendix 1 for each participant the total number of choices for 

choosing sector A are divided by the number of periods, here 50. This statistic deviates very 

much across the different participants, but per group it is relatively constant: 0.55, 0.56, 0.57 

and 0.59.  

We tested for the unique symmetric mixed strategy Nash equilibrium for all participants and 

the groups as a whole (see last column of Table A.1 in Appendix 1).  
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Under a fully symmetric mixed strategy Nash equilibrium the number of participants 

choosing sector A is binomial divided with expectation  50 x p* = 50 x 0.5759 = 28.79 (as 

frequency 0.5759) and with variance of 50 x  p* x (1- p*) = 12.21 (standard deviation as 

frequency: 0.070). This gives a 95% confidence interval of {0.436; 0.716}. For 18 of the 42 

participants the null hypothesis of a fully mixed symmetric Nash equilibrium is not rejected.  

When the group as a whole is tested the 95%-confidence interval becomes {0.523; 0,629} and 

it is remarkable that the mean of participants choosing A for all groups is in this interval.  

So as a group the symmetric mixed strategy Nash equilibrium cannot be rejected but at 

individual level it can. Such results are also seen in the thesis of Heemeijer (2008) for the 

other Market-Entry treatments. 

  

 

4.6 Predictions 
Until now we characterized the strategy of 32 of the 42 participants (see Table 4).  

 

Strategies Mixed Opt Pess Opt/ naive Pess/ Naive Naive 
Group 1 2 2 1   1 
Group 2 0 1 1   1 
Group 3 4 1     
Group 4 3 1 1 1 1  
Group 5 5  1    
Group 6 4  1    
 Total 18 5 5 1 1 2 

Table 4: Overview of choice strategies per group and per strategy. 

 

In the thesis of Heemeijer (2008) the predictions of the participants were taking a closer look 

at. He estimated the prediction strategy used in the other Market-Entry treatments, but not 

those in the El Farol treatment. For the El Farol treatment of the experiment we followed the 

same procedure of the thesis. Heemeijer argues, because there is no a priori reason to assume 

participants use complicated nonlinear prediction rules, it is sufficient to estimate linear rules 

with past prices known to all players and private own predictions of previous periods. He used 

5 lags for each group, giving the formula:  
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In Appendix 2 Table A.2 the results of the ordinary least squares estimations are given, first 

for the groups in total and then per group for each participant. First equation (1) was 

estimated. Subsequently the least significant variable was eliminated until all remaining 
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variables were significant at 5%. Sometimes this meant only the constant remained (16 of 42 

estimations). We tested for serial autocorrelation (see last column Table A.2 in Appendix 2) 

with the Q-statistic at 5%, to be sure that there is no specification error. 

It is interesting to see (just like in Heemeijer (2008)) that the most important explanatory 

variable is the wage of sector A in the previous period, wt-1, and the sign of the coefficient is 

positive in most cases. Because other lags were sometimes but mostly not significant a 

simpler prediction rule will be estimated: the so-called First-Order Heuristic (FOH) rule: 
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The prediction at time t depends on previous wage, previous wage prediction, the sample 

mean of market sector wages and the difference between the previous two wages. The rule 

assumes the participant takes an average of the previous wage, the previous prediction of the 

wage and a constant. Then he adds some extrapolation of the last change in wages. 

The only difference is that in Heemeijer (2008) the FOH rule was only estimated at group 

level and we will also be estimating the rule at individual level, because our intention is to 

find more strategies for the individual participants. 

First the restriction imposed by FOH rule on equation (2) was tested using a Wald test. An x 

in Table 5 indicates the null hypothesis of the restriction was rejected at 5%. 

Then, when the restrictions were not rejected, we tested with a Wald test whether the 

estimations could be used to find an even simpler prediction rule. For certain conditions on 

coefficient there are well-known prediction rules such as naive expectations, adaptive 

expectations, trend following expectations, trend reversing expectations or fundamentalists. 

Naive expectations correspond to (� 1, � 2, � ) = (1, 0, 0), which means tt
e
t ww e+= - 1 . That is 

the prediction is equal to the wage of the previous period. 

Adaptive expectations correspond to (� 1, � 2, � ) = (� 1, 1 - � 1, 0) with � 1>0. Then 

t
e
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e
t www eaa +-+= -- 1111 )1( , the expectations are an average of the previous wage and the 

participant’s previous prediction of the wage. 

Trend following or reversing expectations corresponds to (� 1, � 2, � ) = (1, 0, ±1), so 
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Fundamentalist expectations correspond to (� 1, � 2, � ) = (0, 0, 0), which is the sample average 
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Table 5 shows the results: 
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Subject FOH Prediction Choice 

group 1 � 1 � 2 �  Strategy Strategy 

1 -0,311 0,138 0,205 fundamentalist   

2 0,468 0,079 -0,003 none Naive 

3 x x x x mixed 

4 -0,107 0,288 0,072 fundamentalist optimistic 

5 x x x x mixed 

6 0,180 -0,065 -0,039 none pessimistic 

7 0,220 0,456 0,045 none optimistic 

group 2           

1 0,843 -0,064 -0,043 none   

2 0,080 0,230 0,216 near fundamentalist   

3 0,223 0,351 -0,134 near fundamentalist pessimistic 

4 0,545 -0,057 0,056 none naive 

5 0,302 0,106 -0,689 none   

6 0,236 0,316 -0,064 near adaptive expectations   

7 0,009 0,317 0,035 fundamentalist optimistic 

group 3           

1 -0,004 0,355 0,079 fundamentalist optimistic 

2 0,087 0,199 0,031 fundamentalist mixed 

3 -0,281 -0,078 0,047 fundamentalist mixed 

4 0,243 -0,098 -0,091 fundamentalist mixed 

5 -0,224 0,132 0,092 fundamentalist   

6 x x x x mixed 

7 0,140 0,075 0,108 near fundamentalist   

group 4           

1 0,017 0,419 0,103 near fundamentalist mixed 

2 0,104 0,195 0,144 fundamentalist optimistic 

3 -0,045 0,001 0,041 fundamentalist mixed 

4 0,025 0,411 0,191 adaptive expectations pess/ naive 

5 0,248 0,075 -0,025 none mixed 

6 0,029 0,065 0,117 none opt/ naive 

7 x x x x pessimistic 

group 5           

1 0,232 0,047 -0,076 fundamentalist mixed 

2 0,076 0,013 -0,032 fundamentalist mixed 

3 -0,286 0,045 0,260 none mixed 

4 0,645 -0,069 -0,185 none pessimistic 

5 x x x x   

6 -0,340 -0,085 0,259 fundamentalist mixed 

7 0.298783 0,347 -0,148 fundamentalist mixed 

group 6           

1 0,189 -0,084 -0,084 fundamentalist   

2 -0,025 0,145 0,015 fundamentalist mixed 

3 0,162 0,259 0,055 none mixed 

4 -0,035 0,148 0,072 fundamentalist mixed 

5 x x x x pessimistic 

6 -2,150 -0,068 0,803 fundamentalist mixed 

7 -0,019 0,122 -0,050 fundamentalist   
Table 5: The FOH results. An x indicates that the p-test was not valid. “Near" strategies are rejected at 5%, but 

not at 1%. In the last column are the choice strategies found so far. 

 

Of the 42 estimations 6 were not estimated, because the Wald tests at 5% were rejected with 

the restriction necessary to estimate the FOH-estimation.  

For 19 participants the fundamentalist expectations-restrictions are not rejected at 5% and 

even for 23 participants they are not rejected at 1%. 



 37 

There was one adaptive expectation participant and one near adaptive expectation participant. 

Finally 11 participants didn’t follow one of the simple expectations rules. Those we indicated 

by “none”. 

It is remarkable that of the 23 participants with fundamentalist expectation 12 corresponded 

with the mixed strategy of the choice strategies. 

Now for all participants it is possible to find either a prediction strategy or a choice strategy, 

except for participant 5 in group 5. In Chapter 7 these strategies will be used in our simulation 

model and the choice strategies will be compared with the prediction strategies. 

 

4.7 Last 20 periods 
The participants played the game 50 times. Is there a difference between the last 20 periods 

and the whole game? Will they converge to an equilibrium in the final periods? In Table 6 

first the different results are shown for all 50 periods and then the corresponding results are 

shown for the last 20 periods.  

 

all 50 periods       

Group level group 1 group 2 group 3 group 4 group 5 group 6 

# a 28,71 29,71 28,00 28,14 28,57 27,71 

# a/ # periods 0,57 0,59 0,56 0,56 0,57 0,55 
Payoff (predictions)/ periods 58 70 56 57 66 67 

Payoff (choices)/ periods 102 104 99 101 103 102 

Payoff (choices without error)/ 
periods 102 104 98 100 102 101 

# changes 16 8 16 13 17 14 
# changes / (# periods - 1) 0,32 0,17 0,32 0,27 0,36 0,29 

inconsistent choices 0,054 0,286 0,129 0,206 0,146 0,103 

Last 20 periods       

Group level group 1 group 2 group 3 group 4 group 5 group 6 

# a 11,71 12,00 11,71 12,00 13,14 12,14 

# a/ # periods 0,59 0,60 0,59 0,60 0,66 0,61 

Payoff (predictions)/ periods 74 88 69 67 82 74 

Payoff (choices)/ periods 106 109 101 101 102 101 
Payoff (choices without noise)/ 

periods 103 106 98 98 98 98 

# changes 6 1 6 5 7 5 

# changes / (# periods - 1) 0,34 0,08 0,33 0,29 0,36 0,29 

inconsistent choices 0,050 0,307 0,121 0,214 0,129 0,071 
Table 6: Descriptive statistics for the entire game and for the last 20 periods. The bold and underlined numbers 

are those payoffs per period, which are lower in the last 20 periods than in the entire game. 

 

The number of participants choosing A increases in the last 20 periods away from the 

symmetric mixed strategy Nash equilibrium. Is this a sign of boredom or learning?  
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In groups 4, 5 and 6 the bold and underlined numbers in payoff per period are smaller in the 

last 20 periods than the payoffs in the entire game. The prediction payoff per period increases 

substantially in the last 20 periods in every group, but the choice payoff increases in the last 

20 periods only in groups 1, 2 and 3 and the increase is not very substantial. 

Furthermore the number of changes per period is increasing or the same in the last 20 periods 

for 5 groups. Only for group 2 this is decreasing.  

One reason for the increase of participants choosing A and the increase of switching between 

sector A and B might be boredom. The participants choose more often the risky choice or 

change more often to make the game more exciting. 

 

 

4.8 Inconsistent choices 
Finally we look at column 9 of Table A.1 in Appendix 1. 34 out of the 42 participants made 

inconsistent choices. In total 323 of the 2100 (is 50 periods times 42 participants) choices 

were inconsistent, which is 15%. Inconsistent choices are contradictions in prediction and the 

sector choice. When the participant predicts a wage in sector A above 100 and he chooses 

sector B or when the participant predicts a wage below 100 in sector A, but still chooses 

sector A his prediction and choice are inconsistent. Especially in group 2 there is a lot of 

inconsistent choice behaviour. Because the payoff is made to prevent that the participants 

make inconsistent choices, it is difficult to explain why there are still such inconsistent 

choices. 

But it is important to notice, because when using the prediction rules to make the choices, this 

inconsistent behaviour should be thought of. 

 

In this chapter the experiment of the UvA was examined to find the strategies. The strategies 

are divided in two groups: prediction strategies and choice strategies. Prediction strategies are 

the strategies the participants use to predict the wage in sector A. Choice strategies are the 

strategies the participants actually use to make the choice between sector A and B. These 

strategies are going to be used in the simulations in this thesis.  
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Chapter 5 Behavioural Models 
 

In the previous chapter we have seen that different kinds of strategies are used by participants 

in the UvA-experiment. We want to use these strategies in the simulation of the experiment to 

see which group of strategies performs better: choice or prediction and what happens when 

the participants get the choice to switch between strategies. This switching process happens 

according to some behavioural model. 

Such a behavioural model describes how an agent chooses between different strategies given 

the results of the game in previous periods. There are different kinds of behavioural models. 

We will discuss the following three: Replicator Dynamics, Discrete Choice Dynamics and 

Reinforcement Learning. 

 

For the models to work we have to know how well a strategy is doing. One measure of how 

well the strategies are performing is the fitness measure. Here we follow the approach of 

Dindo (2004): tititi uu ,1,, )1( pmm ´-+´= - . The fitness measure depends on the payoff of the 

strategy one period before and also, when m is not equal to 0 of the periods before that. This 

allows us to investigate the effect of memory in the fitness measure (like in the article of 

Bottazzi and Devetag (2003) discussed in Chapter 3).  

 

 

5.1 Replicator Dynamics  
The Replicator Dynamics (RD) are introduced by Taylor and Jonker (1978) as a biological 

model.  

This dynamics lets the fraction of the population playing each strategy grows proportionally 

with the performance (fitness measure) of that strategy. 

When there are I strategies, the proportion of the agents choosing strategy k at time t+1 is: 
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This equation (3) shows that the better a strategy is performing (that is, the higher uk,t) the 

more often it will be used in the next period.  

The RD is originally a biological model, where the fitness uk,t can be interpreted as the 

amount of offspring the parents of a strategy are having and that offspring uses the same 
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strategy as the parents are using. The more offspring, the higher the fraction in the population 

that will use the strategy in the next period.   

Samuelson and Zhang (1992) used the RD with transition errors (see also Foster and Young, 

1990). In the current model it means adding the variable �  Î  [0,1]. This variable gives the 

fraction of the population that chooses a rule randomly and independent from the payoffs. The 

RD then becomes: 
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The RD can be illustrated by an example using the game discussed in Chapter 2 with b = 0.6. 

There are 2 actions: A and B. When playing B the payoff is ph = 2. When playing strategy A, 

the payoff depends on how many other players also played A: 
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We will use 2 simple strategies (see Chapter 2): the optimistic strategy (so,t+1 = (1,0) for all t) 

and the pessimistic strategy (sp,t+1 = (0,1) for all t). Assume that m = 0, e = 0 and I = 2. Let the 

initial conditions be given by xA,0 = 0.7 and xB,0 = 0.3, implying that payoffs are: pA,0 = 1  

(X/N = 0.7) and ph = 2. 
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So the better performing strategy sp,t+1 will get more followers at the expense of the lesser 

performing strategy so,t+1. 

Now assume �  is not equal to 0, but �  = 0.5 and all the other assumptions will be kept the 

same. Then 52.025.0
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This shows the effect of � . Although this example is somewhat confusing. The effect of �  is 

that it subdues the effect of the feedback and just wants to divide equally between the two 

strategies, so at time 1 there will be more agents choosing sp,t+1 (xA,1 is closer to 0.5) then 

when �  was 0. But in this example it looks like it doesn’t subdues the effect of the feedback, 

because the effect of �  is equal to the effect of the feedback.  
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The effect of �  is also shown in figure 5. The figure shows for different kinds of initial 

conditions the next realization of the number of optimists. The pink line corresponds to all 

participants using the feedback system, the pure RD (�  = 0). The yellow line represents when 

half of the population uses the feedback system and half just chooses between the two 

strategies randomly (�  = 0.5). The blue line corresponds to xA = 0.5, which is the outcome 

when �  = 1. The yellow line lies in between the pink line and the blue line. 
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Figure 5: Replicator dynamics, xo,t  and xo,t+1 with m=0 and  different values  of � . The pink line corresponds to 

� =0, the yellow line corresponds to � =0.5 and the blue line corresponds to � =1. 

 

Finally we will illustrate the effect of m. All assumptions are the same as before and �  = 0 

again. The game has to be played once more to see the effect of m. For m = 0 the evolution of 

variables looks like: 

time x1,t x0,t pppptttt,,,,1111    pppptttt,,,,0000    u1,t u0,t 

0 0.7 0.3 1 2 1 2 
1 0.54 0.46 3 2 3 2 
2 0.64 0.36 1 2 1 2 

 

For m = 0.5 this changes to (with in red the changes) 

time x1,t x0,t pppptttt,,,,1111    pppptttt,,,,0000    u1,t u0,t 

0 0.7 0.3 1 2 1 2 
1 0.54 0.46 3 2 2 2 
2 0.54 0.46 3 2 2.5 2 

 

At time 2 the fraction of agents choosing A decreases, because they remembered how bad the 

strategy was doing at time 0. 
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In Figure 5 for different initial conditions (xo,0 from 0 to 1 ) xo,10 is shown when m = 0 and m = 

0.5. When xo,0  is close to 0 or close to 1 the effect isn’t noticeable, but in between there is a 

slight effect: the yellow line is closer to 0.6 (b).  
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Figure 6: Replicator Dynamics: effect of m. 

 

So when we agree that RD gives a good description of how agents will choose their strategy, 

we can also check what the effect is of: 

- memory 

- noise in the dynamics 

- initial conditions 

 

5.2 The (Adaptive) Discrete Choice Dynamics 
 
McFadden (1981) introduced this model as an econometric tool. The Discrete Choice 

Dynamics tries to model an individual decision problem, while the RD tries to model an 

evolution growth problem. 

McFadden assumes that the modeler has imperfect knowledge about the utility of each agent: 

( ) ( ) ( )iiuiv jj be+=  where u is the observable part (in our case the fitness measure) and e is 

the unobservable part. Here b is a scaling factor for the variance of the unobservable part.  

An agent chooses strategy i, when vj(i) is the maximum of all I utilities. This means the 

change of choosing strategy i is Pi= Pr(vj(i)> vj(k)) for all other k ¹  i.  
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When we assume that e is double-exponentially distributed: )exp())(( )(ieiF ee -=  and we 

assume that the population is large such that xi  = Pi we obtain 
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Dindo (2004) mentioned an Adaptive Discrete Choice (ADCD) model, where only a fraction 

updates its strategy: 
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An example will follow to illustrate how the dynamics works and what the effect is of a, b 

and m. The fitness measure is again tititi uu ,1,, )1( pmm ´-+´= -  and the game is the same as 

in paragraph 5.1. 

First assume a =0 (entire population updates its strategy in every period), b = 1 and m. = 0. 

Just like in paragraph 5.1 the initial conditions are xA,0=0.7 and xB,0= 0.3. The payoffs are: pA,0 

= 1 (X/N = 0.7) and pB,0 = 2. Then: 
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A large fraction of the population chooses the strategy that performed best in the previous 

period.  

 

Next, let us investigate the effect of b by looking at b = 0.01 and b = 100 

First for b = 0.01 we have: 
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When b ®  0 the population will switch even more: when a strategy is doing well (almost) 

everybody will choose this strategy the next period. Note that for the El Farol game this 

would be destructive to its success. 
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Now consider b = 100. We then have 
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When b ®  ¥  the performance of a strategy does not matter. Half of the population will 

choose one strategy and the other half will choose the other. 

This is also shown in Figure 7. When b is small (yellow line) the switching is high and when 

b is large (blue line) there is no switching anymore. 
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Figure 7: Adaptive Discrete Choice Dynamics: effect of b 

 

What will happen when only a fraction of the population will update its strategy? 

Let us assume a = 0.5 and b = 1 again. The dynamics then becomes 
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The effect of the performance of the strategies is decreased. (0.48 = (0.7+0.27)/2). 
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Figure 8: Adaptive discrete choice dynamics: effect of a  

 

The effect of a  is illustrated in Figure 8. The blue line is the same as before with everybody 

updating his strategy. When nobody updates his strategy (a = 1, yellow line), then of course 

xo,1 = xo,0. When only half of the population uses the updating model, then xo,1 will be between 

the yellow and the blue line. 

 

Finally the effect of m will be shown. All assumptions are the same and a = 0 again. 

The game has to be played once more to check the effect of m. 

For m = 0 the history looks like: 

time x1,t x0,t pppptttt,,,,1111    pppptttt,,,,0000    u1,t u0,t 

0 0.7 0.3 1 2 1 2 
1 0.27 0.73 3 2 3 2 
2 0.73 0.27 1 2 1 2 

 

For m = 0.5 this changes (red has changed) in: 

time x1,t x0,t pppptttt,,,,1111    pppptttt,,,,0000    u1,t u0,t 

0 0.7 0.3 1 2 1 2 
1 0.27 0.73 3 2 2 2 
2 0.50 0.50 3 2 2.5 2 

 

At time 2 the fraction of agents choosing 1 is lower than in the dynamics without memory, 

because the agents remembered how bad the strategy was doing in period 0. 
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Figure 9: Discrete Choice Dynamics: effect of m 

 

In Figure 9 the effect of m is shown. When m gets larger the past will become more important 

than the present. So what happens closer to time 0 will have more effect. 

 

 

5.3 Reinforcement learning  
This type of learning is investigated by Franke (2003). In this Reinforcement Learning (RL) 

model the agents do not form explicit expectations. Their behaviour is described on the basis 

of probabilities for their single action. The learning part of this model is that the agents update 

their probabilities. They make use of their personal experience only and do not take the 

statistics of past attendances into account. Choices that have led to good results in the past are 

more likely to be repeated in the future.  

 

The model has the form pj,t+1 = pj,t+h(sj,t, dj,t, pj,t) with pj,t+1, the probability agent j chooses A 

at time t+1, pj,t, the probability agent j is chooses A at time t, h(sj,t, dj,t, pj,t), the adjustment 

function with sj,t as the action of agent j at time t, and dj,t, the difference between the payoff of 

agent j at time t and reference level ur (dj,t = U(sj,t, xt) -  ur ) ). This reference level can be seen 

as a reservation utility or aspiration level.  

Franke specified the following function for h: 
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To make sure the probability stays between 0 and 1 the next inequality must hold: 

r   |di,t| / �  <1 for all possible cases. 

The function consists of two kinds of adjustments: Proportional to Probability Gap (PPG) and 

Fixed Size Step (FSS). Suppose agent i actually went at time t. The PPG adjustment happens 

when ai,t = 1 and the resulting payoff exceeded his reference level, di,t ³ 0, and pi,t  is more 

than 1-�  or when the resulting payoff is less than his reference level, di,t £ 0 and pi,t is less than 

� . The adjustment will be some factor � / � , the difference between the payoff and a reference 

level, di,t  and the ‘probability gap’. When pi,t  ³  1-�  and di,t ³ 0 the probability gap is the 

difference of 1 and  pi,t , (1- pi,t ). When pi,t < �  and di,t £ 0 the probability gap is the distance 

between pi,t and 0 ( pi,t ). So a change in pi,t may be said to be proportional to the probability 

gap.  

The FSS adjustment occurs when the assumptions above does not hold, so when pi,t < 1-�  and 

di,t ³  0 or pi,t > �  and di,t £ 0). The changes in pi,t are then directly related to some factor �  and 

the difference between the payoff and a reference level, di,t. The probability adjustment takes 

place with a fixed step size. 

The difference between PPG and FSS adjustment is, that the FSS adjustment is always bigger 

than the PPG adjustment. This is shown by the following. 

When pi,t  ³  1-�  (and di,t ³  0, so the PPG adjustment should be used), than -pi,t  £ -1+�  and 1- 

pi,t £ � , so (1- pi,t )/ �  £ 1. This means that PPG adjustment £ FSS adjustment, because    

�  di,t (1- pi,t )/ �  £ �  di,t.  

Now when pi,t �  �  (and di,t �  0, so the PPG adjustment should be used), than pi,t/ �  £ 1. This 

means that PPG adjustment £ FSS adjustment, because �  di,t pi,t/ �  £ �  di,t.  

 

Here there is no fitness measure used as before (ui,t). Franke uses only the difference between 

payoff at time t and ph as a measure. Tthe model changes the chances of a player choosing A  

 

We want to make two adjustments for this model of Franke. First we want to use the same 

fitness measure as is used in the replicator dynamics and the discrete choice dynamics. 

Second we will use the chances for the different kind of strategies. The chance for a player for 

choosing some strategy will be updated.  

These changes require some rebuilding of the model and therefore Franke’s updating model 

becomes xi,t+1 = xi,t+h(si,t, di,t, xi,t) with di,t  = ui,t - mean (u1,t , u2,t , … , ui-1,t, ui+1,t , … , uI,t) 
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We adjusted di,t , because we want the strategies that are performing better than the average of 

the other strategies to be positively updated and the ones that are performing worse than the 

average of the other strategies to be negatively updated. 

What happens at time t+1 when di,t  ³  0, so what happens when strategy i has done better than 

the mean of the fitness measure of the other strategies?  

It will be the fraction at time t plus r  di,t times some adjustment if xi,t > 1 – � .  

In formula this becomes  

xi,t+1 = xi,t+ 
l

r )1( ,, titi xd -´´
  when di,t  ³  0 and xi,t ³  1 – �   

xi,t+1 = xi,t+  tid ,´r    when di,t  ³  0 and xi,t < 1 – �  

When xi,t ³  1 – �  then 1
)1( , £

-

l
tix

, so when xi,t gets closer to 1 and still is doing well (di,t  ³  0) 

then the positive adjustment will be smaller or even 0,when xi,t = 1. 

The strategies with a negative di,t are updating their fraction as: 

xk,t+1 = xk,t+ 
l

r tktk xd ,, ´´
 when dk,t  £ 0 and xk,t £ �  

xk,t+1 = xk,t+ tkd ,´r   when dk,t  £ 0 and xk,t > �  

With �  Î  (0, 1) and 
l

r tid ,´
 must be small enough to make sure the fractions don’t become 

greater than 1. Furthermore �
=

I

i
tix

1
, =1, because everyone must choose some strategy. 

When there are 2 strategies (I = 2) the summation of the fractions is always 1.  

 

Just as with the RD and the ADCD the RL will be used in a simple example to illustrate what 

the effect is of parameters r , � , and m. 

Assume again the same game as used in paragraph 5.1 (b=0.6, pf = 1, ph = 2, ps = 3, pi,t = 0.7, 

so xA,0 = 0.7) �  =0.05, r  = 0.1, pA,0 = 1 (because 0.7 > 0.6 ) and dA,0= 1 – (1+2)/2 = -1/2. 

Because dA,0< 0 and xA,0 > �  it holds 65.05.01.07.00,0,1, =-´+=´+= AAA dxx r  and  

 dB,0=2-(1+2)/2=1/2 and xB,0 =0.3 , so dB,0> 0 and xB,0 <1- � . And also 

35.05.01.03.00,0,1, =´+=´+= BBB dxx r = 0.35. 

What happens when r  becomes 0.3 and all the other parameters stay the same? 

55.05.03.07.00,0,1, =-´+=´+= AAA dxx r  and xB,1 = 0.45. 
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So when r  gets larger the effect of the performance of the two choices becomes also larger. 

Figure 10 illustrates this effect. The lines pink, yellow and blue are showing which xA,1 

belongs to which xA,0. The blue line has the highest r  (0.3) and the pink line has the lowest r . 

When xA,0 is smaller than b the positive effect in the next period is bigger when r  is higher: so 

in that case the blue line is higher than the yellow, which again is higher than the pink one. 

When xA,0 is larger than b the negative effect in the next period is again bigger when r  is 

higher: so the blue line is lower than the yellow, which is lower than the pink line. 
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Figure 10: Reinforcement Learning and effect of r  

 

Let us now illustrate the effect of � . Because �  is not just in the adjustment function, but also 

defines which adjustment function is used (PPG or FSS), the value of �  is between 0 and 1 

and assume �  = 0.8 and r  = 0.1 again. Because xA,0 is now bigger than 1- � : 
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xx  and so xB,1 = 0.34. 

The difference with the example before is, that the adjustment now PPG is. 

To take a closer look at the effect of �  we made Figure 11.  
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Figure 11: reinforcement learning: effect of �  
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The effect is not so obvious as when we looked at the effect of r , although the effect is similar 

to the effect of r . 

 

Finally we will show the effect of �  on this RL model. The variables are set at �  = 0.3 and  

�  = 0.05.  

First we see what happens when � =0: 

time xA,t xB,t ppppAAAA,,,,tttt     ppppBBBB,,,,tttt     u1,A, u1,B 

0 0,70 0,30 1 2 1 2 
1 0,55 0,45 3 2 3 2 
2 0,70 0,30 1 2 1 2 

 

Now �  is set at 0.5 and the table becomes (with in red the changes): 

time xA,t xB,t ppppAAAA,,,,tttt     ppppBBBB,,,,tttt     u1,A, u1,B 

0 0,70 0,30 1 2 1 2 
1 0,55 0,45 3 2 2 2 
2 0,55 0,45 3 2 2,5 2 

We see that the good performance of choice A is diminished because of the memory of the 

performance of A at time 0. 

 

When we take 10 steps further, as is shown in the Figure 12, the effect is less clear. 
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 Figure 12: reinforcement learning and the effect of �  

 
It is difficult to make some general remarks about the effect of �  based on Figure 12. It looks 

like the effect of performing on the total fraction is smaller, when �  becomes larger. 

 
In this chapter we have discussed three behavioural models and in short the effect of their 

parameters. These three models are going to be used in the simulation of the UvA experiment 

discussed in Chapter 4. In the simulation we want to let the participant be able to switch 

between the strategies and therefore the three models are introduced. 
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Chapter 6 Optimists versus Pessimists  

 

In this chapter we will simulate the different behavioural models of Chapter 5 with two simple 

strategies, namely the optimistic and pessimistic strategies. We will replicate the simulations 

of Dindo (2004) and we will do similar simulations for the third model: Reinforcement 

Learning.  

For a more detailed description of the dynamics and the influence of the different parameters 

of the behavioural models RD and ADCD we refer to the article of Dindo (2004). 

 

6.1 Outline of Simulations 
 
Strategies 
We will consider two simple strategies: a pessimistic and an optimistic strategy. When a 

player uses the optimistic strategy, he always chooses the risky choice (action A). His strategy 

is formally si = (1, 0). The pessimistic player always plays safe (action B). His strategy is 

 si = (0, 1).  

The fraction of the population choosing A in period t+1 is �
=

+++ =
I

k
tktkt pxx

1
1,1,1  with xk,t+1 

representing the fraction of the population playing strategy k at time t+1. The fraction xk,t+1 is 

calculated with a behavioural model and pk,t+1 is the chance of choosing action A for strategy 

k. 

Using the pessimistic (p1,t+1 = 0) and the optimistic (p2,t+1 = 1) strategies the fraction becomes 

1,21,21,11,21,21,11,1

2

1
1,1,1 10 +++++++

=
+++ =´+´=´+´== � ttttttt

k
tktkt xxxpxpxpxx . 

So the fraction of the population choosing A is equal to the fraction of the population using 

the optimistic strategy.  

 

Payoff function 

We will use the same payoff function as Dindo (2004) used. This payoff function is more 

general than the one we used in Chapters 2, 4 and 5.  Dindo (2004) used as payoff function 

( ) ( ) )
2
1

tanh(
22

rg
pppp

p +-
-

-
+

= bxx fsfs
g .  

There are five parameters: � s , � f, g, b and r . We already have seen � s , � f, and b in previous 

chapters. The relation between the payoff values � s, � f  and � h is expressed by r : 
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pp
pp

r
-

-
= . When � h is closer to � s than to � f , then r  is negative. r  is positive, when � h 

is closer to � f than to � s. This can be seen more clearly when the r -function is expressed as 

follows: 
)exp(1

)exp(

r

rpp
p

+

´+
= fs

h  and by looking at Figure 13. 

 

0,00

0,50

1,00

1,50

2,00

2,50

3,00

3,50

-3

-2
,5 -2

-1
,5 -1

-0
,5 0

0,
5 1

1,
5 2

2,
5 3

rrrr

� h

 
Figure 13: Relation between � h  and r  with � s = 3 and � f = 1 

 

Figure 13 shows how � h changes for a shift in r . When r  is greater than 0, then � h is smaller 

than 2. In that case the difference between � h and � f  is smaller than the difference between � h 

and � s. When r  is negative, it can be seen that � h is larger than 2. In this case � h is closer to � s 

than to � f . 

 

The parameter g determines the steepness of the payoff function. We assume that � s = 3, � f = 

1, b = 0.6 and r  = 0 (that is, � h = 2). Figure 14 shows for different values of g  what the payoff 

function looks like. 
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Figure 14: Payoff function � g(x) with different values of �  :� =1, � =5, � =10 and � =100 
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When g = 1 the payoff function is linear as can be seen from the yellow line in Figure 14. The 

dark blue line shows that the payoff function is stepwise in case g=100. 

 

Behavioural Models 

When we substitute the payoff function and the optimistic and pessimistic strategies in the 

behavioural models we discussed before (see Chapter 5), we generate a 2-dimensional system. 

This consists of the fraction of the population choosing A and the fitness measure of the 

optimistic strategy. 

For the first behavioural model, namely the Replicator Dynamics, the system consists of the 

following formulas: 
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For the Adaptive Discrete Choice Dynamics this becomes: 
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And finally the Reinforcement Learning model can be presented by: 
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The three behavioural models have the payoff function and the fitness measure in common. 

As stated before the payoff function of Dindo (2004) has 5 parameters. Two parameters are 

fixed: � s = 3 and � f = 1. The other three have the following ranges: �  Î  (-3,3), 	  Î  (0,¥ ) and  

b Î  (0,1). The fitness measure has only one parameter, the memory parameter 
  Î  [0,1). The 

three behavioural models have some parameters of their own. The RD has only one other 

parameter, namely e Î  [0,1]. The ADCD has two other parameters, �  Î  [0,1] and �  Î  [0,3). 

Also the RL model has two other parameters: t Î  [0, 0.3] and l  Î  (0, 1].  
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In the next paragraphs the different behavioural models are simulated with the two strategies. 

We will examine what happens to the dynamics of the fraction of the population choosing A 

by changing the parameters of the system. We will also look at the differences between the 

systems of the three behavioural models. 

We will do these simulations to see what happens in these systems, which are more 

complicated than the examples of Chapter 5 for each behavioural model. Furthermore we will 

discuss the effects of the parameters more extensive than the simple examples of Chapter 5 to 

learn more about the effects of the parameters. 

Bifurcation diagrams will be used to illustrate the effect of the parameters on the fraction of 

the population choosing A. On the y-axis the fraction of the population choosing A is shown 

after the system has run for 300 periods and then the next 100 periods are shown. The x-axis 

shows the parameter under examination. All simulations are done by E&F Chaos (see Diks et 

al. (2007)). 

 

 

6.2 Pessimists and Optimists in the RD  
The system under the RD is given as 
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with payoff function ( ) ( ) )
2
1

tanh(
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rg
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= bxx fsfs
g . 

 

The initial conditions are x0 = 0.25 and u0 = 2 and the parameters in this model are � , � , b, �  

and � . First the three parameters of the payoff function are examined (� , �  and b), then the 

influence of �  is looked at and finally the effect of the memory parameter �  on the fraction of 

the population choosing A will be illustrated. 

 

As just noted we will start by looking at the influence of 	 , �  and b. To see how the ‘pure’ RD 

works, we set �  =0. Then we can see how the dynamics looks when the entire population uses 

this behavioural model.  
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The effect of �  

The parameters �  and �  change the payoff function: �  changes the steepness of the function 

and �  the distance between � s and � f. In Figure 15 there are three different bifurcation 

diagrams. In each diagram �  runs from 0 till 100 and �  has a different value for each diagram, 

namely -1, 0 and 1. 

 

�  = -1     �  = 0     �  = 1 

       

Figure 15: RD; effect of �  and �  on the fraction of the population choosing A with �  =0, �  = 0 and b=0.6. 

 

It is remarkable that the dynamics is stable around b (b =0.6) when �  is low for all 3 values of 

� . When 	  becomes bigger, then the dynamics becomes more erratic. 

 

The effect of b 

It is interesting to see what will happen when we change b. This will be examined by looking 

at Figure 16. In this figure b runs from 0 till 1 and 	  is 10 or 45. 

 

�  =10      � =45 

  
Figure 16: RD; effect of b on the fraction of the population choosing A with �  =0, �  = 0 and r =0. 

 

It can be seen that the dynamics still will be stable around b. Again when �  becomes bigger, 

the dynamics are more unstable, but in this case they are still around b. 
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The effect of �  

We will now see what happens when �  is no longer 0. In Figure 17 the effect of �  on the 

fraction of the population choosing A is illustrated for three different values of � . 

 

	  = 25    	  = 45     	  = 100 

   
Figure 17: RD; effect of r  on the fraction of the population choosing A with �  =0, � =0 and b=0.6  

 

Note that �  is of great influence on the dynamics, because the bifurcation diagrams are very 

different for the three values of � . When the dynamics is stable the value of �  is of no 

influence on the dynamics. When the dynamics is more erratic, the fraction of the population 

choosing A is increasing with � . 

 

The effect of �  

The effect of �  is predictable. When �  gets closer to 1, the dynamics will become more stable, 

because a smaller fraction of the population will update its strategy according to the model. In 

that case the fraction of the population is mostly even divided between the two strategies. So 

when �  is increasing to 1, the fraction of the population choosing A will be approaching 0.5. 

 

�  =45    � =100 

  
Figure 18: RD; effect of �  on the fraction of the population choosing A with � =0, � =0 and b=0.6  

 

Figure 18 illustrates this effect of � . Even when �  becomes larger, then still the effect of �  on 

the dynamics is larger and again the dynamics will converge to 0.5, when �  becomes closer to 

1. 
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The effect of �  

Finally we look at the effect of � . When �  gets bigger, the dynamics is b. When �  is close to 1, 

the dynamics need a lot of time to settle down. The bifurcation diagram seen in Figure 19 is 

made after running the system 3000 times instead of the standard 300 times. 

 

  

Figure 19: RD; effect of �  on the fraction of the population choosing A with � =0, � =0, � =45 and b=0.6 

 

 

6.3 Pessimists and Optimists in the ADCD 
Under the ADCD the behavioural model becomes: 
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The initial conditions are x0 = 0.25 and u0 = 2. First we will discuss the parameters of the 

payoff function: � , �  and b. Then the influence of �  is considered and furthermore the effect of 

the parameter �  on the fraction of the population choosing A will be illustrated. Finally the 

parameter �  is discussed. 

 

The parameter �  is set to 0 for the discussion of the parameters � , �  and b, because of the same 

reason why with the RD �  was 0 when the first parameters were discussed. We want that the 

entire population uses the updating from the ADCD.  

 

The effect of �  

We start by looking at the effect of �  with different values of � . This is illustrated in Figure 20, 

where three bifurcation diagrams are shown. In this figure �  runs from 0 till 100 and �  takes 

the values -1, 0 and 1. 
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�  = -1     �  = 0     �  = 1 

   
Figure 20: ADCD; effect of � Î [0, 100] and �  =0, b=0.6, � =0 and  � =1  

 

The effect on the dynamics is clearly different from the effect of �  and �  on the dynamics of 

the RD. When 	  is small the dynamics is stable. In other cases a 2-cycle appears, which means 

that the fraction of the population choosing A is fluctuating between 2 values.  

The mean of the fraction of the population choosing A is higher when �  is 1 than when �  is -1. 

The dynamics is not as much concentrated around b than in the RD. 

 

The effect of b 

Now we are going to look at the effect of b. In the three bifurcation diagrams of Figure 21 b 

runs from 0 till 1 and �  is 5, 10 or 45. 

 

	  = 5    	  = 10    	  = 45  

   

Figure 21: ADCD; effect of b Î [0,1] and �  =0, �  = 0, � =0, � =1 and 	  = 5, 	  = 10, 	  =45 

 

Just as seen with the effects of �  a 2-cycle appears, but only when b is not close to 0 or 1. 

When �  is big enough, then the value of b does not influence the fraction of the population 

choosing A like it did with the Replicator Dynamics. It looks like even when �  is large, which 

means the payoff function is almost a step function, the participants are not able to coordinate, 

when b is not close to 0 or 1. Furthermore the dynamics look symmetric around 0.5. 

 

The effect of �  

We will now examine the effect of �  on the fraction of the population choosing A. In Figure 

22 a bifurcation diagram is shown, where �  runs from -3 till 3.  
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Figure 22: ADCD; effect of �  Î [-3, 3] and �  =0, b = 0.6, � =0 and � =1 

 

We are not surprised that Figure 22 does not show spectacular dynamics. Under the chosen 

values of the other parameters, we already have seen that the dynamics is either stable or has a 

2-cycle. 

 

The effect of �  

A parameter particular to the ADCD, is �  and we will discuss its effect on the dynamics now. 

In Figure 23 this is illustrated by the bifurcation diagrams with �  from 0 till 3, where 	  has 

three values 10, 45 and 100. Note �  is not equal to 0, but is equal to 0.5. When �  = 0 only two-

cycles can be observed. 

 

	  =10    	  =45    	  =100 

   

Figure 23: ADCD: effect of �  with �  =0.5, � =0, b=0.6, � =0  

 

When �  is close to 0, we expect a 2-cycle of 0 and 1. We expect this, because a small 

difference in payoff between the 2 strategies is expanded enormously in the system of this 

behavioural model.  

When �  gets larger the dynamics become more complex. When �  gets larger again, the 

dynamics will always settle down again. 

When �  becomes large, the population splits evenly between the optimistic and the 

pessimistic strategy. A difference in payoff only has a small influence on this system. In this 

case the one half of the population will choose action A and the other half will choose action 

B. In Figure 23 the fraction of the population choosing sector A when �  =3 is around 0.58. 
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When �  become s really large, the fraction of the population choosing A is converging very 

slowly towards 0.5. 

 

The effects of �  

In Figure 24 the effect of �  is illustrated again, but now the bifurcation diagrams are made 

with �  =0.5. 

 

  	  =45    	  =100 

  

Figure 24: ADCD, effect of �  with �  =0.5, �  = 1, b=0.6 and � =0  

 

It is remarkable, as was already noted when the effect of 	  was discussed, that the mean 

increases with � , but also the variance does. 

 

The effects of 
  

The effect of �  on the dynamics of the ADCD can be seen in Figure 25. We already saw in the 

previous descriptions of the effects of the other parameters that a 2-cycle appears when �  is 

small. When �  gets larger, some erratic dynamics can be seen, but when �  becomes closer to 1 

the variability decreases. There will be more focus on the past performances of a strategy than 

on the present ones and therefore there will be more stability when �  becomes closer to 1.  

 

	  =10    	  =45    	  =100 

   

Figure 25: ADCD, effect of �  with �  =0, �  = 1, b=0.6 and � =0  
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The effects of �  

Finally the effect of �  will be discussed. Only a fraction of (1 - � ) of the population will 

update its strategy according to the ADCD. In Figure 26 we will try to explain what the effect 

of a positive value for �  is. 

 

	  =10    	  =45    	  =100 

   

Figure 26: ADCD, effect of �  with �  =0, �  = 1, b=0.6 and �  = 0.5  

 

When we look at Figure 26, the variability of the system decreases when �  becomes larger 

(and �  is not small). The dynamics or fraction of the population choosing A seems to be 

around b. 

 

6.4 Pessimists and Optimists in the RL 
 

We used the following version of the Reinforcement Learning model for the simulations: 
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The model has the payoff function: ( ) ( ) )
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First we will discuss the parameters of the payoff function: � , �  and b. 

The parameter �  is set to 0 and the initial conditions are x0 = 0.25 and u0 = 2. 
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The effects of �  
We will illustrate the effect of �  with different kinds of values of � . The parameter �  and �  

change the payoff function: �  changes the steepness of the function and �  the distance between 

� s and � f. 

 

   �  = -1    �  = 0    �  = 1 

   
Figure 27: RL; effect of �  with b=0.6, �  = 0.1, �  = 0.2 and �  = 0  
 
When �  is low, the dynamics is stable around b and has a steady state. At �  = 0 the dynamics 

change in a 2-cycle. When �  is not equal to 0 the dynamics become less stable. For a positive 

�  there is an increase seen in the fraction of the population choosing A. For a negative �  there 

is a decrease seen in the fraction of the population choosing A. This can be explained with the 

value of � h. When �  is positive, � h is closer to � f and so the incentive to choose A is bigger, the 

participant has more to gain and less to loose by choosing A. This mechanism works the other 

way around when �  is negative. 

 

The effects of b 

We now look at the effect of b illustrated in Figure 28. 

 
	  = 25     	  = 45    	  = 100 

   
Figure 28: RL; effect of b Î [0, 1] and 	  = 0.1, �  = 0.2, �  = 0 and �  = 0 and �  = 5, �  = 10, �  =45 

 

Just as in the RD model when �  is small, the dynamics is stable around b. Only when �  

becomes really large the fraction of the population choosing A is more unstable, but it is still 

around b. 
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The effects of �  

Furthermore we illustrate the effect of �  with different values of 	  

 
	  = 25      	  = 45    	  = 100 

    
Figure 29: RL; effect of �  Î [-3, 3] and b=0.6, 	  = 0.1, �  = 0.2, �  = 0 and �  = 25, �  = 45, �  =100 

 

It looks like the value of �  does not have an effect on the mean of the fraction of population 

choosing A. When �  is small the dynamics is stable, when 	  increases the dynamics become 

more unstable from the interval of �  of [-2, 2].  

 

The effects of 	  

Now we investigate the effect of the parameters specific for the RL model: parameters 	  and � . 

First the effect of 	  is illustrated in Figure 30. 

 

�  = -1    �  = 0    �  = 1 

   
Figure 30: RL; effect of 	 Î  [0, 0.3] and b=0.6, �  = 45, �  = 0.2, �  = 0 and �  = -1, �  = 0, �  =1 

 

This effect looks like the effect of � . For small values of 	  the dynamics, so the fraction of the 

population choosing A is stable and around b. When 	  becomes bigger the dynamics become 

more unstable. This also depends on the value of � . When �  is 0, there is a 2-cycle, but when �  

is negative or positive the dynamics becomes more complicated. Another effect of �  is also 

seen. When �  is smaller than 0, the mean of the dynamics is smaller than b. And when �  is 

higher than 0, the mean of the dynamics is bigger than b. 

 
 
The effects of �  
Figure 31 illustrates the effect of � . 
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�    = -1    �  = 0    �  = 1 

   
Figure 31: RL; effect of  �  Î  (0,1] and b=0.6, �  = 45,  	  = 0.1,  �  = 0 and  �  = -1, �  = 0, �  =1 

 

This dynamics are looking very stable. Only when �  is 0 we see a 2-cycle. The dynamics 

doesn’t change that much when �  is bigger. It looks like �  does not have a lot of effect on the 

fraction of the population choosing A. 

 

The effects of �  

Finally the effect of �  is discussed and illustrated in Figure 32. When �  is small the fraction of 

the population choosing A is around b. This stays the same for the mean of the fraction, but 

when �  is big enough a 2-cycle around b appears. 

 

	  = 25     	  = 45    	  = 100 

   
Figure 32: RL; effect of �  Î  [0, 1] and b=0.6, �  = 0, 	  = 0.1, and �  = 0.2 and �  = 25, �  = 45and �  = 100 
 
 

6.5 Similarities and differences  
 
In the previous paragraphs the effects of the parameters on the three behavioural models with 

the two strategies were discussed. In this paragraph we show the similarities and differences 

between the models. This again is discussed for each parameter. 

 

In all three systems the effect of �  is similar. When �  is small the dynamics are stable. In the 

systems of the RD and the RL the dynamics are stable around b. When �  is bigger a different 

kind of dynamics occurs. In the system of the ADCD a 2-cycle is seen when �  is bigger. 
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Furthermore the effect of �  is less clear. In the systems of the RD and the RL the mean of the 

fraction of the population choosing A is higher when �  becomes larger in case �  is between -2 

and 2. In the ADCD the effect of �  is very small. Simple dynamics establish when �  is 0. In 

case �  is not equal to 0 the dynamics is more complicated. 

 

As was the case with � , the effect of b is similar only in the systems of the RD and the RL. 

When the value of b increases, then also the fraction of the population choosing A increases. 

In the system of the ADCD again a 2-cycle appears. There is no influence of b on the 

dynamics, when b is close to 0 or 1. 

 

The effects of �  and �  are comparable and this is intuitive. Both represent the fraction of the 

population that doesn’t update his strategy on the basis of the fitness measure. This fraction 

uses the same strategy as was used in the previous period (in case of the ACDC) or is even 

divided between the 2 strategies (for the RD). The dynamics become more stable, when �  and 

�  got closer to 1. 

 

The parameter �  is only part of the ADCD. When �  is small, a 2-cycle is observed in the 

system. If �  gets larger, first some different kind of dynamics are seen, but when �  keeps 

increasing the dynamics become stable around b. 

 

The effects of 	  and �  are specific for the RL. The effect of 	  is similar to that of � . The effect 

of �  is difficult to describe and is probably hardly noticeable. 

 

The effect of �  is similar for all three behavioural models. When �  becomes closer to 1, the 

fraction of the population choosing A will converge to b. Because then the performances of 

the past becomes more important and any fluctuations of the performances in the present do 

not influence the dynamics any more.  

 
We have seen what the effects of the different parameters are in the systems of the three 

behavioural models. With this knowledge about the effects we will simulate in the next capter 

the behavioural models again, but now applied to the UvA experiment of Chapter 4. 
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Chapter 7 Experiment and Behavioural Models 
 

In this chapter the behavioural models and the UvA experiment will be combined. First the 

experiment will be rebuild without the possibility of switching between strategies. This is 

done to see which strategies will give a better description of the UvA experiment results: 

choice strategies or prediction strategies.  

The strategies that are optimal are used in the simulations with the behavioural models. These 

simulations are used to answer the questions of Chapter 1: 

1. Which equilibrium will be reached in the El Farol game under an evolutionary 

framework? 

2. Which strategies will survive the evolutionary competition? 

3. What are the differences between the three behavioural models? 

4. What is the effect of different parameters of the models on the outcome of the questions 

above? 

 

 

7.1 Choice Strategies versus Prediction Strategies 
In this paragraph the strategies found in Chapter 4 will be compared to the experiment. In 

Chapter 4 some strategies are based on the choices the participants made (choice strategies) 

and some strategies are based on the prediction the participants made (prediction strategies). 

In this paragraph the experiment will be rebuild twice, first using the choice strategies and 

next using the prediction strategies. By doing this we can see which strategies will be 

performing better in the sense that its dynamics looks most similar to the dynamics of the 

UvA experiment. The best performing strategies will be used in the next paragraph. 

  

In deciding which strategies are optimal we will compare the following variables in both 

versions of the rebuild model with the variables derived from the UvA experiment: 

- fraction of the population choosing sector A  

- payoff (choices) 

- number of changes 

These variables will be presented per group in a table, where the outcome of the variables for 

the UvA experiment, the prediction strategies group and the choice strategies group will be 

given and also the mean of the group will be shown. 
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A strong assumption of using the prediction strategies is, that when the participant predicts a 

wage that is higher than the wage of sector B, his choice will be sector A  and vice versa. 

Keep in mind that in paragraph 4.8 we noted that a number of participants in the UvA 

experiment did not always keep satisfy assumption (15% of the total number of choices was 

inconsistent). 

 

In Appendix 3 Table A.3 gives, for every group, an overview of which prediction and choice 

strategies are used. The yellow numbers in this table represent the differences between the 

two groups. When the numbers are not yellow, then both groups use the same strategy. The 

strategy which is used in that case is dependent on which group is not having a strategy for 

the participant. 

 

For each group the variables that are to be compared are calculated. These calculations are the 

mean of 5 simulations. We also looked at the mean of 10 simulations, but this did not differ 

significantly. We used the mean of 5 simulations for two reasons. First because of the way the 

choice payoff is formulated, namely with noise. This means that the results can vary 

considerably, so to diminish this effect we take an average. The second reason is the mixed 

strategy, which is a random process and also has considerably large differences between 

simulations. 

 

Next we will discuss for each group what happens in these simulations and which strategies is 

performing the best.  

 

Group 1 

group 1 Number choosing A Fraction choosing A Payoff (choice) # changes 

Subject exp pred strat choice strat exp pred strat choice strat exp pred strat choice strat exp 
pred 
strat 

choice 
strat 

1-p 17 50 50 0.3400 1.0000 1.0000 4,881 3,897 4,166 21 0 0 

2 36 11 9 0.7200 0.2200 0.1760 5,166 4,736 4,813 25 16 16 

3-c 24 29 28 0.4800 0.5840 0.5560 4,945 4,221 4,320 28 26 26 

4 45 50 50 0.9000 1.0000 1.0000 5,345 3,897 4,166 8 0 0 

5-c 28 31 27 0.5600 0.6240 0.5400 5,061 4,340 4,360 22 25 24 

6 2 41 0 0.0400 0.8240 0.0000 4,951 3,955 5,000 4 16 0 

7 49 41 50 0.9800 0.8280 1.0000 5,441 3,930 4,166 2 13 0 

Mean 29 36 31 0.5700 0.7257 0.6103 5,113 4,140 4,427 16 14 9 
Table 7: Descriptive statistics of UvA experiment, Prediction Strategies  and Choice Strategies for group 1 mean 

and per participant. Italics means the same strategy is used for both groups with “-p” the prediction strategy 

and “-c” the choice strategy. 
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The italic participants use the same strategy in each of the two approaches (the prediction and 

the choice strategies). When the subject has “-p” behind its subject number in the first 

column, this means the prediction strategy is used for both groups. When there is “-c” behind 

the number the choice strategy of the participant is used for both groups. The non-italic 

participants have different strategies in both groups.  

In the mean the choice strategies are performing better in all categories except ”# changes”. 

The better performance of the prediction strategies in “# changes” is misleading. In the mean 

the prediction strategies have a number of changes of 14, while the choice strategies have a 

number of changes of 9. In the UvA experiment the number of changes is 16. So just looking 

at the mean the conclusion is, that the prediction strategies are performing better.  

We now look at the individual level. Participant 1 has 21 number of changes in the UvA 

experiment. Both the prediction strategy as the choice strategy give a number of changes of 0. 

So both strategies are performing poorly and if this was the only poor performance, the mean 

would be lower than the mean of the UvA experiment.  

Participant 6 and 7 have as number of changes in the UvA experiment 4 and 2. The prediction 

strategy gives 16 and 13 for participants 6 and 7, which is a lot higher. In the choice strategy 

the number of changes for both participants 6 and 7 is 0, which is a lot closer to the actual 

number of changes than the prediction strategies suggest. 

So because in the prediction strategies the number of changes of participant 1 is lower and of 

participants 6 and 7 is higher than the number of changes of these participants in the UvA 

experiment, the mean is almost the same for both strategies. But in fact the prediction 

strategies is performing worse than the choice strategies group. 

 

It is remarkable, that the actual payoff of the experiment is outperforming both simulations at 

the aggregate level. Individually the payoff of the experiment is not always higher. For 

example, for participant 6 the payoff of the choice strategy simulation is 5000, while the 

payoff of the UvA experiment is 4951, but this is an exception. 

 

Group 2 

In this group it is not so easy to see in Table 8 which strategies are performing better. It could 

even be said, that both strategies are performing poorly especially on an individual level. It 

can be seen that for participants 1, 2, 4 and 6 the number of times choosing A (“#a”) is for 

both strategies not even close. So no optimal strategies can be chosen.  
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It is remarkable that again the payoff of the experiment is higher than the payoff of the 

simulations. 

 

group 2 # a # a/ periods Payoff (choice) # changes 

Subject exp pred strat choice strat exp pred strat choice strat exp pred strat choice strat exp 
pred 
strat 

choice 
strat 

1-p 40 13 18 0.8000 0.2640 0.3680 5,479 4,668 4,518 3 22 33 

2-p 11 43 41 0.2200 0.8640 0.8240 4,897 4,235 4,289 7 13 17 

3 5 41 0 0.1000 0.8200 0.0000 4,915 4,145 5,000 10 15 0 

4-p 42 21 1 0.8400 0.4200 0.0200 5,364 4,465 4,972 14 34 1 

5-p 43 31 29 0.8600 0.6240 0.5800 5,434 4,627 4,858 9 32 33 

6 19 38 45 0.3800 0.7560 0.9000 4,925 4,059 4,368 11 21 10 

7 48 50 50 0.9600 1.0000 1.0000 5,508 4,224 4,492 4 0 0 

Mean 30 34 26 0.5900 0.6783 0.5274 5,217 4,346 4,642 8 20 13 
Table 8: Descriptive statistics of UvA experiment, Prediction Strategies and Choice Strategies for group 2 mean 

and per participant. Italics means the same strategy is used for both groups with “-p” the prediction strategy 

and “-c” the choice strategy. 

 

Group 3 

group 3 # a # a/ periods Payoff (choice) # changes 

Subject exp pred strat choice strat exp pred strat choice strat exp pred strat choice strat exp 
pred 
strat 

choice 
strat 

1 50 49 50 1.0000 0.9840 1.0000 5,267 3,871 4,101 0 2 0 

2 24 47 31 0.4800 0.9320 0.6120 4,884 3,937 4,348 22 6 23 

3 31 50 33 0.6200 0.9920 0.6560 4,930 3,914 4,285 15 1 21 

4 34 23 27 0.6800 0.4600 0.5440 4,931 4,409 4,392 24 32 27 

5-p 16 48 47 0.3200 0.9640 0.9480 4,804 3,900 4,095 20 1 3 

6-c 32 26 30 0.6400 0.5280 0.6000 4,979 4,378 4,308 19 24 26 

7-p 9 31 30 0.1800 0.6200 0.6040 4,851 4,258 4,321 9 29 30 

Mean 28 39 35 0.5600 0.7829 0.7091 4,949 4,095 4,264 16 14 18 
Table 9: Descriptive statistics of UvA experiment, Prediction Strategies and Choice Strategies  for group 3 mean 

and per participant. Italics means the same strategy is used for both groups with “-p” the prediction strategy 

and “-c” the choice strategy. 

 

In this group the choice strategy is performing better as is illustrated in Table 9. All values of 

the variables of the choice strategies are closer to the values of the variables of the UvA 

experiment.  

Only the simulations of participants 5 and 7 are deviating a lot from the UvA experiment. But 

this holds for both the prediction strategies group and  the choice strategies group and for the 

other participants the choice strategies group is performing much better. 

 

Again the payoff of the experiment is the highest, in the mean and individually. 
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Groups 4, 5 and 6 

In these three groups the choice strategy is performing much better and similar, so that is why 

we discuss them together. The choice strategies are performing better individually and on 

group level for (almost) all participants and all categories, as can be seen in Table 10.  

It is again remarkable that the payoff of the experiment is more than in the simulations at 

aggregate level. 

 
 
group 4 # a # a/ periods Payoff (choice) # changes 

Subject exp pred strat choice strat exp pred strat choice strat exp pred strat choice strat exp 
pred 
strat 

choice 
strat 

1 31 50 30 0.6200 1.0000 0.6000 4,954 3,828 4,467 14 0 23 

2 49 39 50 0.9800 0.7800 1.0000 5,341 3,999 4,532 2 19 0 

3 29 50 32 0.5800 1.0000 0.6400 4,87 3,828 4,446 26 0 23 

4 9 48 0 0.1800 0.9640 0.0000 4,838 3,779 5,000 7 3 0 

5 34 22 30 0.6800 0.4360 0.6000 4,995 4,448 4,402 29 22 24 

6 44 48 50 0.8800 0.9560 1.0000 5,316 3,837 4,532 11 2 0 

7-c 1 0 0 0.0200 0.0000 0.0000 4,951 5,000 5,000 2 0 0 

Mean 28 37 27 0.5600 0.7337 0.5486 5,038 4,102 4,626 13 7 10 

group 5 # a # a/ periods Payoff (choice) # changes 

Subject exp pred strat choice strat exp pred strat choice strat exp pred strat choice strat exp 
pred 
strat 

choice 
strat 

1 29 41 30 0.5800 0.8280 0.5960 5,051 4,030 4,553 23 10 25 

2 35 50 33 0.7000 1.0000 0.6520 5,118 3,797 4,532 24 0 22 

3 32 49 30 0.6400 0.9800 0.5920 5,190 3,827 4,554 13 1 25 

4 3 5 0 0.0600 0.0960 0.0000 4,946 4,867 5,000 6 7 0 

5-c 37 49 49 0.7400 0.9800 0.9800 5,257 3,827 4,575 7 1 1 

6 29 50 28 0.5800 0.9960 0.5680 5,073 3,803 4,486 35 0 26 

7 35 8 32 0.7000 0.1520 0.6480 5,244 4,804 4,529 14 6 24 

Mean 29 36 29 0.5700 0.7189 0.5766 5,126 4,137 4,604 17 4 18 

group 6 # a # a/ periods Payoff (choice) # changes 

Subject exp pred strat choice strat exp pred strat choice strat exp pred strat choice strat exp 
pred 
strat 

choice 
strat 

1-p 38 48 49 0.7600 0.9640 0.9880 5,158 3,788 4,362 12 2 1 

2 33 50 29 0.6600 1.0000 0.5880 5,089 3,731 4,367 12 0 24 

3 25 35 30 0.5000 0.6960 0.6040 5,049 4,128 4,390 17 20 22 

4 23 50 28 0.4600 1.0000 0.5680 4,933 3,731 4,451 23 0 22 

5-c 1 0 0 0.0200 0.0000 0.0000 4,982 5,000 5,000 2 0 0 

6 35 50 27 0.7000 1.0000 0.5440 5,087 3,731 4,433 16 0 26 

7-p 39 50 50 0.7800 1.0000 1.0000 5,367 3,731 4,376 16 0 0 

Mean 28 40 31 0.5500 0.8086 0.6131 5,095 3,977 4,483 14 3 14 

 
Table 10: Descriptive statistics of UvA experiment, Prediction Strategies Group and Choice Strategies Group 

for group 4, 5, 6  mean and per participant. Italics means the same strategy is used for both groups with “-p” 

the prediction strategy and “-c” the choice strategy. 
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Summarizing, the choice strategies are almost always performing better than the prediction 

strategies. Only for group 2 there are no optimal strategies. For the other groups, the choice 

strategies are performing better.  

In the next paragraph the choice strategies will be used to see what happens when we let the 

participants also have the ability to switch between the different strategies in a simulation 

surrounding. This switching between strategies occurs by using the behavioural models 

discussed in Chapter 5. In the next paragraph we will also focus on answering the thesis 

questions stated in Chapter 1 and at the beginning of this chapter. 

 

 

7.2 Behavioural models and the experiment 
 

In the previous paragraph we decided to use the choice strategies in this paragraph. Using 

computer simulations and the three behavioural models discussed in Chapter 5 we will 

investigate what happens if agents are allowed to switch between strategies.  

 

The different groups of the experiment will be discussed in the following order. Group 5 will 

be first discussed, because in this group only the mixed and the pessimistic strategies are used. 

Then groups 4 and 6 will follow. In group 4 the optimistic strategy and in group 6 a FOH-

prediction strategy is added. Group 3 will be looked at to compare with group 6 since in this 

group instead of the pessimistic strategy the optimistic strategy is used. 

Then groups 2 and 1 will be looked at: group 2 has FOH-prediction, optimistic, pessimistic 

and naive strategies. Group 1 also has the mixed strategy and therefore has all strategies 

discussed. In appendix 3 these strategies are also mentioned per group. 

 

For each group our three behavioural models will be discussed: the Replicator Dynamics 

(RD), the Adaptive Discrete Choice Dynamics (ADCD) and the Reinforcement Learning 

model (RL). The different rules for each group used in the simulation program E&F Chaos 

are stated in Appendix 4. 

 

7.2.1 Group 5 (mixed and pessimistic) 
In this group only 2 different strategies are used. The results of the experiment (see Chapter 4) 

showed that one participant was using neither a choice strategy nor a prediction strategy. 
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Because the majority of the group is using the mixed strategy, we assume that this participant 

also will be. There are 6 participants in this group having the mixed strategy, therefore the 

initial condition of fraction of the population using the mixed strategy is 6/7 and 1/7 is the 

initial condition of the fraction of the population using the pessimistic strategy. 

 

The mixed strategy that is used here can be interpreted as follows. Of the fraction of the 

mixed strategy-followers 0.5759 is choosing sector A and (1-0.5759) is choosing sector B. 

 

Let us first look at the time series of the fraction which is choosing sector A(total
tx ) in Figure 

33: 

 

   

RD: time series of total
tx  with � =0.5 and �  =0.5 ADCD: time series of total

tx  with � =0.5, � =1 and � =0.5  

 

RL: time series of total
tx  with � =0.5, 	=0.01 and � =0.05 

Figure 33: Time series of total
tx  for the three behavioural models 

 

The dynamics of the RD and the RL both look stable, but they are stable at different levels. 

The dynamics of the ADCD has more fluctuations. But the general conclusion is, that the 

dynamics of total
tx  is converging to a constant. For the RL and ADCD this value seems to be 

the symmetric mixed strategy Nash equilibrium. For the RD it doesn’t look like a Nash 

equilibrium. 
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We will look at whether one strategy is going to dominate the other. By dominating we mean 

that the fraction of the population using the strategy is bigger than the other fractions. We will 

put �  and �  to 0 for a reason. This prevents that, in spite of a bad performance, still a fraction 

of the population will be using the strategy. Figure 34 only show mixed
tx , because 

mixed
t

pes
t xx -=1 . 

 

  

 RD: time series of mixed
tx with � =0.5 and � =0.5 DCD:time series of mixed

tx with � =0, � =1 and � =0.5 

 

RL: time series of mixed
tx with � =0.5, 	=0.01 and � =0.05 

Figure 34: Time series of mixed
tx  for the three behavioural models 

 

For the RD and the RL it is clear that the mixed strategy is dominating the pessimistic one, 

because mixed
tx  is 1 or converging to 1. For ADCD the dynamics of mixed

tx  is fluctuating, but 

still the mean of the mixed strategy is higher than the mean of the pessimistic strategy. 

This can be explained as follows. The payoff of the pessimistic strategy is the wage of sector 

B, which is 100 for every period. The payoff of the mixed strategy is dependent on how large 

the fraction of the population is that chooses action A. The fraction of the population choosing 

A is only using the mixed strategy, because the pessimistic strategy will never result in letting 

the participant choose action A. As said: of the fraction of the population using the mixed 

strategy only 0.5759 will choose action A and (1-0.5759) will choose B. So the payoff of the 

mixed strategy is mixed
tp = wage of sector A x 0.5759 + wage of sector B x (1-0.5759). From 

this equation we can conclude that the payoff of the mixed strategy is higher than the payoff 

of the pessimistic strategy, when the wage of sector A is higher than the wage of sector B, 

which is 100. The wage of sector A is lower than the wage of sector B, when the fraction 
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choosing sector A is less than 0.5714. The wage of sector A is equal to the wage of sector B 

when the fraction of population using the mixed strategy is 0.5759 x mixed
tx = 0.5714, so when 

9592.0
5759.0
5714.0

==mixed
tx . When the fraction of the population using the mixed strategy is 

lower than 0.9592, the wage of sector A will be higher than the wage of sector B. So in that 

case the payoff of the mixed strategy is higher than the payoff of the pessimistic strategy and 

therefore will the fraction of the population using the mixed strategy grow at the expense of 

the fraction of the population using the pessimistic strategy. 

 

We are interested in whether the mixed strategy still be dominating, when �  and �  are not 

equal to 0. The effects of �  and �  on the fraction of the population choosing the mixed strategy 

is illustrated in Figure 35. 

    

RD: bifurcation diagram of mixed
tx  and �  Î  [0, 1] ADCD:  bifurcation diagram of mixed

tx  and �  Î  [0, 1] 

with � =0.5     with � =0.5 

Figure 35: Bifurcation diagrams of mixed
tx  for two behavioural models: RD and ADCD 

 

In the RD a positive, nonzero �  implies that there is always a fraction playing the pessimistic 

strategy. When �  = 1 half of the population will be playing the pessimistic strategy and half of 

the population will be playing mixed. 

For the ADCD it is more difficult to see. In this system (1 - � ) of the population is updating its 

strategy, but �  of the population is not. The part of the population which is not updating its 

strategy just uses the same strategy as in the previous period. So when �  is close to 1 and the 

mixed strategy was performing well in the past, the fraction using this strategy get a positive 

push in the next period.   

 

Now we will look at Figure 36 to see whether the memory-parameter has an effect on the 

fraction of the population using the mixed strategy. 
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RD: bifurcation diagram of mixed
tx  with � =0   DCD: bifurcation diagram of mixed

tx with �  =0 

 

RL: bifurcation diagram of mixed
tx  with 	=0.01 and � =0.05 

Figure 36: Bifurcation diagrams of mixed
tx  with �  Î  (0, 1) for RD, ADCD and RL 

 

The mixed strategy is clearly still dominating in the systems of the RD and the RL for every 

value of � . For ADCD the bifurcation diagram is more difficult to explain. In the system of 

ADCD the fraction of the population using the mixed strategy fluctuates more than in the 

other two systems. When the memory parameter �  is not 0 any more, these fluctuations will 

be ‘remembered’ longer by the system, so that is why there are more fluctuations in the 

fraction of the population choosing the mixed strategy when �  is not close to 0. 

 

Finally we will look at the dynamics of the systems of the three behavioural models to see 

whether the dynamics will converge to an equilibrium and if so, which equilibrium will it be. 

We are using descriptive statistics (see Figure 37) to determine this. 

The fraction of the population choosing A seems to converge to the symmetric mixed strategy 

Nash Equilibrium for the systems of the RD and the RL. This makes sense, because for these 

systems the mixed strategy is dominating the pessimistic strategy. 

We are testing the hypothesis, that the mean of the systems of the behavioural models is the 

same as the symmetric mixed strategy Nash equilibrium. We already tested this hypothesis in 

Chapter 4.6 for the dynamics of the UvA experiment. The 95 %-confidence interval for this 

test is (0.523; 0.629). When the mean lies in this interval, then the null hypothesis of the 

symmetric mixed strategy Nash equilibrium cannot be rejected. 



 76 

   

RD, descriptive statistics total
tx with � =0.5, � =0 ADCD, descriptive statistics total

tx with � =0.5, � =0 and 

� =1  

 

RL, descriptive statisticstotal
tx  with � =0.5, 	=0.01 and � =0.05 

Figure 37: Descriptive statistics of total
tx for three behavioural models: RD, ADCD and RL 

 

.Notice that b (is 0.6) lies in this interval, so when the mean is close to b, this will not reject 

the null hypothesis of the symmetric mixed strategy Nash equilibrium. In Figure 37 the means 

of the dynamics of the three behavioural models can be seen. The means for the dynamics of 

the RD, the ADCD and the RL are respectively 0.5772, 0.3848 and 0.5579. This means, that 

the null hypothesis of the symmetric mixed strategy Nash equilibrium is only rejected for the 

ADCD. The null hypothesis is not rejected for the fraction of the population choosing A of the 

RD and the RL.  

 

Now we will go further with groups 6 and 4. Group 6 has the same strategies as group 5, but 

there is also a FOH-prediction strategy added in this group. Group 4 has an optimistic strategy 

added. 

 
 

7.2.2 Group 4 (pessimistic, optimistic and mixed) 
 
In Chapter 6 we have seen the dynamics of the different behavioural models with the 

pessimistic and optimistic strategy. In group 4 these two strategies are present, but as extra 

third strategy the mixed strategy is used. We are interested whether the mixed strategy will 
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still be dominating and whether the symmetric mixed strategy Nash equilibrium will be the 

equilibrium the dynamics of the different models will reach, just like in group 5. 

 

The initial conditions are that 3/7 (3 participants in this group have the mixed strategy) of the 

population is using the mixed strategy, 2/7 (2 participants in this group have the pessimistic 

strategy) of the population is using the pessimistic strategy and 2/7 (2 participants in this 

group have the optimistic strategy) of the population is using the optimistic strategy. 

 

First we will look at the time series of the dynamics of the systems of the three behavioural 

models, shown in Figure 38.  

 

    

RD, time series of total
tx with � = 0.5 and � =0.5 ADCD: time series of total

tx with �  = 0.5, � =0.5 and � =1 

 

RL: time series of total
tx with 	=0.01 and � =0.05 

Figure 38: Time series of total
tx  for the three behavioural models 

 

In comparison with group 5, discussed in paragraph 7.2.1 it looks like the minimum of the 

dynamics is higher than the minimum of the dynamics of group 5. This can be explained by 

the fraction of the population using the optimistic strategy. Furthermore we see in Figure 38, 

that the dynamics of the systems of the RD and the ADCD have more fluctuations than the 

dynamics of the RL. 

 

In group 5 the mixed strategy was dominating the other strategy. We will now see whether 

this also happens in group 4. Again �  (of the RD) and �  (of the ADCD) are 0 for the same 
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reason these parameters were 0 in group 5. We want to prevent that, in spite of the 

performance, still a fraction of the population will be using all three strategies. 

 

First the fraction of the population using the three strategies will be looked at for the 

dynamics of the RD (see Figure 39). 

 

   
mixed
tx     pes

tx     opt
tx  

Figure 39: RD, time series of mixed
tx , pes

tx  and opt
tx  with  
 = 0.5 and � =0 

 

The mixed strategy clearly gets dominated by the optimistic and the pessimistic strategy. The 

fraction of the population using the mixed strategy is seen in the left graph of Figure 39 and is 

almost 0. 

We will now look whether this dominating of the mixed strategy also happens in the 

dynamics of the system of the ADCD (see Figure 40). 

 

   
mixed
tx     pes

tx     opt
tx  

Figure 40 :ADCD, time series of mixed
tx , pes

tx  and opt
tx  with �  = 0.5, � =0.5 and � =1 

 

The fractions of the population using the three strategy has, just like in group 5, many 

fluctuations, so it is less clear than in the system of the RD, which strategy is dominating. But 

when we look at the mean of the dynamics, we can conclude that the mixed strategy is 

dominated by the optimistic and the pessimistic strategies.  

Finally we look at the fractions of the three strategies in the system of the RL by looking at 

Figure 41. 
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mixed
tx     pes

tx     opt
tx  

Figure 41: RL, time series of mixed
tx , pes

tx  and  opt
tx  with 	  = 0.01, �  = 0.05 and � =0.5 

In this dynamics of the RL the mixed strategy is dominating the pessimistic and optimistic 

strategy. The fraction of the population using the mixed strategy is larger than the fractions of 

the population using the optimistic or the pessimistic strategy. So in the dynamics of the RL 

another strategy is dominating than in the dynamics of the RD and the ADCD.  

 

The effect of the memory parameter m will be examined. For all systems of the three 

behavioural models a bifurcation diagram is given in Figure 42. 

 

       

RD: bifurcation diagram of total
tx  with � =0.5  ADCD: bifurcation diagram of total

tx with �  =0.5 

 

RL: bifurcation diagram  of total
tx with 	=0.01 and � =0.05 

Figure 42:Birfurcation Diagrams of total
tx with �  Î  (0,1)  for the three behavioural models 

 

The three graphs of Figure 42 are different, but the conclusion for the systems of the three 

behavioural models is the same. It seems the value of �  is of no importance on the fraction of 

the population choosing A, except when �  is close to 0 (see ADCD) or when �  is close to 1 

(RD). 
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We will now investigate the parameters, that are specific for the behavioural models: �  (RD) 

and �  (ADCD). We set memory parameter �  at 0.5. We will first look at the effect of � . 

 

 

Figure 43: RD, Bifurcation diagram of total
tx  with �  Î  (0, 1) and � =0.5 

 

The dynamics seen in Figure 43 can be explained. When �  is 1, the strategies are divided 

evenly among the three strategies. The optimistic strategy gets 1/3 of the population and this 

strategy let its fraction always choose sector A. The pessimistic strategy also gets 1/3 of the 

population. The followers of this strategy never choose sector A. Only a part of 0.5759 of the 

fraction of the population using the mixed strategy, also 1/3, will choose sector A. So when �  

is 1, the fraction of the population choosing sector A is 1/3 (optimistic) and 1/3*0.5759 

(mixed), which is 0.5352.  

Note that when �  is 1, no strategy will be dominating or dominated, because every strategy 

gets 1/3 of the population as followers. 

 

Now we will see, that whether the effect of �  in the system of ADCD is the same as �  in the 

system of RD. In Figure 44 the bifurcation diagram of total
tx with �  Î  (0, 1) is shown. 

 

   
�  =0    �  =0.5    �  =1 

Figure 44: ADCD, Bifurcation diagram of total
tx  with �  Î  (0, 1) and � =0.5 

 

The dynamics of ADCD here looks more complicated than the dynamics of the RD. The 

dynamics of the system are easy to explain when �  is 1. Then the fraction of the population 
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using the different strategies is equal to the initial conditions. The fraction at time 0 of the 

optimistic strategy (0.2857) and the fraction at time 0 of the mixed strategy (0.4286) times 

that part of the fraction of the mixed strategy choosing sector A (0.5759) is 0.5325. When we 

look at Figure 44 we see the dynamics converge to 0.5325 when �  becomes closer to 1.  

 

Finally we will show whether the dynamics of the models will converge to an equilibrium. 

We will do this by looking at Figure 45 and testing the null hypothesis of the symmetric 

mixed strategy Nash equilibrium, just like we tested in paragraph 7.2.1. 

 

   
RD, descriptive statistics total

tx with � =0.5, � =0 ADCD, descriptive statistics total
tx with � =0.5, � =0 and 

� =1  

 
RL, descriptive statisticstotal

tx  with � =0.5, 	=0.01 and � =0.05 

Figure 45: Descriptive statistics of total
tx for three behavioural models: RD, ADCD and RL 

 

Looking at Figure 45 again we can see that the dynamics of the RD and the RL are in the 

neighbourhood of the symmetric mixed strategy Nash equilibrium.   

The 95 %-confidence interval for testing whether the mean of the dynamics is different from 

the symmetric mixed strategy Nash Equilibrium is (0.523; 0.629). When the mean lies in this 

interval, then the null hypothesis of the symmetric mixed strategy Nash equilibrium cannot be 

rejected. In figure 44 the means of the systems of the three behavioural models can be seen. 

The means for the dynamics of the RD, the ADCD and the RL are 0.5753, 0.4913 and 0.5756. 

This means, that the null hypothesis of the symmetric mixed strategy Nash equilibrium is only 
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rejected for the system of the ADCD. The null hypothesis is not rejected for the systems of 

the RD and the RL. 

 

7.2.3 Group 6 (mixed, pessimistic and FOH) 
 

Instead of adding the optimistic strategy, as was done in group 4, in group 6 two FOH-

prediction strategies are added to the mixed and the pessimistic strategy of group 5. This is the 

first group, where a prediction strategy is used. As stated before, when the prediction rule 

predicts a higher wage in sector A then the strategy also let its user makes the choice for 

sector A. When the prediction is lower than the wage of sector B, the strategy will choose 

sector B. 

In Appendix 3 we show, that 4 participants in this group have the mixed strategy, 1 has the 

pessimistic strategy and 2 participants have 2 different kind of FOH-prediction strategies. 

Therefore the initial conditions in this group are 4/7 of the population is using the mixed 

strategy, 1/7 of the population is using the pessimistic strategy, 1/7 of the population is using 

the first FOH-prediction (see Appendix 3, participant 1) and 1/7 of the population is using the 

second FOH-prediction rule (see Appendix 3, participant 7). 

 

First we will look at the time series of total
tx  for the systems of the three different behavioural 

models, which is seen in Figure 46. 

 

      

RD, time series of total
tx with � = 0.5 and � =0.5 ADCD: time series of total

tx with �  = 0.5, � =0.5 and � =1 

 

RL: time series of total
tx with 	=0.01 and � =0.05 

Figure 46: Time series of total
tx  for the three behavioural models 
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It is remarkable, that the mean clearly seems higher than in the two groups before. 

Furthermore the dynamics of the system of the ADCD is smooth and the dynamics of the 

system of RL shows more fluctuations. 

 

Also for this group we will look whether there is a strategy dominating or dominated. 

 

   

Figure 47: RD, time series of mixed
tx  with �  = 0 and �  =0.5 

 

For both the dynamics of the RD and the ADCD the mixed strategy is dominating the other 

strategies. In Figure 47 the time series of the fraction of the population using the mixed 

strategy is shown for the system of the RD. The time series of mixed
tx  for the dynamics of the 

ADCD looks the same, so that is why there is no graph of this model in Figure 47. 

In the system of the RL the mixed strategy is dominating, but not as convincing as the 

strategy was dominating in the system of the RD and the ADCD. Figure 48 shows the time 

series of the fraction of the population using the mixed strategy in the system of the RL. The 

fraction is around 0.6, while the same fraction in the systems of the RD and the ADCD was 

near 1. 

 

 

Figure 48: RL, times series of  mixed
tx  with 	  = 0.01, �  = 0.05 and � =0.5 

 

The effect of �  , �  and �  is the same as discussed in paragraph 7.2.2, so we will refer to that 

paragraph for an extensive specification of the effects of these parameters on the dynamics of 

the fraction of the population choosing A.  
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The last question remaining is, whether the dynamics of the models of the three behavioural 

models in this group will converge to a Nash equilibrium. 

In Figure 49 with the time series of the different models it already looked like the dynamics 

are around the symmetric mixed strategy Nash equilibrium. 

For the testing whether the mean of the different dynamics is the same as the symmetric 

mixed strategy Nash equilibrium we use the same test as the one that was used in paragraphs 

7.2.1 and 7.2.2. For a full description we will refer to these paragraphs. The 95% confidence-

interval of the test is (0.523; 0.629). We will use the descriptive statistics of Figure 49. The 

means of the fraction of the population choosing sector A in the three models are 0.5817 

(RD), 0.5825 (ADCD) and 0.6102 (RL).  

This means, that the null hypothesis of the symmetric mixed strategy Nash equilibrium is 

never rejected for the systems of the three behavioural models. 

 

   

RD, descriptive statistics total
tx with � =0.5, � =0 ADCD, descriptive statistics total

tx with � =0.5, � =0 and 

 

RL, descriptive statisticstotal
tx  with � =0.5, 	=0.01 and � =0.05 

Figure 49: Descriptive statistics of total
tx for three behavioural models: RD, ADCD and RL 
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7.2.4 Group 3 (optimistic, mixed and FOH) 
 
This group is discussed after group 6 on purpose. Just like group 6 group 3 has 2 FOH-

prediction strategies (see Appendix 3, participants 4 and 6) and the mixed strategy. But 

instead of the pessimistic strategy this groups contains the optimistic strategy.  

The initial conditions in this group are that 4/7 (4 participants in this group have the mixed 

strategy) of the population is using the mixed strategy, 1/7 (1 participant in this group has the 

optimistic strategy) of the population is using the optimistic strategy, 1/7 of the population is 

using the first FOH-prediction (see Appendix 2, participant 4) and 1/7 of the population is 

using the second FOH-prediction rule (see Appendix 2, participant 6). 

 

First we will look at the time series of total
tx  for the three different behavioural models, which 

is shown in Figure 50. 

 

   

RD, time series of total
tx  with � = 0.5 and � =0.5 DCD, time series of total

tx with �  = 0.5, � =0.5 and � =1 

 

RL, time series of total
tx  with 	  = 0.01, �  = 0.05 and � =0.5 

Figure 50: Time series of total
tx  for the three behavioural models 

 

Compared with the time series of the fraction of the population choosing sector A in group 6, 

the time series of group 3 for the different behavioural models shows more fluctuations. 

However the mean fraction of the population choosing sector A is not higher then in group 6, 

although we expected this because we changed the pessimistic strategy in an optimistic one. 

 

We will now see by looking at Figure 51, whether the mixed strategy also dominates in this 

group.  
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In the dynamics of the RD the mixed strategy is dominating the other strategies completely. 

The fraction of the population using the mixed strategy is 1. In the other two models (ADCD 

and RL) the mixed strategy is also dominating. 

   

RD: time series of mixed
tx  with � =0 and 
 =0.5 ADCD: time series of mixed

tx with �  =0 and 
 =0.5 

 

RL, time series of mixed
tx  with 	  = 0.01, �  = 0.05 and � =0.5 

Figure 51: Time series of mixed
tx  for the three behavioural models 

 

The difference is that the fraction of the population using the mixed strategy is not 1. So the 

mixed strategy is not dominating the other strategies completely. 

 

The effects of the other parameters are similar to group 6. That is why, we won’t discuss them 

for this group. 

 

Finally we will test whether the dynamics of the models of the three behavioural models in 

this group will converge to a Nash equilibrium. 

For testing whether the mean of the different dynamics is the same as the symmetric mixed 

strategy Nash equilibrium we use the same test as before with the 95% confidence-interval of 

(0.523; 0.629). We will use the descriptive statistics of Figure 52. The means of the fraction 

of the population choosing sector A in the three models are 0.5817 (RD), 0.6816 (ADCD) and 

0.6625 (RL).  

This means, that the null hypothesis of the symmetric mixed strategy Nash equilibrium is not 

rejected for the RD. For the ADCD and the RL the null hypothesis is rejected. 
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RD, descriptive statistics total
tx with � =0.5, � =0 ADCD, descriptive statistics total

tx with � =0.5, � =0 and 

 
RL, descriptive statisticstotal

tx  with � =0.5, 	=0.01 and � =0.05 

Figure 52: Descriptive statistics of total
tx for three behavioural models: RD, ADCD and RL 

 
 

7.2.5 Group 2 (optimistic, pessimistic, naive and FOH) 
 
Groups 1 and 2 are different than the other groups. The difference with the other groups is 

that groups 1 and 2 have much more strategies. Group 1 even has all discussed strategies: the 

mixed, the optimistic, the pessimistic, the naïve and FOH-prediction strategies. 

 

We will start with discussing group 2. This group has 4 FOH-prediction strategies (see 

Appendix 2, participants 1, 2, 5 and 6), the optimistic strategy, the pessimistic strategy and the 

naïve strategy.  

 

The initial conditions in this group are 1/7 for each strategy.  

 

First we will look at the time series of total
tx  for the dynamics of the three different 

behavioural models. The time series is shown in Figure 53. 
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RD, time series of total
tx  with � = 0.5 and � =0.5 ADCD, time series of total

tx with �  = 0.5, � =0.5 and � =1 

 

RL, time series of total
tx  with 	  = 0.01, �  = 0.05 and � =0.5 

Figure 53: Time series of total
tx  for the three behavioural models 

 

In Figure 53 the dynamics of the ADCD has more fluctuations than the other two behavioural 

models. All three fractions of the population choosing A of all three behavioural models seem 

to be around b. As was stated before b is in the 95% confidence interval of the symmetric 

mixed strategy Nash equilibrium and b is close to the symmetric mixed strategy Nash 

equilibrium. So the dynamics of the models can also be around the Nash equilibrium. 

 

The interesting part of this group is that this group doesn’t have the mixed strategy unlike the 

other 5 groups. We will look whether another strategy will be dominating.  

In Figure 54 the three most important time series are shown of the fraction of the population 

choosing some strategy in the dynamics of the RD. 

In the dynamics of the RD will one of the FOH-prediction strategies and the optimistic 

strategy be dominating. The naïve strategy is completely dominated, which can be seen in 

Figure 54, because the fraction of the population choosing the naïve strategy is 0.  

The other 3 FOH-prediction strategies and the pessimistic strategy have fractions around 0.1. 
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1FOH

tx      opt
tx      

 
naiv
tx  

Figure 54: RD: time series of 1FOH
tx , opt

tx  and naiv
tx  with � =0 and � =0.5 

 

Furthermore in Figure 55 the three most important time series are shown of the fraction of the 

population choosing some strategy in the dynamics of the ADCD. 

 

   
1FOH

tx      opt
tx      

 
naiv
tx  

Figure 55: ADCD: time series  of 1FOH
tx , opt

tx  and naiv
tx  with � =0, � =0.5 and � =1 

 

Just like in the dynamics of the RD have one FOH-prediction strategy and the optimistic 

strategy the highest fraction of the population using the strategy. The other strategies, so 

including the naïve strategy, have dynamics looking like the graph of naiv
tx  in figure 55. 
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Now we have discussed which strategy is dominating in the dynamics of the RD and the 

ADCD, so that leaves us the dynamics of the RL. 

 

 

Figure 56:RL: time series  of opt
tx   with 	  = 0.01, �  = 0.05, � =0.5 

 

In Figure 56 only the fraction of the population using the optimistic strategy is shown, 

because this was the only strategy with a higher fraction than the other strategies. So in the 

dynamics of the RL the optimistic strategy is dominating. 

 

We will look what the effect of the memory parameter �  is. Figure 57 gives bifurcation 

diagrams of the three different behavioural models.  

    

RD: bifurcation diagram of total
tx  with � =0  ADCD: bifurcation diagram of total

tx with �  =0 

� =1 

 

RL, bifurcation diagram of total
tx  with 	  = 0.01 and  �  = 0.05  

Figure 57: Bifurcation diagrams of total
tx  with �  Î  (0,1) for RD, ADCD and RL 

 

For the three graphs in Figure 57 the influence of �  is that when �  gets larger the bifurcation 

diagram becomes more scattered. This is a different effect than we saw in Chapter 6 and in 
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the paragraphs before. We find it difficult to explain why the dynamics become more 

scattered when �  gets closer to 1. 

 

Finally we will test whether the dynamics of the models of the three behavioural models in 

this group will converge to a Nash equilibrium. 

We use the same test as before for testing whether the mean of the different dynamics is the 

same as the symmetric mixed strategy Nash equilibrium. This test has a 95% confidence-

interval of (0.523; 0.629). We will use the descriptive statistics of Figure 58. The means of the 

fraction of the population choosing sector A in the three models are 0.5736 (RD), 0.5103 

(ADCD) and 0.5849 (RL).  

 

   

RD, descriptive statistics total
tx with � =0.5, � =0 ADCD, descriptive statistics total

tx with � =0.5, � =0 and 

 

RL, descriptive statisticstotal
tx  with � =0.5, 	=0.01 and � =0.05 

Figure 58: Descriptive statistics of total
tx for three behavioural models: RD, ADCD and RL 

 

The null hypothesis of the symmetric mixed strategy Nash equilibrium is only rejected for the 

dynamics of the ADCD. The null hypothesis is not rejected for the RD and the RL. 

 

7.2.6 Group 1 (mixed, optimistic, pessimistic, naive and FOH) 
 

As stated before group 1 contains all the strategies discussed: the mixed strategy, the 

optimistic strategy, the pessimistic strategy, the naïve strategy and one FOH-prediction 

strategy.  
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In Appendix 3 we see at group 1 that there is one participant with the FOH-prediction 

strategy, one with the naïve strategy, one with the pessimistic strategy, two participants with 

the mixed strategy and 2 with the optimistic strategy. Therefore the initial conditions are 1/7 

for the fraction of the population choosing the FOH-prediction strategy, the naïve strategy and 

the pessimistic strategy and 2/7 for the fraction of the population choosing the mixed strategy 

and the optimistic strategy. 

 

First we will look at the time series of total
tx  for the dynamics of the three different 

behavioural models. The time series is shown in Figure 59. 

 

   

RD, time series of total
tx  with � = 0.5 and � =0.5 ADCD, time series of total

tx with �  = 0.5, � =0.5 and � =1 

 

RL, time series of total
tx  with 	  = 0.01, �  = 0.05 and � =0.5 

Figure 59: Time series of total
tx  for the three behavioural models 

 

This is the first group where the time series of all three behavioural models have fluctuations. 

It looks like the dynamics are around b. Note that b lies in the 95% confidence interval of the 

symmetric mixed strategy Nash equilibrium. 

 

Next we will look at which strategy will be dominating in this group with all strategies. In 

Figure 60 the time series of the three most important strategies are shown.  
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mixed
tx     pes

tx     opt
tx  

Figure 60: RD, time series of mixed
tx , pes

tx  and  opt
tx with � = 0.5 and � =0 

The mixed strategy is again dominating. Although the pessimistic and optimistic strategies do 

not disappear entirely. The fraction of the population using the naïve and the FOH-prediction 

strategies are 0.  

 

Furthermore in Figure 61 the time series of the fractions of the population choosing the 

different strategies are shown for the ADCD. 

 

   
1FOH

tx      mixed
tx     naiv

tx  

  
pes
tx      opt

tx  

Figure 61: ADCD, time series of 1FOH
tx , mixed

tx , naiv
tx , pes

tx  and opt
tx with �  = 0, � =0.5 and � =1 

 

It is remarkable, that the mixed strategy is not dominating at all. In these dynamics of the 

ADCD the optimistic and pessimistic strategies are dominating. 

 

In Figure 62 the time series of the fractions of the population choosing the different strategies 

are shown of the dynamics of the RL. 
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1FOH

tx      mixed
tx     pes

tx  

  
opt
tx       naiv

tx  

Figure 62: RL, time series of fractions of the different strategies with 	  = 0.01, �  = 0.05 and � =0.5 

 

In the RL the mixed strategy has the highest fraction of the population. The pessimistic and 

the optimistic strategy have substantial fractions of population, but not as high as the mixed 

strategy. What is left of the population is not so much, so the naïve and the FOH-prediction 

strategies don’t have many followers in the population. 

 

Finally we will test whether the dynamics of the models of the three behavioural models in 

this group will converge to a Nash equilibrium. 

We use the same test as before for the testing whether the mean of the different dynamics is 

the same as the symmetric mixed strategy Nash equilibrium. This test has a 95% confidence-

interval of (0.523; 0.629). We will use the descriptive statistics of Figure 63. The means of the 

fraction of the population choosing sector A in the three models are 0.5781 (RD), 0.5485 

(ADCD) and 0.5845 (RL).  

The null hypothesis of the symmetric mixed strategy Nash equilibrium is only rejected for the 

dynamics of ADCD. The null hypothesis is not rejected for the all dynamics. 
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RD, descriptive statistics total
tx with � =0.5, � =0 ADCD, descriptive statistics total

tx with � =0.5, � =0 and 

 

RL, descriptive statisticstotal
tx  with � =0.5, 	=0.01 and � =0.05 

Figure 63: Descriptive statistics of total
tx for three behavioural models: RD, ADCD and RL 

 

 

7.2.7 Summary 
At the beginning of this chapter and also in Chapter 1 we formulated four research questions, 

which we wanted to answer in this chapter. 

 

The first question was: which equilibrium will be reached in the El Farol game under an 

evolutionary framework? We have seen that the mixed strategy symmetric Nash equilibrium 

gives a good description for the fraction of the population choosing sector A, for most cases. 

At the end of each group we tested whether the mean of the dynamics of the three behavioural 

models was the same as the symmetric mixed strategy Nash equilibrium. In 12 of the 18 tests 

(6 groups x 3 behavioural models) the null hypothesis of the symmetric mixed strategy Nash 

equilibrium was not rejected. Now we could conclude the symmetric mixed strategy Nash 

equilibrium is a good predictor of the fraction of the population choosing sector A in this El 

Farol game.  

This would be a bit short sighted however. Testing whether the mean doesn’t deviate from the 

equilibrium, doesn’t implicate the dynamics look like the symmetric mixed strategy Nash 

equilibrium completely. There can be done more tests, like autocorrelation test. When the 

mean is around the symmetric mixed strategy Nash equilibrium, but there is autocorrelation 
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the test is not valid. We will illustrate this point with an example. Figure 64 is a fragment of 

Figure 59 from paragraph 7.2.6 (group1, RD).  

 

 

Figure 64: RD, time series of total
tx  with � = 0.5 and � =0.5 

 

Although the null hypothesis of the symmetric mixed strategy Nash equilibrium of the RD in 

this group was not rejected in Figure 64 we clearly see some autocorrelation, because the 

fluctuations are looking dependent on each other. 

 

The second question was: which strategies will survive the evolutionary competition. Will the 

fraction choosing sector A (total
tx ) go to a Nash Equilibrium? 

We have seen in this chapter, that for many cases and models the mixed strategy will 

eventually dominate. This is illustrated in Table 11, for parameter values � =0.5, � =0, � =0, 

	=0.01 and � =0.05. In Table 11 per group and per behavioural model the dominating strategy 

is given. 

A strategy is called dominating, when the fraction of the population playing this strategy is 

higher than any of the fractions of the population playing another strategy. When in Table 11 

the dominating strategy is with *, then the fraction of the population choosing this strategy is 

more than 0.5. When there is ** the fraction is even converging to 1.  

It is interesting to see, that only the fraction of the population playing the mixed strategy is in 

some cases converges to 1. With no other strategy this is the case. 

Table 11 shows that for the RD the mixed strategy became the dominating strategy 4 out of 6 

times, for the ADCD 3 out of 6 times and for the RL 5 out of 6 times. 
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Group RD ADCD RL 

1 Mixed* Opt & Pes* Mixed 

2 FOH & Opt FOH & Opt Opt 

3 Mixed** Mixed* Mixed** 

4 Opt & Pes Opt & Pes Mixed 

5 Mixed** Mixed* Mixed** 

6 Mixed** Mixed** Mixed* 

Table 11: Dominating strategies per group and behavioural model with � =0.5, � =0, � =0, 	=0.01, � =0.05. When 

a strategy is followed by a star (*) this means the fraction of the population choosing this strategy is higher than 

0.5. When there is a double star (**) this fraction even converged to 1. 

 

The third question was: what are the differences between the three behavioural models? The  

dynamics of the RD shows a lot of symmetric mixed strategy Nash equilibrium behaviour. 

Also the mixed strategy is often dominating. The ADCD shows more fluctuations in the 

dynamics of the population choosing sector A. Also looking at table 11 the mixed strategy is 

less dominating than in the other two behavioural models. The dynamics of the RL looks 

often like the dynamics of the RD. Although it seems the dynamics of the system of RL 

converges slower. 

 

The last question was: what is the influence of the different parameters of the behavioural 

models on the questions above? 

The memory parameter, � , which was present in all three behavioural models only, has 

influence on the dynamics when it is near 0 or 1. When �  is not near 0 or 1, the dynamics of 

the models are qualitatively the same. This effect of �  was also seen in the article of Bottazzi 

and Devetag (2003), discussed in Chapter 3.1.4. So we set this parameter often at 0.5. 

The two parameters � , used in the dynamics of the RD, and � , used in the dynamics of the 

ADCD, have a similar effect on the fraction of the population choosing sector A. It makes 

sure all strategies get some fraction of the population. When these parameters converge to 1 

the effect of a dominating strategy will vanish or diminish. 

Finally the effects of �  and 	  in the systems of the RL are discussed. We had some difficulty to 

see what would happen to the dynamics of this system when the values of the parameters �  

and 	  would change. Because when there are more than 2 strategies, we had to make sure the 

summation of the fractions was 1. And this was only the case when 
l

r tid ,´
 was small 

enough. So to make sure we set the values of �  and 	  at 0.05 and 0.01. 
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Chapter 8 Summary and Conclusion 
 
In this thesis we used the El Farol game to examine what happens when we assume bounded 

rationality of the agents instead of assuming full rationality which is the benchmark in many 

theoretical models. Bounded rationality is examined by using an experiment with human 

subjects (see Chapter 4) to find strategies and some behavioural models (see Chapter 5) to 

model the switching between the strategies. The main research questions were: 

1. Which equilibrium will be reached in the El Farol game under an evolutionary 

framework? 

2. Which strategies will survive the evolutionary competition? 

3. What are the differences between the three behavioural models? 

4. What is the effect of different parameters of the behavioural models on the outcome of the 

questions above? 

In Chapter 2 we calculated the pure strategy and symmetric mixed strategy Nash equilibria, 

under the assumption of full rationality. These equilibria are used to see when we relax the 

assumption of rationality whether the dynamics still would converge to these equilibria. 

In Chapter 3 we investigated this relaxing of the assumption of rationality by looking at 

different kind of articles. These articles discussed minority games, which were played with 

real human beings and looked at the outcome of these games. Summarizing these articles the 

symmetric mixed Nash equilibrium seemed to give a good description when looking at the 

aggregate level. However on the individual level typically no convergence to a symmetric 

mixed strategy Nash equilibrium is observed. 

 

In Chapter 4 we looked at a UvA experiment to find different strategies to use later. We made 

the difference between choice strategies and prediction strategies, because both groups 

couldn’t find strategies for all participants. In Chapter 7 we compared these two strategy 

approaches by rebuilding the UvA experiment with using the found strategies and doing 

simulations on the computer. We found that the choice strategies were performing much 

better than prediction strategies and so we used these strategies later on. 

In Chapter 5 we showed three standard behavioural models, which describe how agents in a 

simulation can switch between different strategies in a game.  

In Chapter 6 we started with simulation, but we used two simple strategies: optimistic and 

pessimistic strategies. We did these simulations to see what would happen with the dynamics. 
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In the second part of Chapter 7 we did the simulations with the strategies found in Chapter 4 

and the three different behavioural models in the UvA experiment game, which was El Farol 

like. We found that the four questions asked earlier could be answered as follows: 

 

The first question was: which equilibrium will be reached in the El Farol game under an 

evolutionary framework? We have seen, that almost always the mixed strategy symmetric 

Nash equilibrium was reached, under certain circumstances. At the end of each group we 

tested the mean of the dynamics of the systems of the three behavioural models whether it 

was the same as the symmetric mixed strategy Nash equilibrium. In 12 of the 18 tests (6 

groups x 3 behavioural models) the null hypothesis of the symmetric mixed strategy Nash 

equilibrium was not rejected.  

The second question was: which strategies will survive the evolutionary competition? We 

have seen in this chapter that the mixed strategy is in many cases and models the dominating 

strategy.  

The third question was: what are the differences between the three behavioural models? The 

dynamics of the system of RD shows a lot of symmetric mixed strategy Nash equilibrium 

behaviour. Also the mixed strategy is often dominating. The ADCD shows more fluctuations 

in the dynamics of the population choosing sector A. The dynamics of the RL looks often like 

the dynamics of the RD. Although it seems the dynamics of the RL converges slower. 

 

The last question was: what is the influence of the different parameters of the behavioural 

models on the questions above?  

The memory parameter, � , which was present in all three behavioural models only, has 

influence on the dynamics when it is near 0 or 1. When �  is not near 0 or 1, the dynamics of 

the models are qualitatively the same. So we set this parameter often at 0.5. 

The two parameters � , used in the dynamics of the RD, and � , used in the dynamics of the 

ADCD, have a similar effect on the fraction of the population choosing sector A. It makes 

sure all strategies get some fraction of the population. When these parameters converge to 1 

the effect of a dominating strategy will vanish or diminish. 

Finally the effects of �  and 	  in the systems of the RL are discussed. We had some difficulty to 

see what would happen to the dynamics of this system when the values of the parameters �  

and 	  would change. Because when there are more than 2 strategies, we had to make sure the 
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summation of the fractions was 1. And this was only the case when 
l

r tid ,´
 was small 

enough. So to make sure we set the values of �  and 	  at 0.05 and 0.01. 

The influence of the parameters on the dynamics of the models looks not so surprising. Partly 

this was caused by the restrictions on some parameters because of how the UvA experiment-

game was made. Partly because the parameters left with no restrictions were not that 

surprising to predict how their influence would be on the dynamics, like memory parameter 

(� ) and part of the population not choosing the updating model (parameters �  and � ) . 

 

Finally we want to make some recommendations for further research. First we looked at three 

standard behavioural models. There are a lot more models to use, like the Ants model of 

Kirman (1993). 

Second the standard models could be adjusted, for example in the RL model there is no 

fraction of the population not using the updating rule, like the parameter �  is causing in the 

RD model. 

Third we could also look at different payoff functions then at the one used in the UvA 

experiment or chapter 6. 

Fourth different kind of games can be examined for further research and examine whether 

also with other games the symmetric mixed strategy Nash equilibrium or other equilibria can 

be good predictors. 

Fifth and finally we want to notice the testing of the symmetric mixed strategy Nash 

equilibrium and also testing of the mixed strategy, which in this thesis was only based on the 

mean of the dynamics (symmetric mixed strategy Nash equilibrium) or the mean of the 

number of choosing sector A (symmetric strategy). This kind of testing is easy, but also has 

its short comings, because for example autocorrelation is not looked at in these kinds of tests. 

So we recommend to test this and see whether this would change the answers of the thesis-

questions 
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Appendix 1 Table of descriptive statistics of UvA experiment 
 

Group 1 # a 
# a/             

# periods 
Payoff 

(predictions) 
Payoff 

(choices) 

Payoff 
(choices 
without 

error)  # Changes 
# changes /    

(# periods - 1) 
Inconsistent 

Choices Mixed? 

part 1 17 0.34 2,225 4,881 4,925 21 0.4286 2 0 

part 2 36 0.72 3,033 5,166 5,100 25 0.5102 2 0 

part 3 24 0.48 2,855 4,945 4,950 28 0.5714 4 1 

part 4 45 0.90 3,165 5,345 5,275 8 0.1633 7 0 

part 5 28 0.56 2,850 5,061 5,050 22 0.449 0 1 

part 6 2 0.04 3,117 4,951 4,950 4 0.0816 4 0 

part 7 49 0.98 3,155 5,441 5,375 2 0.0408 0 0 

Mean 28.71 0.57 2,914 5,113 5,089 16 0.3207 2.71 1 

          

Group 2 # a 
# a/             

# periods 
Payoff 

(predictions) 
Payoff 

(choices) 

Payoff 
(choices 
without 

error)  # Changes 
# changes /    

(# periods - 1) 
Inconsistent 

Choices Mixed? 

part 1 40 0.80 3,390 5,479 5,400 3 0.0612 20 0 

part 2 11 0.22 3,359 4,897 4,925 7 0.1429 25 0 

part 3 5 0.10 3,510 4,915 4,925 10 0.2041 26 0 

part 4 42 0.84 3,765 5,364 5,300 14 0.2857 8 0 

part 5 43 0.86 3,607 5,434 5,425 9 0.1837 2 0 

part 6 19 0.38 3,505 4,925 4,875 11 0.2245 19 0 

part 7 48 0.96 3,521 5,508 5,450 4 0.0816 0 0 

Mean 29.71 0.59 3,522 5,217 5,186 8 0.1691 14.29 1 

          

Group 3 # a 
# a/             

# periods 
Payoff 

(predictions) 
Payoff 

(choices) 

Payoff 
(choices 
without 

error)  # Changes 
# changes /    

(# periods - 1) 
Inconsistent 

Choices Mixed? 

part 1 50 1.00 2,537 5,267 5,200 0 0 19 0 

part 2 24 0.48 3,015 4,884 4,900 22 0.449 9 1 

part 3 31 0.62 2,992 4,930 4,875 15 0.3061 1 1 

part 4 34 0.68 2,743 4,931 4,900 24 0.4898 1 1 

part 5 16 0.32 2,844 4,804 4,800 20 0.4082 0 0 

part 6 32 0.64 2,929 4,979 4,900 19 0.3878 15 1 

part 7 9 0.18 2,614 4,851 4,875 9 0.1837 0 0 

Mean 28 0.56 2,811 4,949 4,921 16 0.3178 6.43 1 

          

Group 4 # a 
# a/             

# periods 
Payoff 

(predictions) 
Payoff 

(choices) 

Payoff 
(choices 
without 

error)  # Changes 
# changes /  

(# periods - 1) 
Inconsistent 

Choices Mixed? 

part 1 31 0.62 3,259 4,954 4,925 14 0.2857 5 1 

part 2 49 0.98 3,058 5,341 5,275 2 0.0408 10 0 

part 3 29 0.58 2,819 4,870 4,775 26 0.5306 10 1 

part 4 9 0.18 2,236 4,838 4,825 7 0.1429 25 0 

part 5 34 0.68 3,129 4,995 4,950 29 0.5918 8 1 

part 6 44 0.88 3,216 5,316 5,250 11 0.2245 14 0 

part 7 1 0.02 2,188 4,951 4,975 2 0.0408 0 0 

Mean 28.14 0.56 2,844 5,038 4,996 13 0.2653 10.29 1 
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Group 5 # a 
# a/             

# periods 
Payoff 

(predictions) 
Payoff 

(choices) 

Payoff 
(choices 
without 

error)  # Changes 
# changes /  

(# periods - 1) 
Inconsistent 

Choices Mixed? 

part 1 29 0.58 3,467 5,051 4,975 23 0.4694 7 1 

part 2 35 0.70 3,432 5,118 5,125 24 0.4898 0 1 

part 3 32 0.64 3,367 5,190 5,150 13 0.2653 4 1 

part 4 3 0.06 3,214 4,946 4,925 6 0.1224 30 0 

part 5 37 0.74 3,388 5,257 5,175 7 0.1429 2 0 

part 6 29 0.58 2,972 5,073 5,075 35 0.7143 8 1 

part 7 35 0.70 3,166 5,244 5,175 14 0.2857 0 1 

Mean 28.57 0.57 3,287 5,126 5,086 17 0.3557 7.29 1 

          

Group 6 # a 
# a/             

# periods 
Payoff 

(predictions) 
Payoff 

(choices) 

Payoff 
(choices 
without 

error)  # Changes 
# changes /  

(# periods - 1) 
Inconsistent 

Choices Mixed? 

part 1 38 0.76 3,550 5,158 5,150 12 0.2449 9 0 

part 2 33 0.66 2,934 5,089 5,025 12 0.2449 0 1 

part 3 25 0.50 3,333 5,049 5,025 17 0.3469 14 1 

part 4 23 0.46 3,397 4,933 4,875 23 0.4694 11 1 

part 5 1 0.02 3,441 4,982 4,975 2 0.0408 1 0 

part 6 35 0.70 3,289 5,087 5,075 16 0.3265 1 1 

part 7 39 0.78 3,617 5,367 5,275 16 0.3265 0 0 

Mean 27.71 0.55 3,366 5,095 5,057 14 0.2857 5.14 1 

 
Table A.1: Summary of different groups. “#a” is the total amount of A a subject has chosen in the game. #a/# 

periods is the column #a divided by 50. Payoff (predictions) is the payoff a subject would get when using the 

expectation payoff function. Payoff choices shows the payoff of a subject when using the choice payoff function. 

Payoff (choices without error) is the same function, but without the stochastic term � t. Total changes are the total 

of changes a participant makes during all periods. “ # changes / (# periods – 1) is the total changes divided by 

50 – 1 = 49. A choice is strange when they participant predicts a wage in sector A lower than 100 but still 

chooses sector A or when he predict a wage higher than 100, but chooses sector B. In the last column the result 

of the mixed strategy test is shown with 1 as null hypothesis is not rejected and 0 is rejected. 
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Appendix 2 Results of OLS estimations of the prediction 
 
Group C ep 1-  ep 2-  

ep 3-
 ep 4-  ep 5-

 
1-p  

2-p  3-p  
4-p  5-p  R2 AC 

1 102.6 0 0 0 0 0 -0.114 0 0 0 0.105 0.324 no 
2 74.2 0 0 0 0 0 0.314 0 0 0 0 0.722 no 
3 91.2 0 0 0 0 0 0.080 0 0 0 0 0.093 no 
4 91.8 0 0 0 0 0 0.160 0 0 0 0 0.143 no 
5 107.6 0 0 0 0 0 0 0 0 0 0 0 no 
6 109.3 0 0 0 0 0 0 0 0 0 0 0 no 

 
Group 1 
Subject C ep 1-  

ep 2-  
ep 3-  

ep 4-  
ep 5-  1-p  2-p  3-p  4-p  5-p  R2 AC 

1 119.5 0 0 0 0 0 0 -0.223 0 0 0 0.085 no 
2 56.4 0 0 0 0 0 0.444 0 0 0 0 0.681 no 
3 127,6 0 0 0 0 0 0.163 -0.371 -0.208 0 0.216 0.593 no 
4 102.3 0 0 0 0 0 0 0 0 0 0 0 no 
5 84.2 0 0 0 0 0 -0.166 0 0 0 0.317 0.383 no 
6 81.6 0 0 0 0 0 0.141 0 0 0 0 0.464 no 
7 36.4 0.377 0 0 0 0 0.263 0 0 0 0 0.548 no 

Group 2 
Subject 

C ep 1-  ep 2-  
ep 3-  

ep 4-  
ep 5-  1-p  2-p  3-p  4-p  5-p  R2 AC 

1 15.9 0 0 0.318 0 0 0.768 0 0 -0.232 0 0.893 no 
2 124.0 0 0 0 0 0 0.204 0 -0.323 0 0 0.281 no 
3 63.7 0.380 0 0 0 0 0 0 0 0 0 0.142 no 
4 48.2 0 0 0 0 0 0.588 0 0 0 0 0.728 no 
5 82.4 0 0 0 0 0 0.249 0 0 0 0 0.304 no 
6 15.2 0.379 0 0 0 0.272 0.197 0 0 0 0 0.411 no 
7 33.0 0.496 0 0 0 0.202 0 0 0 0 0 0.309 no 

Group 3 
Subject 

C ep 1-  
ep 2-  

ep 3-  
ep 4-  

ep 5-  1-p  2-p  3-p  4-p  5-p  R2 AC 

1 65.2 0.311 0 0 0 0 0 0 0 0 0 0.097 no 
2 101.8 0 0 0 0 0 0 0 0 0 0 0 no 
3 125,5 0 0 0 0 0 -0.226 0 0 0 0 0.147 no 
4 84.6 0 0 0 0 0 0.164 0 0 0 0 0.084 no 
5 98.1 0 0 0 0 0 0 0 0 0 0 0 no 
6 82.5 0 -0.238 0 0 0 0.388 0 0 0 0 0.803 no 
7 74.6 0 0 0 0 0 0.238 0 0 0 0 0.139 no 

Group 4 
Subject C ep 1-  

ep 2-  
ep 3-  

ep 4-  
ep 5-  1-p  2-p  3-p  4-p  5-p  R2 AC 

1 59.6 0.419 0 0 0 0 0.120 -0.103 0 0 0 0.270 no 
2 115.5 0 0 0 0 0 0 0 0 0 0 0 no 
3 111.2 0 0 0 0 0 0 0 0 0 0 0 no 
4 109.9 0 0 0 0 0 0 0 0 0 0 0 Yes 
5 119.6 0 0 0 -0.321 0 0.213 0 0 0 0 0.313 no 
6 146.9 0 -0.397 0 0 0 0 -0.139 0.146 0 0 0.267 no 
7 113.4 0 0 0 0 0 0.379 0 -0.415 0 0 0.198 no 

Group 5  
Subject 

C ep 1-  
ep 2-  

ep 3-  
ep 4-  

ep 5-  1-p  2-p  3-p  4-p  5-p  R2 AC 

1 108.1 0 0 0 0 0 0 0 0 0 0 0 no 
2 108.8 0 0 0 0 0 0 0 0 0 0 0 no 
3 91.6 0.329 0 0 0 0 -0.224 0 0 0 0 0.616 no 
4 21.2 0 0 0 0 0 0.455 0 0 0.305 0 0.288 no 
5 53.8 0.269 0.362 0 0 0 -0.131 0 0 0 0 0.441 no 
6 114.1 0 0 0 0 0 0 0 0 0 0 0 no 
7 110.8 0 0 0 0 0 0 0 0 0 0 0 Yes 

Group 6  
Subject 

C ep 1-  
ep 2-  

ep 3-  
ep 4-  

ep 5-  1-p  2-p  3-p  4-p  5-p  R2 AC 

1 108.9 0 0 0 0 0 0 0 0 0 0 0 no 
2 138.1 0 0 -0.320 0 0 0 0 0 0 0 0.107 no 
3 86.4 0 0 0 0 0 0.204 0 0 0 0 0.284 no 
4 107.7 0 0 0 0 0 0 0 0 0 0 0 no 
5 52.4 0 0 0.478 0 0 0 0 0 0 0 0.228 no 
6 124.4 0 0 0 0 0 0 0 0 0 0 0 no 
7 110.4 0 0 0 0 0 0 0 0 0 0 0 No 

Table A.2: The results of the OLS estimations are given, first for the groups in total and then per group for each 

participant. First all 5 lags were estimated. Subsequently the least significant variable was eliminated until all 

remaining variables were significant at 5%.The R2 is given in column 13. We tested for serial autocorrelation 

(see last column) with the Q-statistic at 5%, to be sure that there is no specification error.
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Appendix 3 An overview of prediction and choice strategies 

 
group 1 FOH Prediction Choice 

Subject � 1 � 2 �  Strategy Strategy 

1 -0,311 0,138 0,205 FOH FOH 

2 0,468 0,079 -0,003 FOH Naive 

3 x x x Mixed Mixed 

4 -0,107 0,288 0,072 FOH Optimistic 

5 x x x Mixed Mixed 

6 0,18 -0,065 -0,039 FOH pessimistic 

7 0,22 0,456 0,045 FOH Optimistic 

group 2 FOH Prediction Choice 

Subject � 1 � 2 �  Strategy Strategy 
1 0,843 -0,064 -0,043 FOH FOH 

2 0,08 0,23 0,216 FOH FOH 

3 0,223 0,351 -0,134 FOH Pess 

4 0,545 -0,057 0,056 FOH Naive 

5 0,302 0,106 -0,689 FOH FOH 

6 0,236 0,316 -0,064 FOH FOH 

7 0,009 0,317 0,035 FOH Opt 

group 3 FOH Prediction Choice 

Subject � 1 � 2 �  Strategy Strategy 
1 -0,004 0,355 0,079 FOH Opt 

2 0,087 0,199 0,031 FOH Mixed 

3 -0,281 -0,078 0,047 FOH Mixed 

4 0,243 -0,098 -0,091 FOH Mixed 

5 -0,224 0,132 0,092 FOH  FOH 

6 x x x mixed Mixed 

7 0,14 0,075 0,108 FOH  FOH 

group 4 FOH Prediction Choice 

Subject � 1 � 2 �  Strategy Strategy 

1 0,017 0,419 0,103 FOH Mixed 

2 0,104 0,195 0,144 FOH Opt 

3 -0,045 0,001 0,041 FOH Mixed 

4 0,025 0,411 0,191 FOH Pess/ naive (pess) 

5 0,248 0,075 -0,025 FOH Mixed 

6 0,029 0,065 0,117 FOH Opt/ naive (opt) 

7 x x x pess Pess 

group 5 FOH Prediction Choice 

Subject � 1 � 2 �  Strategy Strategy 

1 0,232 0,047 -0,076 FOH Mixed 

2 0,076 0,013 -0,032 FOH Mixed 

3 -0,286 0,045 0,26 FOH Mixed 

4 0,645 -0,069 -0,185 FOH Pess 

5 x x x Fundamentalist Fundamentalist 

6 -0,34 -0,085 0,259 FOH Mixed 

7 0.298783 0,347 -0,148 FOH Mixed 

group 6 FOH Prediction Choice 

Subject � 1 � 2 �  Strategy Strategy 
1 0,189 -0,084 -0,084  FOH  FOH 

2 -0,025 0,145 0,015  FOH Mixed 

3 0,162 0,259 0,055  FOH Mixed 

4 -0,035 0,148 0,072  FOH Mixed 

5 x x x Pess Pess 

6 -2,15 -0,068 0,803 FOH Mixed 

7 -0,019 0,122 -0,05 FOH FOH 
Table A.3: FOH-estimations and  prediction and choice strategies per participant. Yellow means different 
strategies between prediction and choice strategies. 
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Appendix 4 Formulas of simulation of different groups 
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Formulas Group 2 
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 114 

Formulas Group 3 
 
 
Predictions FOH 
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e
t

e
t wwwww e+-´+´-++´+´-= ---- )(092.035.104)132.0224.01(132.0224.0 2111,1,1  
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t wwwww e+-´+´--+´+´= ---- )(108.035.105)075.0140.01(075.0140.0 2111,1,2  
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FOH
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FOH
t pps  
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tw ,1  < 100 then )1,0()1,( 111 =-= FOH
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FOH
t

FOH
t pps  
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FOH
t

FOH
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t
FOH
t

FOH
t pps  

)0,1()1,( =-= opt
t

opt
t
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t pps "  t 

)4241.0,5759.0()1,( =-= mixed
t

mixed
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mixed
t pps "  t 

 
Utility 

11
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FOH
t

FOH
t uu mpm +-= -  
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1

2 )1( FOH
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FOH
t

FOH
t uu mpm +-= -  

opt
t

opt
t
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t uu mpm +-= - 1)1(  
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t
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Formulas Group 4 
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Formulas of group 5 
 
 
Choice: 

)1,0()1,( =-= pes
t
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t
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t pps  "  t 

)4241.0,5759.0()1,( =-= mixed
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mixed
t

mixed
t pps "  t 

 
Utility 
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t
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t
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t uu mpm +-= - 1)1(  
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Formulas Group 6 
 
Predictions FOH 

tttt
e
t

e
t wwwww e+-´-´+-+´-´= ---- )(084.034.109)084.0189.01(084.0189.0 21111,1,1  

tttt
e
t

e
t wwwww e+-´-´-++´+´-= ---- )(050.034.109)122.0019.01(122.0019.0 2111,1,2  

 
Choice: 
when e

tw ,1  ³  100 then )0,1()1,( 111 =-= FOH
t

FOH
t

FOH
t pps  

and when e
tw ,1  < 100 then )1,0()1,( 111 =-= FOH

t
FOH
t

FOH
t pps  

when e
tw ,2  ³  100 then )0,1()1,( 222 =-= FOH

t
FOH
t

FOH
t pps  

and when e
tw ,2  < 100 then )1,0()1,( 222 =-= FOH

t
FOH
t

FOH
t pps  

)1,0()1,( =-= pes
t

pes
t

pes
t pps  """"  t 

)4241.0,5759.0()1,( =-= mixed
t

mixed
t

mixed
t pps "  t 

 
Utility 

11
1

1 )1( FOH
t

FOH
t

FOH
t uu mpm +-= -  

22
1

2 )1( FOH
t

FOH
t

FOH
t uu mpm +-= -  

pes
t

pes
t

pes
t uu mpm +-= - 1)1(  

mixed
t

mixed
t

mixed
t uu mpm +-= - 1)1(  

4/)( 21 mixed
t

pes
t

FOH
t

FOH
t
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t uuuuu +++=  
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)1(
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1 e

e +
´+´+´+´

´
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t
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t
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FOH
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FOH
t

FOH
t

FOH
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FOH
t

FOH
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t uxuxuxux
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x  
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2 e

e +
´+´+´+´
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FOH
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FOH
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FOH
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FOH
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FOH
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FOH
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ux
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e
e +

´+´+´+´

´
-=

mixed
t

mixed
t

pes
t

pes
t

FOH
t

FOH
t

FOH
t
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